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About Administering VMware NSX-T Data
Center

The NSX-T Data Center Administration Guide provides information about configuring and managing
networking for VMware NSX-T™ Data Center, including how to create logical switches and ports and how
to set up networking for tiered logical routers. It also describes how to configure NAT, firewalls,
SpoofGuard, grouping, and DHCP.

Intended Audience

This information is intended for anyone who wants to configure NSX-T Data Center. The information is
written for experienced Windows or Linux system administrators who are familiar with virtual machine
technology, networking, and security operations.

VMware Technical Publications Glossary

VMware Technical Publications provides a glossary of terms that might be unfamiliar to you. For
definitions of terms as they are used in VMware technical documentation, go to http://www.vmware.com/
support/pubs.
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Logical Switches and
Configuring VM Attachment

An NSX-T Data Center logical switch reproduces switching functionality, broadcast, unknown unicast,
multicast (BUM) traffic, in a virtual environment completely decoupled from underlying hardware.

NSX Cloud Note If using NSX Cloud, see How to use NSX-T Data Center Features with the Public
Cloud for a list of auto-generated logical entities, supported features, and configurations required for NSX
Cloud.

Logical switches are similar to VLANS, in that they provide network connections to which you can attach
virtual machines. The VMs can then communicate with each other over tunnels between hypervisors if
the VMs are connected to the same logical switch. Each logical switch has a virtual network identifier
(VNI), like a VLAN ID. Unlike VLAN, VNIs scale well beyond the limits of VLAN IDs.

To see and edit the VNI pool of values, log in to NSX Manager, navigate to Fabric > Profiles, and click
the Configuration tab. Note that if you make the pool too small, creating a logical switch will fail if all the
VNI values are in use. If you delete a logical switch, the VNI value will be re-used, but only after 6 hours.

When you add logical switches, it is important that you map out the topology that you are building.

Figure 1-1. Logical Switch Topology

App logical switch

172.16.20.10 172.16.20.11
iy iy
App1 App2
VM VM
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For example, the topology shows a single logical switch connected to two VMs. The two VMs can be on
different hosts or the same host, in different host clusters or in the same host cluster. Because the VMs in
the example are on the same virtual network, the underlying IP addresses configured on the VMs must be
in the same subnet.

This chapter includes the following topics:

s Understanding BUM Frame Replication Modes

m  Create a Logical Switch

s lLayer 2 Bridging

m  Create a VLAN Logical Switch for the NSX Edge Uplink
m  Connecting a VM to a Logical Switch

m  Test Layer 2 Connectivity

Understanding BUM Frame Replication Modes

Each host transport node is a tunnel endpoint. Each tunnel endpoint has an IP address. These IP
addresses can be in the same subnet or in different subnets, depending on your configuration of IP pools
or DHCP for your transport nodes.

When two VMs on different hosts communicate directly, unicast-encapsulated traffic is exchanged
between the two tunnel endpoint IP addresses associated with the two hypervisors without any need for
flooding.

However, as with any Layer 2 network, sometimes traffic that is originated by a VM needs to be flooded,
meaning that it needs to be sent to all of the other VMs belonging to the same logical switch. This is the
case with Layer 2 broadcast, unknown unicast, and multicast traffic (BUM traffic). Recall that a single
NSX-T Data Center logical switch can span multiple hypervisors. BUM traffic originated by a VM on a
given hypervisor needs to be replicated to remote hypervisors that host other VMs that are connected to
the same logical switch. To enable this flooding, NSX-T Data Center supports two different replication
modes:

* Hierarchical two-tier (sometimes called MTEP)
* Head (sometimes called source)

Hierarchical two-tier replication mode is illustrated by the following example. Say you have Host A, which
has VMs connected to virtual network identifiers (VNIs) 5000, 5001, and 5002. Think of VNIs as being
similar to VLANS, but each logical switch has a single VNI associated with it. For this reason, sometimes
the terms VNI and logical switch are used interchangeably. When we say a host is on a VNI, we mean
that it has VMs that are connected to a logical switch with that VNI.

A tunnel endpoint table shows the host-VNI connections. Host A examines the tunnel endpoint table for
VNI 5000 and determines the tunnel endpoint IP addresses for other hosts on VNI 5000.

VMware, Inc. 1
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Some of these VNI connections will be on the same IP subnet, also called an IP segment, as the tunnel
endpoint on Host A. For each of these, Host A creates a separate copy of every BUM frame and sends
the copy directly to each host.

Other hosts’ tunnel endpoints are on different subnets or IP segments. For each segment where there is
more than one tunnel endpoint, Host A nominates one of these endpoints to be the replicator.

The replicator receives from Host A one copy of each BUM frame for VNI 5000. This copy is flagged as
Replicate locally in the encapsulation header. Host A does not send copies to the other hosts in the same
IP segment as the replicator. It becomes the responsibility of the replicator to create a copy of the BUM
frame for each host it knows about that is on VNI 5000 and in the same IP segment as that replicator
host.

The process is replicated for VNI 5001 and 5002. The list of tunnel endpoints and the resulting replicators
might be different for different VNIs.

With head replication also known as headend replication, there are no replicators. Host A simply creates
a copy of each BUM frame for each tunnel endpoint it knows about on VNI 5000 and sends it.

If all the host tunnel endpoints are on the same subnet, the choice of replication mode does not make any
difference because the behaviour will not differ. If the host tunnel endpoints are on different subnets,
hierarchical two-tier replication helps distribute the load among multiple hosts. Hierarchical two-tier is the
default mode.

Create a Logical Switch

Logical switches attach to single or multiple VMs in the network. The VMs connected to a logical switch
can communicate with each other using the tunnels between hypervisors.

Prerequisites
m  Verify that a transport zone is configured. See the NSX-T Data Center Installation Guide.

m  Verify that fabric nodes are successfully connected to NSX-T Data Center management plane agent
(MPA) and NSX-T Data Center local control plane (LCP).

In the GET https://<nsx-mgr>/api/vl/transport-nodes/<transport—-node-id>/state API call, the
state must be success. See the NSX-T Data Center Installation Guide.

m Verify that transport nodes are added to the transport zone. See the NSX-T Data Center Installation
Guide.

m Verify that the hypervisors are added to the NSX-T Data Center fabric and VMs are hosted on these
hypervisors.

m  Familiarize yourself with the logical switch topology and BUM frame replication concepts. See
Chapter 1 Logical Switches and Configuring VM Attachment and Understanding BUM Frame
Replication Modes.

m  Verify that your NSX Controller cluster is stable.

VMware, Inc. 12
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Procedure

1

a A O DN

10
11

From your browser, log in with admin privileges to an NSX Manager at https://nsx-manager-ip-
address.

Select Switching > Switches.

Click Add.

Enter a name for the logical switch and optionally a description.
Select a transport zone for the logical switch.

VMs that are attached to logical switches that are in the same transport zone can communicate with
each other.

Enter the name of an uplink teaming policy.
Set Admin Status to either Up or Down.
Select a replication mode for the logical switch.

The replication mode (hierarchical two-tier or head) is required for overlay logical switches, but not for
VLAN-based logical switches.

Replication Mode Description
Hierarchical two-tier The replicator is a host that performs replication of BUM traffic to other hosts within
the same VNI.

Each host nominates one host tunnel endpoint in every VNI to be the replicator.
This is done for each VNI.

Head Hosts create a copy of each BUM frame and send the copy to each tunnel endpoint
it knows about for each VNI.

(Optional) Specify a VLAN ID or ranges of VLAN IDs for VLAN tagging.

To support guest VLAN tagging for VMs connected to this switch, you must specify VLAN ID ranges,
also called trunk VLAN ID ranges. The logical port will filter packets based on the trunk VLAN ID
ranges, and a guest VM can tag its packets with its own VLAN ID based on the trunk VLAN ID
ranges.

(Optional) Click the Switching Profiles tab and select switching profiles.
Click Save.

In the NSX Manager Ul, the new logical switch is a clickable link.

What to do next

Attach VMs to your logical switch. See Connecting a VM to a Logical Switch.

Layer 2 Bridging

When an NSX-T Data Center logical switch requires a Layer 2 connection to a VLAN-backed port group
or needs to reach another device, such as a gateway, that resides outside of an NSX-T Data Center
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deployment, you can use an NSX-T Data Center Layer 2 bridge. This is especially useful in a migration
scenario, in which you need to split a subnet across physical and virtual workloads.

The NSX-T Data Center concepts involved in Layer 2 bridging are bridge clusters, bridge endpoints, and
bridge nodes. A bridge cluster is an high-availability (HA) collection of bridge nodes. A bridge node is a
transport node that does bridging. Each logical switch that is used for bridging a virtual and the physical
deployment has an associated VLAN ID. A bridge endpoint identifies the physical attributes of the bridge,
such as the bridge cluster ID and the associated VLAN ID.

You can configure layer 2 bridging using either ESXi host transport nodes or NSX Edge transport nodes.
To use ESXi host transport nodes for bridging, you create a bridge cluster. To use NSX Edge transport
nodes for bridging, you create a bridge profile.

In the following example, two NSX-T Data Center transport nodes are part of the same overlay transport
zone. This makes it possible for their NSX managed virtual distributed switches (N-VDS, previously
known as hostswitch) to be attached to the same bridge-backed logical switch.

Figure 1-2. Bridge Topology

NSX bridge node NSX transport node Other node
app VM DB VM
VM VM
172.16.30.10 172.16.30.11
VTS T T T rm T mmmmmmmmmmmmmmm e FomTTTTEEEEEEEEEE T i
1 Bridge-backed logical switch (VLAN 150) 1 . VM port group (VLAN 150) |
1 1
_______
1 1 1
1 1 1
1 1 1
N-VDS N-VDS Standard vSwitch/VDS
I l l
vmnic1 vmnic1 vmnic1

The transport node on the left belongs to a bridge cluster and is therefore a bridge node.

Because the logical switch is attached to a bridge cluster, it is called a bridge-backed logical switch. To be
eligible for bridge backing, a logical switch must be in an overlay transport zone, not in a VLAN transport
zone.

The middle transport node is not part of the bridge cluster. It is a normal transport node. It can be a KVM
or ESXi host. In the diagram, a VM on this node called "app VM" is attached to the bridge-backed logical
switch.
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The node on the right is not part of the NSX-T Data Center overlay. It might be any hypervisor with a VM
(as shown in the diagram) or it might be a physical network node. If the non-NSX-T Data Center node is
an ESXi host, you can use a standard vSwitch or a vSphere distributed switch for the port attachment.
One requirement is that the VLAN ID associated with the port attachment must match the VLAN ID on the
bridge-backed logical switch. Also, the communication occurs over Layer 2, so the two end devices must
have IP addresses in the same subnet.

As stated, the purpose of the bridge is to enable Layer 2 communication between the two VMs. When

traffic is transmitted between the two VMs, the traffic traverses the bridge node.

Note When using Edge VMs running on ESXi host to provide layer 2 bridging, the port group on the
standard or distributed switch sending and receiving traffic on the VLAN side should be in promiscuous
mode. For optimal performance, note the following:

m Do not have other port groups in promiscuous mode on the same host sharing the same set of
VLANS.

m  The active and standby Edge VMs should be on different hosts. If they are on the same host the
throughput might drop to 7 Gbps because VLAN traffic needs to be forwarded to both VMs in
promiscuous mode.

Create a Bridge Cluster

A bridge cluster is a collection of ESXi host transport nodes that can provide layer 2 bridging to a logical
switch.

A bridge cluster can have a maximum of two ESXi host transport nodes as bridge nodes. With two bridge
nodes, a bridge cluster will provide high availability in an active-standby mode. Even if you want to have
one bridge node, you still must create a bridge cluster. After creating the bridge cluster, you can add an
additional bridge node later.

Prerequisites
m  Create at least one NSX-T Data Center transport node for use as a bridge node.

m  The transport node used as a bridge node must be an ESXi host. KVM is not supported for bridge
nodes.

m |tis recommended that bridge nodes not have any hosted VMs.

m A transport node can be added to only one bridge cluster. You cannot add the same transport node to
multiple bridge clusters.

Procedure

1 Select Fabric > Nodes from the navigation panel.
Click the ESXi Bridge Clusters tab.

Click Add.

A WD

Enter a name and optionally a description.

VMware, Inc. 15
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5 Select a transport zone for the bridge cluster.

6 From the Available column, select transport nodes and click the right arrow to move them to the
Selected column.

7 Click the Add button.

What to do next

You can now associate a logical switch with the bridge cluster.

Create a Bridge Profile

A bridge profile makes an NSX Edge cluster capable of providing layer 2 bridging to a logical switch.

Prerequisites

m  Verify that you have an NSX Edge cluster with two NSX Edge transport nodes.

Procedure

1 Select Fabric > Profiles from the navigation panel.
Click the Edge Bridge Profiles tab.

Click Add.

Enter a name and optionally a description.

Select an NSX Edge cluster.

Select a primary node.

Select a backup node.

0 N oo 0 A~ W0 DN

Select a failover mode.
The options are Preemptive and Non-Preemptive.

9 Click the Add button.

What to do next

You can now associate a logical switch with the bridge profile.

Create a Layer 2 Bridge-Backed Logical Switch

When you have VMs that are connected to the NSX-T Data Center overlay, you can configure a bridge-
backed logical switch to provide layer 2 connectivity with other devices or VMs that are outside of your
NSX-T Data Center deployment.

For an example topology, see Figure 1-2. Bridge Topology.

Prerequisites

m  Verify that you have a bridge cluster or a bridge profile.
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At least one ESXi or KVM host to serve as a regular transport node. This node has hosted VMs that
require connectivity with devices outside of a NSX-T Data Center deployment.

A VM or another end device outside of the NSX-T Data Center deployment. This end device must be

attached to a VLAN port matching the VLAN ID of the bridge-backed logical switch.

One logical switch in an overlay transport zone to serve as the bridge-backed logical switch.

Procedure

1

2
3
4
5
6

You can test the functionality of the bridge by sending a ping from the NSX-T Data Center-internal VM to
a node that is external to NSX-T Data Center. For example, in Figure 1-2. Bridge Topology, app VM on
the NSX-T Data Center transport node should be able to ping DB VM on the external node, and the

From a browser, log in to an NSX Manager at https://<nsx-mgr>.
Select Networking > Switching from the navigation panel.

Click the name of an overlay switch (traffic type: overlay).

Click Related > ESXi Bridge Clusters or Related > Edge Bridge Profiles.

Click Attach.

To attach to a bridge cluster,
a Select a bridge cluster.
b EnteraVLANID.

¢ Enable or disable HA on VLAN.
d Click Attach.

To attach to a bridge profile,
a Select a bridge profile.
b Select a transport zone.
¢ Entera VLAN ID.

d Click Save.

Connect VMs to the logical switch if they are not already connected.

The VMs must be on transport nodes in the same transport zone as the bridge cluster or bridge

profile.

reverse.

You can monitor traffic on the bridge switch by clicking the Monitor tab.

VMware, Inc.
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You can also view the bridge traffic with the GET https://192.168.110.31/api/v1l/bridge-endpoints/
<endpoint-id>/statistics API call:

{
"tx_packets": {
"total": 134416,

"dropped": 0,
"multicast_broadcast": 0
1},
"rx_bytes": {

"total": 22164,
"multicast_broadcast": 0
1},
"tx_bytes": {
"total": 8610134,
"multicast_broadcast": 0

3,

"rx_packets": {
"total": 230,
"dropped": 0,

"multicast_broadcast": 0

o
"last_update_timestamp": 1454979822860,
"endpoint_id": "ba5ba59d-22f1-4a02-b6a0-18efOe37ef31"

}

Create a VLAN Logical Switch for the NSX Edge Uplink

Edge uplinks go out through VLAN logical switches.

When you are creating a VLAN logical switch, it is important to have in mind a particular topology that you
are building. For example, the following simple topology shows a single VLAN logical switch inside of a
VLAN transport zone. The VLAN logical switch has VLAN ID 100. This matches the VLAN ID on the TOR
port connected to the hypervisor host port used for the Edge's VLAN uplink.

VMware, Inc. 18
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ToR switch

___________________________________________
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Prerequisites
m To create a VLAN logical switch, you must first create a VLAN transport zone.

m  An NSX-T Data Center vSwitch must be added to the NSX Edge. To confirm on an Edge, run the get
host-switches command. For example:

nsx-edgel> get host-switches

Host Switch : c0a78378-1c20-432a-9e23-ddb34f1c80c9
Switch Name : hsl

Transport Zone : c46dcd72-808a-423d-b4cc-8752c33f6b2c
Transport Zone : 73def985-d122-4b7b-ab6a-a58176dfc32d
Physical Port : fp-etho

Uplink Name : uplink-1

Transport VLAN : 4096

Default Gateway 1 192.168.150.1

Subnet Mask 1 255.255.255.0

Local VTEP Device : fp-etho

Local VTEP IP : 192.168.150.102

m  Verify that your NSX Controller cluster is stable.

m Verify that fabric nodes are successfully connected to the NSX-T Data Center management plane
agent (MPA) and the NSX-T Data Center local control plane (LCP).

In the GET https://<nsx-mgr>/api/vl/transport-nodes/<transport—-node-id>/state API call, the
state must be success. See the NSX-T Data Center Installation Guide.

Procedure

1 From a browser, log in to an NSX Manager at https://<nsx-mgr>.

VMware, Inc. 19
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Select Networking > Switching from the navigation panel.
Click Add.

Type a name for the logical switch.

Select a transport zone for the logical switch.

Select an uplink teaming policy.

For admin status, select Up or Down.

0 N o O A~ w0 DN

Type a VLAN ID.

Enter 0 in the VLAN field if there is no VLAN ID for the uplink to the physical TOR.

9 (Optional) Click the Switching Profiles tab and select switching profiles.

Note If you have two VLAN logical switches that have the same VLAN ID, they cannot be connected to
the same Edge N-VDS (previously known as hostswitch). If you have a VLAN logical switch and an
overlay logical switch, and the VLAN ID of the VLAN logical switch is the same as the transport VLAN ID
of the overlay logical switch, they also cannot be connected to the same Edge N-VDS.

What to do next

Add a logical router.

Connecting a VM to a Logical Switch

Depending on your host, the configuration for connecting a VM to a logical switch can vary.

The supported hosts that can connect to a logical switch are; an ESXi host that is managed in vCenter
Server, a standalone ESXi host, and a KVM host.

Attach a VM Hosted on vCenter Server to an NSX-T Data Center
Logical Switch

If you have a ESXi host that is managed in vCenter Server, you can access the host VMs through the
Web-based vSphere Web Client. In this case, you can use this procedure to attach VMs to NSX-T Data
Center logical switches.

The example shown in this procedure shows how to attach a VM called app-vm to a logical switch called
app-switch.
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App logical switch

N

172.16.20.10 172.16.20.11

i i
App1 App2
VM VM

The installation-based vSphere Client application does not support attaching a VM to an NSX-T Data
Center logical switch. If you do not have the (Web-based) vSphere Web Client, see Attach a VM Hosted
on Standalone ESXi to an NSX-T Data Center Logical Switch.

Prerequisites
m  The VMs must be hosted on hypervisors that have been added to the NSX-T Data Center fabric.

m  The fabric nodes must have NSX-T Data Center management plane (MPA) and NSX-T Data Center
control plane (LCP) connectivity.

m  The fabric nodes must be added to a transport zone.

m A logical switch must be created.

Procedure

1 In the vSphere Web Client, edit the VM settings, and attach the VM to the NSX-T Data Center logical
switch.

For example:
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41 T1-web-sv-01a - Edit Settings

[ Virtual Hardware | VM Options | SDRS Rules | vApp Options ]

v [ CPU [1 |v] &
» #lk Memory | 512 |v] [MB |v]

r SCSl controller 0 LS| Logic Parallel

[ Connect...

» Network adapter 1 || LS.ONE@O (nsx.LogicalSwitch)

» (@) CD/DVD drive 1 Client Device

3 Floppy drive 1 Client Device

9 El Video card

[ )
[ [-)
[ [-)
[ )

Specify custom settings

¥ =3 VMCI device
o

2 Click OK.

After attaching a VM to a logical switch, logical switch ports are added to the logical switch. You can view
logical switch ports on the NSX Manager in Switching > Ports.

In the NSX-T Data Center API, you can view NSX-T Data Center-attached VMs with the GET https://
<nsx-mgr>/api/vl/fabric/virtual-machines API call

In the NSX-T Data Center Manager Ul under Switching > Ports, the VIF attachment ID matches the
ExternallD found in the API call. Find the VIF attachment ID matching the VM's externalld and make sure
that the Admin and Operational status are Up/Up.

If two VMs are attached to the same logical switch and have IP addresses configured in the same subnet,
they should be able to ping each other.

What to do next
Add a logical router.

You can monitor the activity on the logical switch port to troubleshoot problems. See "Monitor a Logical
Switch Port Activity" in the NSX-T Data Center Administration Guide.

Attach a VM Hosted on Standalone ESXi to an NSX-T Data Center
Logical Switch

If you have a standalone ESXi host, you cannot access the host VMs through the web-based vSphere
Web Client. In this case, you can use this procedure to attach VMs to NSX-T Data Center logical
switches.

The example shown in this procedure shows how to attach a VM called app-vm to a logical switch called
app-switch.
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Switch's opaque network ID:
22b22448-38bc-419b-bea8-b51126bec7ad

app
switch

VM's external ID:
50066bae-0f8a-386b-e62e-b0b9c6013a51

Prerequisites

The VM must be hosted on hypervisors that have been added to the NSX-T Data Center fabric.

The fabric nodes must have NSX-T Data Center management plane (MPA) and NSX-T Data Center
control plane (LCP) connectivity.

The fabric nodes must be added to a transport zone.
A logical switch must be created.
You must have access to the NSX Manager API.

You must have write access to the VM's VMX file.

VMware, Inc.
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Procedure

1 Using the (install-based) vSphere Client application or some other VM management tool, edit the VM
and add a VMXNET 3 Ethernet adapter.

Select any named network. You will change the network connection in a later step.

@ Add Hardware [
Network Type
\What type of network do you want to add?
Device Type Adapter Type
Network connection Type: VMXNET 3 -
Ready to Complete

Adapter choice can affect both networking performance and migration compatibility.
Consult the VMware Knowled geBase for more information on choosing among the
network adapters supported forvarious guest operating systems and hosts.
Network Connection
# Named network with specified label:

VM Network =
r

| =]

Legacy network types are not fully compatible with migration between hosts.

Device Status

W Connect at power on

2 Use the NSX-T Data Center API to issue the GET https://<nsx-mgr>/api/vl/fabric/virtual-

< Back || MNext > | Cancel |

A

machines/<VM-ID> API call.

In the results, find the VM's externalld.

For example:

GET https://<nsx-mgr>/api/v1l/fabric/virtual-machines/60a5a5d5-ea2b-407e-a806-4fdc8468f735

{

"resource_type": "VirtualMachine",

"id": "60a5a5d5-ea2b-407e-a806-4fdc8468f735",

"display_name": "app-vm",

"compute_ids": [
"instanceluid:50066bae-0f8a-386b-e62e-bOb9c6013a51",
"moIdOnHost:5",
"externalld:50066bae—-0f8a-386b-e62e-bOb9c66013a51",
"hostLocalld:5",
"locationId:564dc020-1565-e3f4-f591-ee3953eef3ff",
"biosUuid:4206f47d-fef7-08c5-5bf7-ea26a4c6b18d"

1,

"external_id": "50066bae-0f8a-386b-e62e-bOb9c6013a51",
"type": "REGULAR",
"host_id": "cb82b0fa-a8f1-11e5-92a9-6b7d1f8661fa",
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"local_id_on_host": "5"

3 Power off and unregister the VM from the host.

You can use your VM management tool or the ESXi CLI, as shown here.

[user@host:~] vim-cmd /vmsvc/getallvms

Vmid Name File Guest 0S Version Annotation
5 app-vm [ds2] app-vm/app-vm.vmx ubuntuGuest vmx-08
8 web-vm [ds2] web-vm/web-vm.vmx ubuntu64Guest vmx-08

[user@host:~] vim-cmd /vmsvc/power.off 5
Powering off VM:

[user@host:~] vim-cmd /vmsvc/unregister 5

4 From the NSX Manager Ul, get the logical switch ID.

For example:
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app-switch

Overview Monltor

Manage . Related

~ Summary @ EDIT

Mame

ID

Location
Description
Admin Status
Replication Mode
V0LAMN

VNI

Logical Ports
Traffic Type

Transport Zone

app-switch

Ob2c8ead-f7b4-496c-bc22-6870bb44ddB0

s Up

Hierarchical Two-Tier replication
MN/A

65549

o

Owverlay

TZ_OVERLAY

Uplink Teaming Policy Name  [Use Default]

MN-VDS Mode
Created
Last Updated

5 Modify the VM's VMX file.

STANDARD
8/31/208, 3:43:01 PM by admin
8/31/2018, 3:43:01 PM by admin

Delete the ethernet1.networkName = "<name>" field and add the following fields:

m ethernet1.opaqueNetwork.id = "<logical switch's ID>"

m ethernet1.opaqueNetwork.type = "nsx.LogicalSwitch"

m  ethernet1.externalld = "<VM's externalld>"

m  ethernet1.connected = "TRUE"

m ethernet1.startConnected = "TRUE"

For example:

oLD

ethernetl.pciSlotNumber = "224"
ethernetl.virtualDev = "vmxnet3"

ethernetl.networkName
ethernetl.addressType

VMware, Inc.
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ethernetl.
ethernetl.
ethernetl.

NEW

ethernetl.
ethernetl.
ethernetl.
ethernetl.
ethernetl.
ethernetl.
ethernetl.
ethernetl.
ethernetl.
ethernetl.
ethernetl.

generatedAddress = "00:50:56:86:7b:d7"
uptCompatibility
present = "TRUE"

"true"

pciSlotNumber = "224"

virtualDev = "vmxnet3"

addressType = "vpx"

generatedAddress = "00:50:56:86:7b:d7"
uptCompatibility = "true"

present = "TRUE"

opaqueNetwork.id = "22b22448-38bc-419b-bea8-b51126bec7ad"
opaqueNetwork.type = "nsx.LogicalSwitch"

externalld = "50066bae-0f8a-386b—e62e-bOb9c6013a51"
connected = "TRUE"

startConnected = "TRUE"

6 In the NSX Manager Ul, add a logical switch port, and use the VM's externalld for the VIF attachment.

7 Reregister the VM and power it on.

You can use your VM management tool or the ESXi CLI, as shown here.

[user@host:~] vim-cmd /solo/register /path/to/file.vmx

For example:

[user@host:~] vim-cmd solo/registervm /vmfs/volumes/355f2049-6c704347/app-vm/app-vm.vmx

9

[user@host:~] vim-cmd /vmsvc/power.on 9

Powering on VM:

In the NSX Manager Ul under Switching > Ports, find the VIF attachment ID matching the VM's
externalld and make sure that the Admin and Operational status are Up/Up.

If two VMs are attached to the same logical switch and have IP addresses configured in the same subnet,
they should be able to ping each other.

What to do next

Add a logical router.

You can monitor the activity on the logical switch port to troubleshoot problems. See "Monitor a Logical

Switch Port Activity" in the NSX-T Data Center Administration Guide.
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Attach a VM Hosted on KVM to an NSX-T Data Center Logical
Switch

If you have a KVM host, you can use this procedure to attach VMs to NSX-T Data Center logical
switches.

The example shown in this procedure shows how to attach a VM called app-vm to a logical switch called
app-switch.

App logical switch

172.16.20.10 172.16.20.11
i i
App1 App2
VM VM

Prerequisites
m  The VM must be hosted on hypervisors that have been added to the NSX-T Data Center fabric.

m  The fabric nodes must have NSX-T Data Center management plane (MPA) and NSX-T Data Center
control plane (LCP) connectivity.

m  The fabric nodes must be added to a transport zone.

m A logical switch must be created.

Procedure
1 From the KVM CLI, run the virsh dumpxml <your vm> | grep interfaceid command.

2 Inthe NSX Manager Ul, add a logical switch port, and use the VM's interface ID for the VIF
attachment.

In the NSX Manager Ul under Switching > Ports, find the VIF attachment ID and make sure that the
Admin and Operational status are Up/Up.

If two VMs are attached to the same logical switch and have IP addresses configured in the same subnet,
they should be able to ping each other.

What to do next

Add a logical router.
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You can monitor the activity on the logical switch port to troubleshoot problems. See "Monitor a Logical
Switch Port Activity" in the NSX-T Data Center Administration Guide.

Test Layer 2 Connectivity

After you successfully set up your logical switch and attach VMs to the logical switch, you can test the
network connectivity of the attached VMs.

If your network environment is configured properly, based on the topology the App2 VM can ping the
App1 VM.

Figure 1-3. Logical Switch Topology

App logical switch

172.16.20.10 172.16.20.11
i i
App1 App2
VM VM
Procedure

1 Login to one of the VMs attached to the logical switch using SSH or the VM console.
For example, App2 VM 172.16.20.11.

2 Ping the second VM attached to the logical switch to test connectivity.

$ ping -c 2 172.16.20.10

PING 172.16.20.10 (172.16.20.10) 56(84) bytes of data.

64 bytes from 172.16.20.10: icmp_seq=1 tt1l=63 time=0.982 ms
64 bytes from 172.16.20.10: icmp_seq=2 ttl=63 time=0.654 ms
64 bytes from 172.16.20.10: icmp_seq=3 ttl=63 time=0.791 ms

——— 172.16.20.10 ping statistics ——
2 packets transmitted, 2 received, 0% packet loss, time 1990ms
rtt min/avg/max/mdev = 0.654/0.809/0.902/0.104 ms

3 (Optional) Identify the problem that causes the ping to fail.
a Verify that the VM network settings are correct.

b Verify that the VM network adapter is connected to the correct logical switch.
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¢ Verify that the logical switch Admin status is UP.

d From the NSX Manager, select Switching > Switches.
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e Click the logical switch and note the UUID and VNI information.

f  From the NSX Controller, run the following commands to troubleshoot the problem.

Command Description
get logical-switch <vni-or- Displays the ARP table for the specified logical switch.
uuid> arp-table Sample output.

nsx-controllerl> get logical-switch 41866 arp-table

VNI IP MAC Connection-ID
41866 172.16.20.11 00:50:56:b1:70:5e 295422

get logical-switch <vni-or- Displays the connections for the specified logical switch.

uuid> connection-table Sample output.

nsx—controllerl> get logical-switch 41866 connection-table
Host-IP Port ID

192.168.110.37 36923 295420

192.168.210.53 37883 295421

192.168.210.54 57278 295422

get logical-switch <vni-or- Displays the MAC table for the specified logical switch.
uuid> mac-table Sample output.

nsx-controllerl> get logical-switch 41866 mac-table
VNI MAC VTEP-IP Connection-ID
41866 00:50:56:86:f2:b2 192.168.250.102 295421
41866 00:50:56:b1:70:5e 192.168.250.101 295422

get logical-switch <vni-or- Displays statistics information about the specified logical switch.

uuid> stats Sample output.

nsx-controllerl> get logical-switch 41866 stats
update.member 11
update.vtep 11
update.mac 4
update.mac.invalidate 0
update.arp 7
update.arp.duplicate 0
query.mac 2
query.mac.miss 0
query.arp 9
query.arp.miss 6

get logical-switch <vni-or- Displays a summary of all logical switch statistics over time.
uuid> stats-sample Sample output.

nsx—controllerl> get logical-switch 41866 stats—sample
21:00:00 21:10:00 21:20:00 21:30:00 21:40:00
update.member © 0 0 0 0

update.vtep 06 0 0 0 0

update.mac 0 6 0 0 0

update.mac.invalidate © 0 0 0 0

update.arp 0 6 0 0 0

update.arp.duplicate 0 6 0 0 0
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Command Description

query.mac © 0 0 0 0
query.mac.miss © 0 0 0 0
query.arp 0 0 0 0 0
query.arp.miss 0 6 0 0 0

get logical-switch <vni-or- Displays all virtual tunnel end points related to the specified logical switch.

uuid> vtep Sample output.

nsx-controllerl> get logical-switch 41866 vtep
VNI IP LABEL Segment

MAC Connection-ID

41866 192.168.250.102 Ox8801 192.168.250.0
00:50:56:65:f5:fc 295421

41866 192.168.250.100 Ox1F801 192.168.250.0
02:50:56:00:00:00 295420

41866 192.168.250.101 0x16001 192.168.250.0
00:50:56:64:7c:28 295422

The first VM attached to the logical switch is able to send packets to the second VM.
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Logical Switch Port

A logical switch has multiple switch ports. Entities such as routers, VMs, or containers can connect to a
logical switch through the logical switch ports.

This chapter includes the following topics:
m Create a Logical Switch Port

= Monitor a Logical Switch Port Activity

Create a Logical Switch Port

A logical switch port lets you connect another network component, a VM, or a container to a logical
switch.

For more information about connecting a VM to a logical switch, see Connecting a VM to a Logical
Switch. For more information about connecting a container to a logical switch, see the NSX-T Container
Plug-in for Kubernetes - Installation and Administration Guide.

Note The IP address and MAC address bound to a logical switch port for a container are allocated by
NSX Manager. Do not change the address binding manually.
Prerequisites

Verify that a logical switch port is created. See Chapter 1 Logical Switches and Configuring VM
Attachment.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://nsx-manager-ip-

address.
2 Select Networking > Switching from the navigation panel.
3 Click the Ports tab.
4 Click Add.
5 In the General tab, complete the port details.
Option Description
Name and Description Enter a name and optionally a description.
Logical Switch Select a logical switch from the drop-down list.
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6
7

Option
Admin Status
Attachment Type

Attachment ID

Description
Select Up or Down.
Select None or VIF.

If the attachment type is VIF, enter the attachment ID.

(Optional) In the Switching Profiles tab, select switching profiles.

Click Save.

Monitor a Logical Switch Port Activity

You can monitor the logical port activity for example, to troubleshoot network congestion and packets
being dropped

Prerequisites

Verify that a logical switch port is configured. See Connecting a VM to a Logical Switch.

Procedure

1

A WO DN

From your browser, log in with admin privileges to an NSX Manager at https://nsx-manager-ip-

address.

Select Networking > Switching from the navigation panel.

Click the Ports tab.
Click the name of a port.

Click the Monitor tab.

The port status and statistics are displayed.

To download a CSYV file of the MAC addresses that has been learned by the host, click Download

MAC Table.

To monitor activity on the port, click Begin Tracking.

A port tracking page opens. You can view the bidirectional port traffic and identify dropped packets.

The port tracker page also lists the switching profiles attached to the logical switch port.

If you notice dropped packets because of network congestion, you can configure a QoS switching profile

for the logical switch port to prevent data loss on preferred packets. See Understanding QoS Switching

Profile.
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Switching Profiles for Logical
Switches and Logical Ports

Switching profiles include Layer 2 networking configuration details for logical switches and logical ports.
NSX Manager supports several types of switching profiles, and maintains one or more system-defined
default switching profiles for each profile type.

The following types of switching profiles are available.
= QoS (Quality of Service)

m |P Discovery

m  SpoofGuard

m  Switch Security

= MAC Management

Note You cannot edit or delete the default switching profiles in the NSX Manager. You can create
custom switching profiles instead.

Each default or custom switching profile has a unique reserved identifier. You use this identifier to
associate the switching profile to a logical switch or a logical port. For example, the default QoS switching
profile ID is f313290b-eba8-4262-bd93-fab5026€9495.

A logical switch or logical port can be associated with one switching profile of each type. You cannot have
for example, two QoS different switching profiles associated to a logical switch or logical port.

If you do not associate a switching profile type while creating or updating a logical switch, then the NSX
Manager associates a corresponding default system-defined switching profile. The children logical ports
inherit the default system-defined switching profile from the parent logical switch.

When you create or update a logical switch or logical port you can choose to associate either a default or
a custom switching profile. When the switching profile is associated or disassociated from a logical switch
the switching profile for the children logical ports is applied based on the following criteria.

m |f the parent logical switch has a profile associated with it, the child logical port inherits the switching
profile from the parent.

m [f the parent logical switch does not have a switching profile associated with it, a default switching
profile is assigned to the logical switch and the logical port inherits that default switching profile.
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m If you explicitly associate a custom profile with a logical port, then this custom profile overrides the
existing switching profile.

Note If you have associated a custom switching profile with a logical switch, but want to retain the
default switching profile for one of the child logical port, then you must make a copy of the default
switching profile and associate it with the specific logical port.

You cannot delete a custom switching profile if it is associated to a logical switch or a logical port. You can
find out whether any logical switches and logical ports are associated with the custom switching profile by
going to the Assigned To section of the Summary view and clicking on the listed logical switches and
logical ports.

This chapter includes the following topics:

m  Understanding QoS Switching Profile

m  Understanding IP Discovery Switching Profile

m  Understanding SpoofGuard

m  Understanding Switch Security Switching Profile

m  Understanding MAC Management Switching Profile
m  Associate a Custom Profile with a Logical Switch

m  Associate a Custom Profile with a Logical Port

Understanding QoS Switching Profile

QoS provides high-quality and dedicated network performance for preferred traffic that requires high
bandwidth. The QoS mechanism does this by prioritizing sufficient bandwidth, controlling latency and
jitter, and reducing data loss for preferred packets even when there is a network congestion. This level of
network service is provided by using the existing network resources efficiently.

For this release, shaping and traffic marking namely, CoS and DSCP is supported. The Layer 2 Class of
Service (CoS) allows you to specify priority for data packets when traffic is buffered in the logical switch
due to congestion. The Layer 3 Differentiated Services Code Point (DSCP) detects packets based on
their DSCP values. CoS is always applied to the data packet irrespective of the trusted mode.

NSX-T Data Center trusts the DSCP setting applied by a virtual machine or modifying and setting the
DSCP value at the logical switch level. In each case, the DSCP value is propagated to the outer IP
header of encapsulated frames. This enables the external physical network to prioritize the traffic based
on the DSCP setting on the external header. When DSCP is in the trusted mode, the DSCP value is
copied from the inner header. When in the untrusted mode, the DSCP value is not preserved for the inner
header.

Note DSCP settings work only on tunneled traffic. These settings do not apply to traffic inside the same
hypervisor.
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You can use the QoS switching profile to configure the average ingress and egress bandwidth values to
set the transmit limit rate. The peak bandwidth rate is used to support burst traffic a logical switch is
allowed to prevent congestion on the northbound network links. These settings do not guarantee the
bandwidth but help limit the use of network bandwidth. The actual bandwidth you will observe is
determined by the link speed of the port or the values in the switching profile, whichever is lower.

The QoS switching profile settings are applied to the logical switch and inherited by the child logical
switch port.

Configure a Custom QoS Switching Profile

You can define the DSCP value and configure the ingress and egress settings to create a custom QoS
switching profile.

Prerequisites

m  Familiarize yourself with the QoS switching profile concept. See Understanding QoS Switching
Profile.

m |dentify the network traffic you want to prioritize.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://nsx-manager-ip-

address.
2 Select Networking > Switching from the navigation panel.
3 Click the Switching Profiles tab.
4 Click Add and select QoS.
5 Complete the QoS switching profile details.
Option Description
Name and Description Assign a name to the custom QoS switching profile.

You can optionally describe the setting that you modified in the profile.

Mode Select either a Trusted or Untrusted option from the Mode drop-down menu.
When you select the Trusted mode the inner header DSCP value is applied to the
outer IP header for IP/IPv6 traffic. For non IP/IPv6 traffic, the outer IP header takes
the default value. Trusted mode is supported on an overlay-based logical port. The
default value is 0.

Untrusted mode is supported on overlay-based and VLAN-based logical port. For
the overlay-based logical port, the DSCP value of the outbound IP header is set to
the configured value irrespective to the inner packet type for the logical port. For
the VLAN-based logical port, the DSCP value of IP/IPv6 packet will be set to the
configured value. The DSCP values range for untrusted mode is between 0 to 63.

Note DSCP settings work only on tunneled traffic. These settings do not apply to
traffic inside the same hypervisor.

Priority Set the CoS priority value.

The priority values range from 0 to 63, where 0 has the highest priority.
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Option Description

Class of Service Set the CoS value.

CoS is supported on VLAN-based logical port. CoS groups similar types of traffic in
the network and each type of traffic is treated as a class with its own level of
service priority. The lower priority traffic is slowed down or in some cases dropped
to provide better throughput for higher priority traffic. CoS can also be configured
for the VLAN ID with zero packet.

The CoS values range from 0 to 7, where 0 is the best effort service.
Ingress Set custom values for the outbound network traffic from the VM to the logical
network.

You can use the average bandwidth to reduce network congestion. The peak
bandwidth rate is used to support burst traffic and the burst duration is set in the
burst size setting. You cannot guarantee the bandwidth. However, you can use the
setting to limit network bandwidth. The default value 0, disables the ingress traffic.

For example, when you set the average bandwidth for the logical switch to 30
Mbps the policy limits the bandwidth. You can cap the burst traffic at 100 Mbps for
a duration 20 Bytes.

Ingress Broadcast Set custom values for the outbound network traffic from the VM to the logical
network based on broadcast.
The default value 0, disables the ingress broadcast traffic.

For example, when you set the average bandwidth for a logical switch to 50 Kbps
the policy limits the bandwidth. You can cap the burst traffic to 400 Kbps for a
duration of 60 Bytes.

Egress Set custom values for the inbound network traffic from the logical network to the
VM.

The default value 0, disables the egress traffic.
If the ingress, ingress broadcast, and egress options are not configured, the default values are used
as protocol buffers.
6 Click Save.

A custom QoS switching profile appears as a link.

What to do next

Attach this QoS customized switching profile to a logical switch or logical port so that the modified
parameters in the switching profile are applied to the network traffic. See Associate a Custom Profile with
a Logical Switch or Associate a Custom Profile with a Logical Port.

Understanding IP Discovery Switching Profile

IP Discovery uses DHCP snooping, ARP snooping, or VM Tools to learn the VM MAC and IP addresses.
After the MAC and IP addresses are learnt, the entries are shared with the NSX Controller to achieve
ARP suppression. ARP suppression minimizes ARP traffic flooding within VMs connected to the same
logical switch.

DHCP snooping inspects the DHCP packets exchanged between the VM DHCP client and the DHCP
server to learn the VM IP and MAC addresses.
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ARP snooping inspects the outgoing ARPs and GARPs of the VM to learn the IP and MAC addresses.

VM Tools is software that runs on an ESXi-hosted VM and can provide the VM's configuration information
including MAC and IP addresses. This IP discovery method is available for VMs running on ESXi hosts
only.

Note For Linux VMs, the ARP flux problem might cause ARP snooping to obtain incorrect information.
The problem can be prevented with an ARP filter. For more information, see http://linux-ip.net/html/ether-
arp.html#ether-arp-flux.

Configure IP Discovery Switching Profile

You can enable the ARP snooping, DHCP snooping, or VM Tools to create a custom IP Discovery
switching profile that learns the IP and MAC addresses to ensure the IP integrity of a logical switch. The
VM Tools IP discovery method is available for ESXi-hosted VMs only.

Prerequisites

Familiarize yourself with the IP Discovery switching profile concept. See Understanding IP Discovery
Switching Profile.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://nsx-manager-ip-
address.

Select Networking > Switching from the navigation panel.

Click the Switching Profiles tab.

N L

Click Add and select IP Discovering.

5 Complete the IP Discovery switching profile details.

Option Description
Name and Description Enter a name and optionally a description.
ARP Snooping Toggle the ARP Snooping button to enable the feature.

ARP snooping inspects the VM outgoing ARP and GARP to learn the VM MAC and
IP addresses. ARP snooping is applicable if the VM uses a static IP address
instead of DHCP.

ARP Binding Limit Specify an ARP binding limit from 1 to 128.

DHCP Snooping Toggle the DHCP Snooping button to enable the feature.

DHCP snooping inspects the DHCP packets exchanged between the VM DHCP
client and the DHCP server, to learn the VM MAC and IP addresses.

VM Tools Toggle the VM Tools button to enable the feature. This option is available for ESXi-
hosted VMs only.

VM Tools is software that runs on an ESXi-hosted VM and can provide the VM's
MAC and IP addresses.

6 Click Save.
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A custom IP Discovery switching profile appears as a link.

What to do next

Attach this IP Discovery customized switching profile to a logical switch or logical port so that the modified
parameters in the switching profile are applied to the network traffic. See Associate a Custom Profile with
a Logical Switch or Associate a Custom Profile with a Logical Port.

Understanding SpoofGuard

SpoofGuard helps prevent a form of malicious attack called "web spoofing" or "phishing." A SpoofGuard
policy blocks traffic determined to be spoofed.

SpoofGuard is a tool that is designed to prevent virtual machines in your environment from sending traffic
with an IP address it is not authorized to end traffic from. In the instance that a virtual machine’s IP
address does not match the IP address on the corresponding logical port and switch address binding in
SpoofGuard, the virtual machine’s vNIC is prevented from accessing the network entirely. SpoofGuard
can be configured at the port or switch level. There are several reasons SpoofGuard might be used in
your environment:

m  Preventing a rogue virtual machine from assuming the IP address of an existing VM.

m  Ensuring the IP addresses of virtual machines cannot be altered without intervention — in some
environments, it's preferable that virtual machines cannot alter their IP addresses without proper
change control review. SpoofGuard facilitates this by ensuring that the virtual machine owner cannot
simply alter the IP address and continue working unimpeded.

m  Guaranteeing that distributed firewall (DFW) rules will not be inadvertently (or deliberately) bypassed
— for DFW rules created utilizing IP sets as sources or destinations, the possibility always exists that a
virtual machine could have it's IP address forged in the packet header, thereby bypassing the rules in
question.

NSX-T Data Center SpoofGuard configuration covers the following:
s MAC SpoofGuard - authenticates MAC address of packet
m [P SpoofGuard - authenticates MAC and IP addresses of packet

= Dynamic Address Resolution Protocol (ARP) inspection, that is, ARP and Gratuitous Address
Resolution Protocol (GARP) SpoofGuard and Neighbor Discovery (ND) SpoofGuard validation are all
against the MAC source, IP Source and IP-MAC source mapping in the ARP/GARP/ND payload.

At the port level, the allowed MAC/VLAN/IP whitelist is provided through the Address Bindings property of
the port. When the virtual machine sends traffic, it is dropped if its IP/MAC/VLAN does not match the
IP/MAC/VLAN properties of the port. The port level SpoofGuard deals with traffic authentication, i.e. is the
traffic consistent with VIF configuration.

At the switch level, the allowed MAC/VLAN/IP whitelist is provided through the Address Bindings property
of the switch. This is typically an allowed IP range/subnet for the switch and the switch level SpoofGuard
deals with traffic authorization.
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Traffic must be permitted by port level AND switch level SpoofGuard before it will be allowed into switch.
Enabling or disabling port and switch level SpoofGuard, can be controlled using the SpoofGuard switch
profile.

Configure Port Address Bindings

Address bindings specify the IP and MAC address of a logical port and are used to specify the port
whitelist in SpoofGuard.

With port address bindings you'll specify the IP and MAC address, and VLAN if applicable, of the logical
port. When SpoofGuard is enabled, it ensures that the specified address bindings are enforced in the
data path. In addition to SpoofGuard, port address bindings are used for DFW rule translations.

Procedure

1 In NSX Manager, navigate to Networking > Switching.

2 Click the Ports tab.

3 Click the logical port to which you want apply address binding.
The logical port summary appears.

4 In the Overview tab, expand Address Bindings.

5 Click Add.
The Add Address Binding dialogue box appears

6 Specify the IP and MAC address of the logical port to which you want to apply address binding. You
can also specify a VLAN ID.

7 Click Add.

What to do next

Use the port address bindings when you Configure a SpoofGuard Switching Profile.

Configure a SpoofGuard Switching Profile

When SpoofGuard is configured, if the IP address of a virtual machine changes, traffic from the virtual
machine may be blocked until the corresponding configured port/switch address bindings are updated
with the new IP address.

Enable SpoofGuard for the port group(s) containing the guests. When enabled for each network adapter,
SpoofGuard inspects packets for the prescribed MAC and its corresponding IP address.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://nsx-manager-ip-
address.

2 Select Networking > Switching from the navigation panel.

3 Click the Switching Profiles tab.
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Click Add and select Spoof Guard.

Enter a name and optionally a description.

To enable port level SpoofGuard, set Port Bindings to Enabled.
Click Add.

> N o o A

new switching profile has been created with a SpoofGuard Profile.

What to do next

Associate the SpoofGuard profile with a logical switch or logical port. See Associate a Custom Profile with
a Logical Switch or Associate a Custom Profile with a Logical Port.

Understanding Switch Security Switching Profile

Switch security provides stateless Layer2 and Layer 3 security by checking the ingress traffic to the
logical switch and dropping unauthorized packets sent from VMs by matching the IP address, MAC
address, and protocols to a set of allowed addresses and protocols. You can use switch security to
protect the logical switch integrity by filtering out malicious attacks from the VMs in the network.

You can configure the Bridge Protocol Data Unit (BPDU) filter, DHCP Snooping, DHCP server block, and
rate limiting options to customize the switch security switching profile on a logical switch.

Configure a Custom Switch Security Switching Profile

You can create a custom switch security switching profile with MAC destination addresses from the
allowed BPDU list and configure rate limiting.

Prerequisites

Familiarize yourself with the switch security switching profile concept. See Understanding Switch Security
Switching Profile.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://nsx-manager-ip-
address.

2 Select Networking > Switching from the navigation panel.
3 Click the Switching Profiles tab.
4 Click Add and select Switch Security.
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5 Complete the switch security profile details.

Option Description

Name and Description Assign a name to the custom switch security profile.

You can optionally describe the setting that you modified in the profile.

BPDU Filter Toggle the BPDU filter button to enable BPDU filtering.

When the BPDU filter is enabled, all of the traffic to BPDU destination MAC
address is blocked. The BPDU filter when enabled also disables STP on the logical
switch ports because these ports are not expected to take part in STP.

BPDU Filter Allow List Click the destination MAC address from the BPDU destination MAC addresses list
to allow traffic to the permitted destination.
DHCP Filter Toggle the Server Block button and Client Block button to enable DHCP filtering.

DHCP Server Block blocks traffic from a DHCP server to a DHCP client. Note that
it does not block traffic from a DHCP server to a DHCP relay agent.

DHCP Client Block prevents a VM from acquiring a DHCP IP address by blocking
DHCP requests.

Block Non-IP Traffic Toggle the Block Non-IP Traffic button to allow only IPv4, IPv6, ARP, GARP and
BPDU traffic.

The rest of the non-IP traffic is blocked. The permitted IPv4, IPv6, ARP, GARP and
BPDU traffic is based on other policies set in address binding and SpoofGuard
configuration.

By default, this option is disabled to allow non-IP traffic to be handled as regular
traffic.
Rate Limits Set a rate limit for the ingress or egress Broadcast and Multicast traffic.

Rate limits are configured to protect the logical switch or the VM from for example,
broadcast traffic storms.

To avoid any connectivity problems, the minimum rate limit value must be >= 10
pps.

6 Click Add.

A custom switch security profile appears as a link.

What to do next

Attach this switch security customized switching profile to a logical switch or logical port so that the
modified parameters in the switching profile are applied to the network traffic. See Associate a Custom
Profile with a Logical Switch or Associate a Custom Profile with a Logical Port.

Understanding MAC Management Switching Profile

The MAC management switching profile supports two functionalities: MAC learning and MAC address
change.

The MAC address change feature allows a VM to change its MAC address. A VM connected to a port can
run an administrative command to change the MAC address of its vNIC and still send and receive traffic
on that vNIC. This feature is supported on ESXi only and not on KVM. This property is disabled by
default.
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MAC learning provides network connectivity to deployments where multiple MAC addresses are
configured behind one vNIC, for example, in a nested hypervisor deployment where an ESXi VM runs on
an ESXi host and multiple VMs run inside the ESXi VM. Without MAC learning, when the ESXi VM's vNIC
connects to a switch port, its MAC address is static. VMs running inside the ESXi VM do not have network
connectivity because their packets have different source MAC addresses. With MAC learning, the vSwitch
inspects the source MAC address of every packet coming from the vNIC, learns the MAC address and
allows the packet to go through. If a MAC address that is learned is not used for a certain period of time, it
is removed. This aging property is not configurable.

If you enable MAC learning or MAC address change, to improve security, configure SpoofGuard as well.

Configure MAC Management Switching Profile
You can create a MAC management switching profile to manage MAC addresses.

Prerequisites

Familiarize yourself with the MAC management switching profile concept. See Understanding MAC
Management Switching Profile.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://nsx-manager-ip-

address.

2 Select Networking > Switching from the navigation panel.

3 Click the Switching Profiles tab.

4 Click Add and select MAC Management.

5 Complete the MAC management profile details.
Option Description
Name and Description Assign a name to the MAC management profile.

You can optionally describe the setting that you modified in the profile.

MAC Change Enable or disable the MAC address change feature.
Status Enable or disable the MAC learning feature.

6 Click Add.

A MAC management profile appears as a link.

What to do next

Attach the switching profile to a logical switch or logical port. See Associate a Custom Profile with a
Logical Switch or Associate a Custom Profile with a Logical Port.
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Associate a Custom Profile with a Logical Switch

You can associate a custom switching profile to a logical switch so that the profile applies to all the ports
on the switch.

When custom switching profiles are attached to a logical switch they override existing default switching

profiles. The custom switching profile is inherited by children logical switch ports.

Note If you have associated a custom switching profile with a logical switch, but want to retain the
default switching profile for one of the child logical switch port, then you must make a copy of the default
switching profile and associate it with the specific logical switch port.

Prerequisites

m  Verify that a logical switch is configured. See Create a Logical Switch.

m  Verify that a custom switching profile is configured. See Chapter 3 Switching Profiles for Logical
Switches and Logical Ports.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://nsx-manager-ip-
address.

Select Networking > Switching from the navigation panel.
Click the Switches tab.
Click the logical switch to apply the custom switching profile.

Click the Manage tab.

o g h~ W0 N

Select the custom switching profile type from the drop-down menu.

= QoS

s Port Mirroring

= |P Discovering

m  SpoofGuard

m  Switch Security

= MAC Management

7 Click Change.

8 Select the previously created custom switching profile from the drop-down menu.
9 Click Save.

The logical switch is now associated with the custom switching profile.

10 Verify that the new custom switching profile with the modified configuration appears under the
Manage tab.
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11 (Optional) Click the Related tab and select Ports from the drop-down menu to verify that the custom

switching profile is applied to child logical ports.

What to do next

If you do not want to use the inherited switching profile from a logical switch, you can apply a custom
switching profile to the child logical switch port. See Associate a Custom Profile with a Logical Port.

Associate a Custom Profile with a Logical Port

A logical port provides a logical connection point for a VIF, a patch connection to a router, or a Layer 2
gateway connection to an external network. Logical ports also expose switching profiles, port statistics
counters, and a logical link status.

You can change the inherited switching profile from the logical switch to a different custom switching
profile for the child logical port.

Prerequisites
m Verify that a logical port is configured. See Connecting a VM to a Logical Switch.

m  Verify that a custom switching profile is configured. See Chapter 3 Switching Profiles for Logical
Switches and Logical Ports.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://nsx-manager-ip-
address.

Select Networking > Switching from the navigation panel.
Click the Ports tab.

Click the logical port to apply the custom switching profile.
Click the Manage tab.

o a h~A W DN

Select the custom switching profile type from the drop-down menu.
= QoS

= Port Mirroring

= [P Discovering

m  SpoofGuard

m  Switch Security

= MAC Management

7 Click Change.

8 Select the previously created custom switching profile from the drop-down menu.

VMware, Inc.

46



NSX-T Data Center Administration Guide

9 Click Save.
The logical port is now associated with the custom switching profile.

10 Verify that the new custom switching profile with the modified configuration appears under the
Manage tab.

What to do next

You can monitor the activity on the logical switch port to troubleshoot problems. See "Monitor a Logical
Switch Port Activity" in the NSX-T Data Center Administration Guide.
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An NSX-T Data Center logical router reproduces routing functionality in a virtual environment completely
decoupled from underlying hardware. Tier-1 logical routers have downlink ports to connect to NSX-T Data
Center logical switches and uplink ports to connect to NSX-T Data Center tier-0 logical routers.

When you add a logical router, it is important that you plan the networking topology you are building.

Figure 4-1. Tier-1 Logical Router Topology
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For example, this simple topology shows two logical switches connected to a tier-1 logical router. Each
logical switch has a single VM connected. The two VMs can be on different hosts or the same host, in
different host clusters or in the same host cluster. If a logical router does not separate the VMs, the
underlying IP addresses configured on the VMs must be in the same subnet. If a logical router does
separate them, the IP addresses on the VMs must be in different subnets.

This chapter includes the following topics:

m Create a Tier-1 Logical Router

m  Add a Downlink Port on a Tier-1 Logical Router

m  Add a VLAN Port on a Tier-0 or Tier-1 Logical Router

m  Configure Route Advertisement on a Tier-1 Logical Router
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Configure a Tier-1 Logical Router Static Route

Create a Standalone Tier-1 Logical Router

Create a Tier-1 Logical Router

The tier-1 logical router must be connected to the tier-0 logical router to get the northbound physical
router access.

Prerequisites

Verify that the logical switches are configured. See Create a Logical Switch.

Verify that an NSX Edge cluster is deployed to perform network address translation (NAT)
configuration. See the NSX-T Data Center Installation Guide.

Familiarize yourself with the tier-1 logical router topology. See Chapter 4 Tier-1 Logical Router.

Procedure

1

From your browser, log in with admin privileges to an NSX Manager at https://nsx-manager-ip-
address.

2 Select Networking > Routing from the navigation panel.
3 Click Add and select Tier-1 Router.
4 Enter a name for the logical router and optionally a description.
5 (Optional) Select a tier-0 logical router to connect to this tier-1 logical router.
If you do not yet have any tier-0 logical routers configured, you can leave this field blank for now and
edit the router configuration later.
6 (Optional) Select an NSX Edge cluster to connect to this tier-1 logical router.
If the tier-1 logical router is going to be used for NAT configuration, it must be connected to an NSX
Edge cluster. If you do not yet have any NSX Edge clusters configured, you can leave this field blank
for now and edit the router configuration later.
7 (Optional) If you selected an NSX Edge cluster, select a failover mode.
Option Description
Preemptive If the preferred node fails and recovers, it will preempt its peer and become the active node. The
peer will change its state to standby. This is the default option.
Non-preemptive If the preferred node fails and recovers, it will check if its peer is the active node. If so, the preferred
node will not preempt its peer and will be the standby node.
8 (Optional) Click the Advanced tab and enter a value for Intra Tier-1 Transit Subnet.
9 Click Add.
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If this logical router supports more than 5000 VMs, you must run the following commands on each node
of the NSX Edge cluster to increase the size of the ARP table.

set debug-mode
set dataplane neighbor max-arp-logical-router 10000

You must re-run the commands after a dataplane restart or a node reboot because the change is not
persistent.

What to do next

Create downlink ports for your tier-1 logical router. See Add a Downlink Port on a Tier-1 Logical Router.

Add a Downlink Port on a Tier-1 Logical Router

When you create a downlink port on a tier-1 logical router, the port serves as a default gateway for the
VMs that are in the same subnet.

Prerequisites

Verify that a tier-1 logical router is configured. See Create a Tier-1 Logical Router .

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://nsx-manager-ip-
address.

Select Networking > Routing from the navigation panel.
Click the name of a router.

Click the Configuration tab and select Router Ports.

Click Add.

Enter a name for the router port and optionally a description.

In the Type field, select Downlink.

0 N o g A~ W DN

For URPF Mode, select Strict or None.

URPF (unicast Reverse Path Forwarding) is a security feature.

9 (Optional) Select a logical switch.

10 Select whether this attachment creates a switch port or updates an existing switch port.
If the attachment is for an existing switch port, select the port from the drop-down menu.

11 Enter the router port IP address in CIDR notation.
For example, the IP address can be 172.16.10.1/24.

12 (Optional) Select a DHCP relay service.

13 Click Add.
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What to do next

Enable route advertisement to provide North-South connectivity between VMs and external physical
networks or between different tier-1 logical routers that are connected to the same tier-0 logical router.
See Configure Route Advertisement on a Tier-1 Logical Router.

Add a VLAN Port on a Tier-0 or Tier-1 Logical Router

If you have only VLAN-backed logical switches, you can connect the switches to VLAN ports on a tier-0 or
tier-1 router so that NSX-T Data Center can provide layer-3 services.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://nsx-manager-ip-
address.

Select Networking > Routing from the navigation panel.

Click the name of a router.

AW DN

Click the Configuration tab and select Router Ports.
Click Add.
Enter a name for the router port and optionally a description.

In the Type field, select Centralized.

0 N O O

For URPF Mode, select Strict or None.

URPF (unicast Reverse Path Forwarding) is a security feature.

9 (Required) Select a logical switch.

10 Select whether this attachment creates a switch port or updates an existing switch port.
If the attachment is for an existing switch port, select the port from the drop-down menu.

11 Enter the router port IP address in CIDR notation.

12 Click Add.

Configure Route Advertisement on a Tier-1 Logical Router

To provide Layer 3 connectivity between VMs connected to logical switches that are attached to different
tier-1 logical routers, it is necessary to enable tier-1 route advertisement towards tier-0. You do not need
to configure a routing protocol or static routes between tier-1 and tier-0 logical routers. NSX-T Data
Center creates NSX-T Data Center static routes automatically when you enable route advertisement.

For example, to provide connectivity to and from the VMs through other peer routers, the tier-1 logical
router must have route advertisement configured for connected routes. If you don't want to advertise all
connected routes, you can specify which routes to advertise.
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Prerequisites

Verify that VMs are attached to logical switches. See Chapter 1 Logical Switches and Configuring VIV
Attachment.

Verify that downlink ports for the tier-1 logical router are configured. See Add a Downlink Port on a
Tier-1 Logical Router.

Procedure

1

a A~ W DN

From your browser, log in with admin privileges to an NSX Manager at https://nsx-manager-ip-
address.

Select Networking > Routing from the navigation panel.

Click the name of a tier-1 router.

Select Route Advertisement from the Routing drop-down menu.
Click Edit to edit the route advertisement configuration.

You can toggle the following switches:

m Status

s Advertise All NSX Connected Routes

= Advertise All NAT Routes

= Advertise All Static Routes
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m  Advertise All LB VIP Routes
m  Advertise All LB SNAT IP Routes

a Click Save.

6 Click Add to advertise routes.
a Enter a name and optionally a description.
b Enter a route prefix in CIDR format.

¢ Click Apply Filter to set the following options:

Action Specify Allow or Deny.

Match route types Select one or more of the following:
Any

NSX Connected

Tier-1 LB VIP

Static

Tier-1 NAT

Tier-1 LB SNAT

Prefix operator Select GE or EQ.

d Click Add.

What to do next

Familiarize yourself with the tier-0 logical router topology and create the tier-0 logical router. See Chapter
5 Tier-0 Logical Router.

If you already have a tier-0 logical router connected to the tier-1 logical router, you can verify that the
tier-0 router is learning the tier-1 router connected routes. See Verify that a Tier-0 Router Has Learned
Routes from a Tier-1 Router.

Configure a Tier-1 Logical Router Static Route

You can configure a static route on a tier-1 logical router to provide connectivity from NSX-T Data Center
to a set of networks that are accessible through a virtual router.

For example, in the following diagram, the tier-1 A logical router has a downlink port to an NSX-T Data
Center logical switch. This downlink port (172.16.40.1) serves the default gateway for the virtual router
VM. The virtual router VM and tier-1 A are connected through the same NSX-T Data Center logical
switch. The tier-1 logical router has a static route 10.10.0.0/16 that summarizes the networks available
through the virtual router. Tier-1 A then has route advertisement configured to advertise the static route to
tier-1 B.
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Figure 4-2. Tier-1 Logical Router Static Route Topology
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Prerequisites

Verify that a downlink port is configured. See Add a Downlink Port on a Tier-1 Logical Router.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://nsx-manager-ip-
address.

Select Networking > Routing from the navigation panel.
Click the name of a tier-1 router.
Click the Routing tab and select Static Routes from the drop-down menu.

Click Add.

o a h~ W0 N

Enter a network address in the CIDR format.
For example, 10.10.10.0/16.
7 Click Add to add a next-hop IP address.

For example, 172.16.40.10. You can also specify a null route by clicking the pencil icon and selecting

NULL from the drop-down. To add another next hop addresses, click Add again.

VMware, Inc.

54



NSX-T Data Center Administration Guide

8 Click Add at the bottom of the dialog box.
The newly created static route network address appears in the row.
9 From the tier-1 logical router, select Routing > Route Advertisement.
10 Click Edit and select Advertise All Static Routes.
11 Click Save.

The static route is propagated across the NSX-T Data Center overlay.

Create a Standalone Tier-1 Logical Router

A standalone tier-1 logical router has no downlink and no connection to a tier-0 router. It has a service
router but no distributed router. The service router can be deployed on one NSX Edge node or two NSX
Edge nodes in active-standby mode.

A standalone tier-1 logical router:

= Must not have a connection to a tier-0 logical router.

= Must not have a downlink.

= Can have only one centralized service port (CSP) if it is used to attach a load balancer (LB) service.
m  Can connect to an overlay logical switch or a VLAN logical switch.

m  Supports the load balancing and NAT services only.

Typically, a standalone tier-1 logical router is connected to a logical switch that a regular tier-1 logical
router is also connected to. The standalone tier-1 logical router can communicate with other devices
through the regular tier-1 logical router after static routes and route advertisements are configured.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://nsx-manager-ip-

address.
2 Select Networking > Routing from the navigation panel.
3 Click Add and select Tier-1 Router.
4 Enter a name for the logical router and optionally a description.
5 (Required) Select an NSX Edge cluster to connect to this tier-1 logical router.

6 (Required) Select a failover mode and cluster members.

Option Description

Preemptive If the preferred node fails and recovers, it will preempt its peer and become the active node. The
peer will change its state to standby. This is the default option.

Non-preemptive If the preferred node fails and recovers, it will check if its peer is the active node. If so, the preferred

node will not preempt its peer and will be the standby node.

7 Click Add.

VMware, Inc. 55



NSX-T Data Center Administration Guide

10
11
12
13

14
15
16
17

Click the name of the router that you just created.

Click the Configuration tab and select Router Ports.

Click Add.

Enter a name for the router port and optionally a description.

In the Type field, select Centralized.

For URPF Mode, select Strict or None.

URPF (Unicast Reverse Path Forwarding) is a security feature.

(Required) Select a logical switch.

Select whether this attachment creates a switch port or updates an existing switch port.
Enter the router port IP address in CIDR notation.

Click Add.

Before using the standalone tier-1 logical router, note the following:

To specify the default gateway for the standalone tier-1 logical router, you must add a static route.
The subnet should be 0.0.0.0/0 and the next hop is the IP address of a regular tier-1 router connected
to the same switch.

ARP proxy on the standalone router is not supported. Therefore, you must not configure an LB virtual
server IP or LB SNAT IP in the CSP's subnet unless you use the CSP IP. For example, if the CSP IP
is 1.1.1.1/24, the virtual IP must be either 1.1.1.1 or some other subnet IP addresses. It cannot be
any other address in the 1.1.1.1/24 subnet.

For an NSX Edge VM, you cannot have more than one CSPs which are connected to the same
VLAN-backed logical switch or different VLAN-backed logical switches that have the same VLAN ID.
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An NSX-T Data Center logical router reproduces routing functionality in a virtual environment completely
decoupled from underlying hardware. The tier-0 logical router provides an on and off gateway service
between the logical and physical network.

NSX Cloud Note If using NSX Cloud, see How to use NSX-T Data Center Features with the Public
Cloud for a list of auto-generated logical entities, supported features, and configurations required for NSX
Cloud.

An NSX Edge cluster can back multiple tier-0 logical routers. Tier-0 routers support the BGP dynamic
routing protocol and ECMP.

When you add a tier-0 logical router, it is important that you map out the networking topology you are
building.
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Figure 5-1. Tier-O Logical Router Topology
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For simplicity, the sample topology shows a single tier-1 logical router connected to a single tier-0 logical
router hosted on a single NSX Edge node. Keep in mind that this is not a recommended topology. Ideally,
you should have a minimum of two NSX Edge nodes to take full advantage of the logical router design.

The tier-1 logical router has a web logical switch and an app logical switch with respective VMs attached.
The router-link switch between the tier-1 router and the tier-0 router is created automatically when you
attach the tier-1 router to the tier-0 router. Thus, this switch is labeled as system generated.

This chapter includes the following topics:

m  Create a Tier-0 Logical Router

m  Attach Tier-0 and Tier-1

m  Connect a Tier-0 Logical Router to a VLAN Logical Switch for the NSX Edge Uplink
= Add a Loopback Router Port

m  Add a VLAN Port on a Tier-0 or Tier-1 Logical Router

m  Configure a Static Route

m  BGP Configuration Options

m  Configure BFD on a Tier-0 Logical Router
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m  Enable Route Redistribution on the Tier-0 Logical Router
m  Understanding ECMP Routing

m  Create an IP Prefix List

m  Create a Community List

m  Create a Route Map

m  Configure Forwarding Up Timer

Create a Tier-O Logical Router

Tier-0 logical routers have downlink ports to connect to NSX-T Data Center tier-1 logical routers and
uplink ports to connect to external networks.

Prerequisites

m Verify that at least one NSX Edge is installed. See the NSX-T Data Center Installation Guide
m  Verify that your NSX Controller cluster is stable.

m  Verify that an NSX Edge cluster is configured. See the NSX-T Data Center Installation Guide.

m  Familiarize yourself with the networking topology of the tier-0 logical router. See Chapter 5 Tier-0
Logical Router.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://nsx-manager-ip-
address.

Select Networking > Routing from the navigation panel.
Click Add to create a tier-0 logical router.

Select Tier-0 Router from the drop-down menu.

Assign a name for the tier-0 logical router.

Select an existing NSX Edge cluster from the drop-down menu to back this tier-0 logical router.

N o g ~A 0N

(Optional) Select a high-availability mode.

By default, the active-active mode is used. In the active-active mode, traffic is load balanced across
all members. In active-standby mode, all traffic is processed by an elected active member. If the
active member fails, a new member is elected to be active.

8 (Optional) Click the Advanced tab to enter a subnet for the intra-tier O transit subnet.

This is the subnet that connects to the tier-0 services router to its distributed router. If you leave this
blank, the default 169.0.0.0/28 subnet is used.
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9 (Optional) Click the Advanced tab to enter a subnet for the tier-O-tier-1 transit subnet.

This is the subnet that connects the tier-0 router to any tier-1 routers that connect to this tier-0 router.
If you leave this blank, the default address space assigned for these tier-0-to-tier-1 connections is
100.64.0.0/10. Each tier-0-to-tier-1 peer connection is provided a /31 subnet within the 100.64.0.0/10
address space.

10 Click Save.
The new tier-0 logical router appears as a link.

11 (Optional) Click the tier-0 logical router link to review the summary.

What to do next
Attach tier-1 logical routers to this tier-0 logical router.

Configure the tier-0 logical router to connect it to a VLAN logical switch to create an uplink to an external
network. See Connect a Tier-0 Logical Router to a VLAN Logical Switch for the NSX Edge Uplink.

Attach Tier-O and Tier-1

You can attach the tier-0 logical router to the tier-1 logical router so that the tier-1 logical router gets
northbound and east-west network connectivity.

When you attach a tier-1 logical router to a tier-0 logical router, a router-link switch between the two
routers is created. This switch is labeled as system-generated in the topology. The default address space
assigned for these tier-0-to-tier-1 connections is 100.64.0.0/10. Each tier-O-to-tier-1 peer connection is
provided a /31 subnet within the 100.64.0.0/10 address space. Optionally, you can configure the address
space in the tier-0 Summary > Advanced configuration.

The following figure shows a sample topology.
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Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://nsx-manager-ip-
address.

Select Networking > Routing from the navigation panel.
Select the tier-1 logical router.
From the Summary tab, click Edit.

Select the tier-0 logical router from the drop-down menu.

o a A~ W0 N

(Optional) Select an NSX Edge cluster from the drop-down menu.

The tier-1 router needs to be backed by an edge device if the router is going to be used for services,
such as NAT. If you do not select an NSX Edge cluster, the tier-1 router cannot perform NAT.

7 Specify members and a preferred member.

If you select an NSX Edge cluster and leave the members and preferred member fields blank, NSX-T

Data Center sets the backing edge device from the specified cluster for you.
8 Click Save.

9 Click the Configuration tab of the tier-1 router to verify that a new point-to-point linked port IP
address is created.

For example, the IP address of the linked port can be 100.64.1.1/31.
10 Select the tier-0 logical router from the navigation panel.

11 Click the Configuration tab of the tier-0 router to verify that a new point-to-point linked port IP
address is created.

For example, the IP address of the linked port can be 100.64.1.1/31.

What to do next

Verify that the tier-0 router is learning routes that are advertised by the tier-1 routers.

Verify that a Tier-O Router Has Learned Routes from a Tier-1
Router

When a tier-1 logical router advertises routes to a tier-0 logical router, the routes are listed in the tier-0
router's routing table as NSX-T Data Center static routes.

Procedure

1 Onthe NSX Edge, run the get logical-routers command to find the VRF number of the tier-0
service router.

nsx-edge-1> get logical-routers
Logical Router
UuID 1 736080e3-23f6-5a2d-81d6-bbefb2786666
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vrf

type

1 0
: TUNNEL

Logical Router
1 421a2d0d-f423-46f1-93a1-2f9e366176c8

uuIb

vrf

type

5
: SERVIC

Logical Router
1 f3ce9d7d-7123-47d6-aba6-45cf1388ca7b

uuIb

vrf

type

H

E_ROUTER_TIERO

: DISTRIBUTED_ROUTER

Logical Router
1 c8ebdeff-02b2-4462-94ff-89f3788f1ab6l

uuIb

vrf

type

7
: SERVIC

Logical Router
1 fb6c3f1f-599f-4421-af8a-99692dff3dd4

uuIb

vrf

type

2 Runthe vrf <number> command to enter the tier-0 service router context.

8

E_ROUTER_TIER1

: DISTRIBUTED_ROUTER

nsx-edge-1> vrf 5

nsx-edgel(tierO_sr)>

3 On the tier-0 service router, run the get route command and make sure the expected routes appear

in the routing table.

Notice that the NSX-T Data Center static routes (ns) are learned by the tier-0 router because the

tier-1 router is advertising routes.

nsx-edgel(tier0_sr)> get route

Flags: c¢ - connected, s - static, b - BGP, ns - nsx_static

nc — nsx_connected,

rl — router_link, tOn: Tier0-NAT, tln: Tierl-NAT

Total number of routes: 7

ri

ns
ns
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10.10.10.0/24 [20/0] via 192.168.100.254
100.91.176.0/31 [0/0] via 169.254.0.1
169.254.0.0/28 [0/0] via 169.254.0.2
172.16.10.0/24 [3/3] via 169.254.0.1
172.16.20.0/24 [3/3] via 169.254.0.1
192.168.100.0/24 [0/0] via 192.168.100.2
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Connect a Tier-0O Logical Router to a VLAN Logical Switch
for the NSX Edge Uplink

To create an NSX Edge uplink, you must connect a tier-0 router to a VLAN switch.

The following simple topology shows a VLAN logical switch inside of a VLAN transport zone. The VLAN
logical switch has a VLAN ID that matches the VLAN ID on the TOR port for the Edge's VLAN uplink.

ToR switch

VLAN 100
logical switch

! VLAN vmnic1 !
1 transport zone (Edge VLAN uplink)

! Tier0

___________________________________________

NSX Edge
transport
node
Prerequisites

Create a VLAN logical switch. See Create a VLAN Logical Switch for the NSX Edge Uplink.

Create a tier-0 router.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://nsx-manager-ip-
address.

Select Networking > Routing from the navigation panel.
Select the tier-0 logical router.

From the Configuration tab, add a new logical router port.
Type a name for the port, such as uplink.

Select the Uplink type.

Select an edge transport node.

0 N o O A~ w0 DN

Select a VLAN logical switch.

VMware, Inc. 63



NSX-T Data Center Administration Guide

9 Type an IP address in CIDR format in the same subnet as the connected port on the TOR switch.

A new uplink port is added for the tier-0 router.

What to do next

Configure BGP or a static route.

Verify the Tier-O Logical Router and TOR Connection

For routing to work on the uplink from the tier-0 router, connectivity with the top-of-rack device must be in
place.

Prerequisites

m  Verify that the tier-0 logical router is connected to a VLAN logical switch. See Connect a Tier-0
Logical Router to a VLAN Logical Switch for the NSX Edge Uplink.

Procedure
1 Login to the NSX Manager CLI.

2 Onthe NSX Edge, run the get logical-routers command to find the VRF number of the tier-0
service router.

nsx-edge-1> get logical-routers
Logical Router

UuID : 736a80e3-23f6-5a2d-81d6-bbefb2786666
vrf 0
type : TUNNEL

Logical Router

uuID 1 421a2d0d-f423-46f1-93a1-219e366176c8
vrf 5
type : SERVICE_ROUTER_TIERO

Logical Router

uuID : f3ce9d7d-7123-47d6-aba6-45ct1388ca7b
vrf 6
type : DISTRIBUTED_ROUTER

Logical Router

uuID : c8eb4eff-02b2-4462-94FF-89f3788F1a61l
vrf 7
type : SERVICE_ROUTER_TIER1

Logical Router

uuID : fb6c3f1f-599f-4421-af8a-99692dff3dd4
vrf : 8
type : DISTRIBUTED_ROUTER
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3 Runthe vrf <number> command to enter the tier-0 service router context.

nsx-edge-1> vrf 5

nsx-edgel(tierO_sr)>

4  On the tier-0 service router, run the get route command and make sure the expected route appears
in the routing table.

Notice that the route to the TOR appears as connected (c).

nsx-edgel(tier@_sr)> get route

Flags: c¢ - connected, s - static, b - BGP, ns - nsx_static
nc - nsx_connected, rl - router_link, tOn: TierO-NAT, tln: Tierl-NAT

Total number of routes: 7

b 10.10.10.0/24 [20/0] via 192.168.100.254
rl  100.91.176.0/31 [0/0] via 169.254.0.1

@ 169.254.0.0/28 [0/0] via 169.254.0.2

ns 172.16.10.0/24 [3/3] via 169.254.0.1

ns 172.16.20.0/24 [3/3] via 169.254.0.1

@ 192.168.100.0/24 [0/0] via 192.168.100.2

5 Ping the TOR.

nsx-edgel(tier@_sr)> ping 192.168.100.254

PING 192.168.100.254 (192.168.100.254): 56 data bytes

64 bytes from 192.168.100.254: icmp_seq=0 ttl=64 time=2.822 ms
64 bytes from 192.168.100.254: icmp_seq=1 ttl=64 time=1.393 ms
AC

nsx-edgel>

——— 192.168.100.254 ping statistics ——

3 packets transmitted, 2 packets received, 33.3% packet loss
round-trip min/avg/max/stddev = 1.393/2.107/2.822/0.715 ms

Packets are sent between the tier-0 logical router and physical router to verify a connection.

What to do next

Depending on your networking requirements, you can configure a static route or BGP. See Configure a
Static Route or Configure BGP on a Tier-0 Logical Router.

Add a Loopback Router Port

You can add a loopback port to a tier-0 logical router.
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The loopback port can be used for the following purposes:
= Router ID for routing protocols

. NAT

s BFD

m  Source address for routing protocols

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://nsx-manager-ip-
address.

2 Select Networking > Routing from the navigation panel.
3 Select the tier-0 logical router.
4 Select Configuration > Router Ports

Click Add.

Enter a name and optionally a description.

Select the Loopback type.

5

6

7

8 Select an edge transport node.

9 Enter an IP address in CIDR format.
A

new port is added for the tier-0 router.

Add a VLAN Port on a Tier-O or Tier-1 Logical Router

If you have only VLAN-backed logical switches, you can connect the switches to VLAN ports on a tier-0 or
tier-1 router so that NSX-T Data Center can provide layer-3 services.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://nsx-manager-ip-
address.

Select Networking > Routing from the navigation panel.
Click the name of a router.

Click the Configuration tab and select Router Ports.

Click Add.

Enter a name for the router port and optionally a description.

In the Type field, select Centralized.

0 N o O A~ 0 DN

For URPF Mode, select Strict or None.

URPF (unicast Reverse Path Forwarding) is a security feature.
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9 (Required) Select a logical switch.

10 Select whether this attachment creates a switch port or updates an existing switch port.
If the attachment is for an existing switch port, select the port from the drop-down menu.

11 Enter the router port IP address in CIDR notation.

12 Click Add.

Configure a Static Route

You can configure a static route on the tier-0 router to external networks. After you configure a static
route, there is no need to advertise the route from tier-0 to tier-1, because tier-1 routers automatically
have a static default route towards their connected tier-0 router.

The static route topology shows a tier-0 logical router with a static route to the 10.10.10.0/24 prefix in the
physical architecture. For test purposes, the 10.10.10.10/32 address is configured on the external router
loopback interface. The external router has a static route to the 172.16.0.0/16 prefix to reach the app and
web VMs.

Figure 5-2. Static Route Topology
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Prerequisites

Verify that the physical router and tier-0 logical router are connected. See Verify the Tier-0 Logical

Router and TOR Connection.

Verify that the tier-1 router is configured to advertise connected routes. See Create a Tier-1 Logical

Router .

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://nsx-manager-ip-
address.

2 Select Networking > Routing from the navigation panel.

3 Select the tier-0 logical router.

4  Click the Routing tab and select Static Route from the drop-down menu.

5 Select Add.

6 Enter a network address in the CIDR format.
For example, 10.10.10.0/24.

7 Click + Add to add a next-hop IP address.
For example, 192.168.100.254. You can also specify a null route by clicking the pencil icon and
selecting NULL from the drop-down.

8 Specify the administrative distance.

9 Select a logical router port from the dropdown list.

The list includes IPSec Virtual Tunnel Interface (VTI) ports.

10 Click the Add button.

