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About Administering VMware NSX-T Data
Center

The NSX-T Data Center Administration Guide provides information about configuring and
managing networking for VMware NSX-T™ Data Center, including how to create logical switches
and ports and how to set up networking for tiered logical routers, configure NAT, firewalls,
SpoofGuard, grouping and DHCP. It also describes how to configure NSX Cloud.

Intended Audience

This information is intended for anyone who wants to configure NSX-T Data Center. The
information is written for experienced Windows or Linux system administrators who are familiar
with virtual machine technology, networking, and security operations.

VMware Technical Publications Glossary

VMware Technical Publications provides a glossary of terms that might be unfamiliar to you. For
definitions of terms as they are used in VMware technical documentation, go to https://
www.vmware.com/topics/glossary.
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Overview of the NSX Manager

The NSX Manager provides a web-based user interface where you can manage the NSX-T
environment. It also hosts the API server that processes API calls.

The NSX Manager web interface provides two methods of configuring resources.
m  The Policy interface: the Networking, Security, Inventory, and Plan & Troubleshoot tabs.

m  The Advanced interface: the Advanced Networking & Security tab.

When to Use Policy or Advanced Interfaces

Be consistent about which user interface you use. There are a few reasons to use one user
interface over another.

m If you are deploying a new environment with NSX-T Data Center 2.4 or later, using the new
policy-based user interface to create and manage your environment is the best choice in
most situations.

m  Some features are not available in the policy-based user interface. If you need these
features, use the Advanced user interface for all configurations.

m |f you are upgrading to NSX-T Data Center 2.4 or later, continue to make configuration
changes using the Advanced Networking & Security user interface.

Table 1-1. When to Use Policy or Advanced Interfaces

Policy Interface Advanced Interface
Most new deployments should use the policy-based Deployments which were created using the advanced
interface. interface, for example, upgrades from versions before the

policy-based interface was present.

NSX Cloud deployments Deployments which integrate with other plugins. For
example, NSX Container Plug-in, Openstack, and other
cloud management platforms.

VMware, Inc. 12
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Table 1-1. When to Use Policy or Advanced Interfaces (continued)

Policy Interface

Advanced Interface

Networking features available in the Policy interface only:
m  DNS Services and DNS Zones
m VPN

m  Forwarding policies for NSX Cloud

Security features available in the Policy interface only:

m  Endpoint Protection

m  Network Introspection (East-West Service Insertion)

m  Context Profiles
m L7 applications
m  FQDN

m  New Distributed Firewall and Gateway Firewall Layout
m  Categories

m  Auto service rules

Using the Policy Interface

Networking features available in the Advanced interface
only:

Layer 3 forwarding for IPv4 and IPv6
Forwarding up timer

Change internal transit network IP
VIP HA support on Tier-O

Standby relocation

Route advertisement filtering based on list of prefixes
on Tier-1

Loopback creation

BGP multihop

BGP source addresses

Static routes with BFD and interface as next-hop
Metadata proxy

DHCP server attached to an isolated segment and
static binding

Security features available in the Advanced interface only:

Ability to enable or disable Distributed Firewall, |[dentity

Firewall, and Gateway Firewall
Distributed Firewall session timers
Exclusion lists

CPU and memory thresholds
Sections for stateless rules

Bridge Firewall

Section Locking

Distributed Firewall rule IDs

Distributed Firewall rules based on IPs in source and
destination

If you decide to use the policy interface, use it to create all objects. Do not use the advanced

interface to create objects.

You can use the advanced interface to modify objects that have been created in the policy
interface. The settings for a policy-created object might include a link for Advanced
Configuration. This link takes you to the advanced interface where you can fine-tune the
configuration. You can also view policy-created objects in the advanced interface directly.

Settings that are managed by policy but are visible in the advanced interface have this icon next

to them: @. You cannot modify them from the advanced user interface.

VMware, Inc.

13



NSX-T Data Center Administration Guide

Where to Find the Policy Interfaces and Advanced
Interfaces

The policy-based and advanced interfaces appear in different parts of the NSX Manager user
interface, and use different API URIs.

Table 1-2. Policy Interfaces and Advanced Interfaces

Policy Interface Advanced Interface

Networking tab Advanced Networking & Security tab
Security tab

Inventory tab

Plan & Troubleshoot tab

API URIs that begin with /policy/api API URIs that begin with /api

Note The System tab is used for all environments. If you modify Edge nodes, Edge clusters, or
transport zones, it can take up to 5 minutes for those changes to be visible on the policy-based
user interface. You can synchronize immediately using POST /policy/api/vl/infra/sites/default/

enforcement-points/default?action=reload.

For more information about using the policy API, see the NSX-T Policy API Getting Started Guide.

Names for Objects Created in the Policy and Advanced
Interfaces

The objects you create have different names depending on which interface was used to create

them.

Table 1-3. Object Names

Objects Created Using the Policy Interface Objects Created Using the Advanced Interface
Segment Logical switch

Tier-1 gateway Tier-1logical router

Tier-O gateway Tier-0 logical router

Group NSGroup, IP Sets, MAC Sets

Security Policy Firewall section

Rule Firewall rule

Gateway firewall Edge firewall

VMware, Inc. 14
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Tier-O Gateways

A tier-O gateway performs the functions of a tier-O logical router. It processes traffic between the
logical and physical networks.

NSX Cloud Note If using NSX Cloud, see How to use NSX-T Data Center Features with the
Public Cloud for a list of auto-generated logical entities, supported features, and configurations
required for NSX Cloud.

An Edge node can support only one tier-O gateway or logical router. When you create a tier-0
gateway or logical router, make sure you do not create more tier-O gateways or logical routers
than the number of Edge nodes in the NSX Edge cluster.

Note In the Advanced Networking & Security tab, the term tier-O logical router is used to refer
to a tier-O gateway.

This chapter includes the following topics:
m  Add a Tier-O Gateway

m  Create an IP Prefix List

m  Create a Community List

m  Configure a Static Route

m  Create a Route Map

m  Configure BGP

Add a Tier-O Gateway

A tier-O gateway has downlink connections to tier-1 gateways and uplink connections to physical
networks.

You can configure the HA (high availability) mode of a tier-O gateway to be active-active or
active-standby. The following services are only supported in active-standby mode:

s NAT

m  Load balancing

VMware, Inc. 15
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m  Stateful firewall
= VPN

Tier-O and tier-1 gateways support the following addressing configurations for all interfaces
(uplinks, service ports and downlinks) in both single tier and multi-tiered topologies:

m  |Pv4 only
= IPv6 only
m  Dual Stack - both IPv4 and IPv6

To use IPv6 or dual stack addressing, enable IPv4 and IPv6 as the L3 Forwarding Mode in
Networking > Networking Settings > Global Networking Config .

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

Select Networking > Tier-O Gateways.
Click Add Tier-O Gateway.

Enter a name for the gateway.

a b~ W N

(Required) Select a high-availability mode.

The default is active-active. In the active-active mode, traffic is load balanced across all
members. In active-standby mode, all traffic is processed by an elected active member. If the
active member fails, a new member is elected to be active.

Important After you create the gateway, the HA mode cannot be changed.

6 If the HA mode is active-standby, select a failover mode.

Option Description

Preemptive If the preferred node fails and recovers, it will preempt its peer and become the active
node. The peer will change its state to standby.

Non-preemptive If the preferred node fails and recovers, it will check if its peer is the active node. If so,
the preferred node will not preempt its peer and will be the standby node.
7 Select an NSX Edge cluster.
8 Click Save.
9 To configure route redistribution, click Route Redistribution and Set.
Select one or more of the sources:

m Tier-O subnets: Static Routes, NAT, IPSec Local IP, DNS Forwarder IP, Service Interface
Subnet, External Interface Subnet, Connected Segment.

m  Advertised tier-1 subnets: DNS Forwarder IP, Static Routes, LB VIP, Connected Subnets,
NAT, LB SNAT.
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10 To configure interfaces, click Interfaces and Set.

a Click Add Interface.

b Enter a name and an IP address in CIDR format.

c Select a segment.

d Select an NSX Edge node.

e (Optional) Change the MTU value and add tags.
11 Click Routing to add IP prefix lists, community lists, static routes, and route maps.
12 Click BGP to configure BGP.

13 (Optional) Click Advanced Configuration to go to the Advanced Networking & Security >
Routers page to make additional configurations.

Create an IP Prefix List

An IP prefix list contains single or multiple IP addresses that are assigned access permissions for
route advertisement. The IP addresses in this list are processed sequentially. IP prefix lists are
referenced through BGP neighbor filters or route maps with in or out direction.

For example, you can add the IP address 192.168.100.3/27 to the IP prefix list and deny the route
from being redistributed to the northbound router. You can also append an IP address with less-
than-or-equal-to (le) and greater-than-or-equal-to (ge) modifiers to grant or limit route
redistribution. For example, 192.168.100.3/27 ge 24 le 30 modifiers match subnet masks greater
than or equal to 24-bits and less than or equal to 30-bits in length.

Note The default action for a route is Deny. When you create a prefix list to deny or permit
specific routes, be sure to create an IP prefix with no specific network address (select Any from
the dropdown list) and the Permit action if you want to permit all other routes.

Prerequisites

Verify that you have a tier-O gateway configured. See Create a Tier-O Logical Router.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

Select Networking > Tier-O Gateways.

To edit a tier-O gateway, click the menu icon (three dots) and select Edit.
Click Routing.

Click Set next to IP Prefix List.

Click Add IP Prefix List.

N o u b~ W N

Enter a name for the IP prefix list.
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8

9

Click Set to add IP prefixes.

Click Add Prefix.

a Enter an IP address in CIDR format.
For example, 192.168.100.3/27.

b (Optional) Set a range of IP address numbers in the le or ge modifiers.
For example, set le to 30 and ge to 24.

c Select Deny or Permit from the drop-down menu.

d Click Add.

10 Repeat the previous step to specify additional prefixes.

11 Click Save.

Create a Community List

You can create BGP community lists so that you can configure route maps based on community
lists.

Procedure

1

0 N o u b~ W N

From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

Select Networking > Tier-O Gateways.

To edit a tier-O gateway, click the menu icon (three dots) and select Edit.
Click Routing.

Click Set next to Community List.

Click Add Community List.

Enter a name for the community list.

Specify a community using the aa:nn format, for example, 300:500, and press Enter. Repeat
to add additional communities.

In addition, you can select one or more of the following:

s NO_EXPORT_SUBCONFED - Do not advertise to EBGP peers.
s NO_ADVERTISE - Do not advertise to any peer.

s NO_EXPORT - Do not advertise outside BGP confederation

Click Save.
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Configure a Static Route

You can configure a static route on the tier-O gateway to external networks. After you configure
a static route, there is no need to advertise the route from tier-0 to tier-1, because tier-1
gateways automatically have a static default route towards their connected tier-O gateway.

Recursive static routes are supported.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

Select Networking > Tier-O Gateways.

To edit a tier-O gateway, click the menu icon (three dots) and select Edit.
Click Routing.

Click Set next to Static Routes.

Click Add Static Route.

N o u b~ W N

Enter a name and network address in CIDR format. Static routes based on IPv6 are
supported. IPv6 prefixes can only have an IPv6 next hop.

00

Click Set Next Hops to add next-hop information.
9 Click Add Next Hop.

10 Enter an IP address.

11 Specify the administrative distance.

12 Select an interface from the dropdown list.

13 Click the Add button.

What to do next

Check that the static route is configured properly. See Verify the Static Route.

Create a Route Map

A route map consists of a sequence of IP prefix lists, BGP path attributes, and an associated
action. The router scans the sequence for an IP address match. If there is a match, the router
performs the action and scans no further.

Route maps can be referenced at the BGP neighbor level and for route redistribution.

Prerequisites

m  Verify that an IP prefix list or a community list is configured. See Create an IP Prefix List or
Create a Community List.
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Procedure

1

O 00 N O u » W N

From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

Select Networking > Tier-O Gateways.

To edit a tier-O gateway, click the menu icon (three dots) and select Edit.
Click Routing.

Click Set next to Route Maps.

Click Add Route Map.

Enter a name and click Set to add match criteria.

Click Add Match Criteria to add one or more match criteria.

For each criterion, select IP Prefix or Community List and click Set to specify one or more
match expressions.

a If you selected Community List, specify match expressions that define how to match
members of community lists. For each community list, the following match options are
available:

m MATCH ANY - perform the set action in the route map if any of the communities in the
community list is matched.

m  MATCH ALL - perform the set action in the route map if all the communities in the
community list are matched regardless of the order.

s MATCH EXACT - perform the set action in the route map if all the communities in the
community list are matched in the exact same order.

s MATCH REGEXP - perform the set action in the route map if all the communities
associated with the NRLI match the regular expression.

For any match criterion, the match expressions are applied in an AND operation, which
means that all match expressions must be satisfied for a match to occur. If there are
multiple match criteria, they are applied in an OR operation, which means that a match will
occur if any one match criterion is satified.

10 Set BGP attributes.

BGP Attribute Description

AS-path Prepend Prepend a path with one or more AS (autonomous system) numbers to make the path longer
and therefore less preferred.

MED Multi-Exit Discriminator indicates to an external peer a preferred path to an AS.

Weight Set a weight to influence path selection. The range is O - 65535.

VMware, Inc. 20



NSX-T Data Center Administration Guide

BGP Attribute Description

Community Specify a list of communities using the aa:nn format, for example, 300:500. Or use the drop-
down menu to select one of the following:

m  NO_EXPORT_SUBCONFED - Do not advertise to EBGP peers.
m  NO_ADVERTISE - Do not advertise to any peer.
m  NO_EXPORT - Do not advertise outside BGP confederation

Local Preference Use this value to choose the outbound external BGP path. The path with the highest value is
preferred.
11 In the Action column, select Permit or Deny.

You can permit or deny IP addresses matched by the IP prefix lists or community lists from
being advertised.

12 Click Save.

Configure BGP

To enable access between your VMs and the outside world, you can configure an external BGP
(eBGP) connection between a tier-O gateway and a router in your physical infrastructure.

When configuring BGP, you must configure a local Autonomous System (AS) number for the
tier-O gateway. BGP multihop is supported.

BGPV6 is supported for single hop and multihop. A BGPv6 neighbor only supports IPv6
addresses. Redistribution, prefix list, and route maps are supported with IPv6 prefixes.

A tier-O gateway in active-active mode supports inter-SR (service router) iBGP. If gateway #1 is
unable to communicate with a northbound physical router, traffic is re-routed to gateway #2 in
the active-active cluster. If gateway #2 is able to communicate with the physical router, traffic
between gateway #1 and the physical router will not be affected.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

2 Select Networking > Tier-O Gateways.
3 To edit a tier-O gateway, click the menu icon (three dots) and select Edit.
4 Click BGP.

a Enter the local AS number.

b Click the BGP toggle to enable or disable BGP.

c If this gateway is in active-active mode, click the Inter SR iBGP toggle to enable or disable
inter-SR iBGP.

d Click the ECMP toggle button to enable or disable ECMP.
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e Click the Multipath Relax toggle button to enable or disable load-sharing across multiple
paths that differ only in AS-path attribute values but have the same AS-path length.

Note ECMP must be enabled for Multipath Relax to work.

f  Click the Graceful Restart toggle to enable or disable graceful restart.

Graceful restart is only supported if the NSX Edge cluster associated with the tier-O
gateway has only one edge node.

5 Configure Route Aggregation by adding IP address prefixes.

a Click Add Prefix.

b Enter a IP address prefix in CIDR format.

c For the option Summary Only, select Yes or No.
6 Configure BGP Neighbors.

a Enter the IP address of the neighbor.

b Enable or disable BFD.

¢ Enter the remote AS number.

d Configure the out filter.

e Configure the in filter.

f  Enable or disable the Allowas-in feature.

This is disabled by default. With this feature enabled, BGP neighbors can receive routes
with the same AS, for example, when you have two locations interconnected using the
same service provider. This feature applies to all the address families and cannot be
applied to specific address families.

g Click Timers & Password.
h Enter a value for BFD Interval.
i Enter a value for BFD Multiplier.
j  Enter a value for Hold Down Time.
k Enter a value for Keep Alive Time.
| Enter a password.
This is required if you configure MD5 authentication between BGP peers.

7 Click Save.

VMware, Inc. 22



Tier-1 Gateway

A tier-1 gateway performs the functions of a tier-1logical router. It has downlink connections to
segments and uplink connections to tier-O gateways.

Note Inthe Advanced Networking & Security tab, the term tier-1logical router is used to refer
to a tier-1 gateway.

You can configure route advertisements and static routes on a tier-1 gateway. Recursive static
routes are supported.

This chapter includes the following topics:

m  Add a Tier-1 Gateway

Add a Tier-1 Gateway

A tier-1 gateway is typically connected to a tier-O gateway in the northbound direction and to
segments in the southbound direction.

Tier-O and tier-1 gateways support the following addressing configurations for all interfaces
(uplinks, service ports and downlinks) in both single tier and multi-tiered topologies:

= IPv4 only
m  |Pv6 only
m  Dual Stack - both IPv4 and IPv6

To use IPv6 or dual stack addressing, enable IPv4 and IPv6 as the L3 Forwarding Mode in
Networking > Networking Settings > Global Networking Config .

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

2 Select Networking > Tier-1 Gateways.
3 Click Add Tier-1 Gateway.

4 Enter a name for the gateway.
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5 (Optional) Select a tier-O gateway to connect to this tier-1 gateway to create a multi-tier
topology.

6 Select a failover mode.

Option Description

Preemptive If the preferred NSX Edgenode fails and recovers, it will preempt its peer and become
the active node. The peer will change its state to standby. This is the default option.

Non-preemptive If the preferred NSX Edge node fails and recovers, it will check if its peer is the active
node. If so, the preferred node will not preempt its peer and will be the standby node.

7 (Optional) Select an NSX Edge cluster if you want this tier-1 gateway to host stateful services
(NAT, LB, FW).

If an NSX Edge cluster is selected, a service router will always be created (even if you do not
configure stateful services), affecting the north/south traffic pattern.

8 (Optional) Select an NSX Edge node.
9 Click Save.
10 (Optional) Click Route Advertisement.
Select one or more of the following:
m  All Static Routes
= AllNATIP's
= All DNS Forwarder Routes
= All LB VIP Routes
= All Connected Segments and Service Ports
= AllLB SNAT IP Routes

11 (Optional) Click Service Interfaces and Set to configure connections to segments. Required in
some topologies such as VLAN-backed segments or one-arm load balancing.

a Click Add Interface.
b Enter a name and IP address in CIDR format.
c Select a segment.
d Click Save.
12 (Optional) Click Static Routes and Set to configure static routes.
a Click Add Static Route.
b Enter a name and a network address in the CIDR or IPv6 CIDR format.
c Click Set Next Hops to add next hop information.

d Click Save.
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Segments

A segment performs the functions of a logical switch.

Note Inthe Advanced Networking & Security tab, the term logical switch is used to refer to a
segment.

This chapter includes the following topics:
m Segment Profiles

m  Add a Segment

Segment Profiles

Segment profiles include Layer 2 networking configuration details for segments and segment
ports. NSX Manager supports several types of segment profiles.

The following types of segment profiles are available:

= Qo0S (Quality of Service)

m |P Discovery

m  SpoofGuard

= Segment Security

= MAC Management

Note You cannot edit or delete the default segment profiles. If you require alternate settings
from what is in the default segment profile you can create a custom segment profile. By default
all custom segment profiles except the segment security profile will inherit the settings of the

appropriate default segment profile. For example, a custom IP discovery segment profile by
default will have the same settings as the default IP discovery segment profile.

Each default or custom segment profile has a unique identifier. You use this identifier to associate
the segment profile to a segment or a segment port.

A segment or segment port can be associated with only one segment profile of each type. You
cannot have, for example, two QoS segment profiles associated with a segment or segment port.

VMware, Inc. 25



NSX-T Data Center Administration Guide

If you do not associate a segment profile when you create a segment, then the NSX Manager
associates a corresponding default system-defined segment profile. The children segment ports
inherit the default system-defined segment profile from the parent segment.

When you create or update a segment or segment port you can choose to associate either a
default or a custom segment profile. When the segment profile is associated or disassociated
from a segment the segment profile for the children segment ports is applied based on the
following criteria.

m If the parent segment has a profile associated with it, the child segment port inherits the
segment profile from the parent.

m If the parent segment does not have a segment profile associated with it, a default segment
profile is assigned to the segment and the segment port inherits that default segment profile.

m If you explicitly associate a custom profile with a segment port, then this custom profile
overrides the existing segment profile.

Note If you have associated a custom segment profile with a segment, but want to retain the
default segment profile for one of the child segment port, then you must make a copy of the
default segment profile and associate it with the specific segment port.

You cannot delete a custom segment profile if it is associated to a segment or a segment port.
You can find out whether any segments and segment ports are associated with the custom
segment profile by going to the Assigned To section of the Summary view and clicking on the
listed segments and segment ports.

Understanding QoS Segment Profile

QoS provides high-quality and dedicated network performance for preferred traffic that requires
high bandwidth. The QoS mechanism does this by prioritizing sufficient bandwidth, controlling
latency and jitter, and reducing data loss for preferred packets even when there is a network
congestion. This level of network service is provided by using the existing network resources
efficiently.

For this release, shaping and traffic marking namely, CoS and DSCP is supported. The Layer 2
Class of Service (CoS) allows you to specify priority for data packets when traffic is buffered in
the segment due to congestion. The Layer 3 Differentiated Services Code Point (DSCP) detects
packets based on their DSCP values. CoS is always applied to the data packet irrespective of the
trusted mode.
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NSX-T Data Center trusts the DSCP setting applied by a virtual machine or modifying and setting
the DSCP value at the segment level. In each case, the DSCP value is propagated to the outer IP
header of encapsulated frames. This enables the external physical network to prioritize the traffic
based on the DSCP setting on the external header. When DSCP is in the trusted mode, the DSCP
value is copied from the inner header. When in the untrusted mode, the DSCP value is not
preserved for the inner header.

Note DSCP settings work only on tunneled traffic. These settings do not apply to traffic inside
the same hypervisor.

You can use the QoS switching profile to configure the average ingress and egress bandwidth
values to set the transmit limit rate. The peak bandwidth rate is used to support burst traffic a
segment is allowed to prevent congestion on the northbound network links. These settings do
not guarantee the bandwidth but help limit the use of network bandwidth. The actual bandwidth
you will observe is determined by the link speed of the port or the values in the switching profile,
whichever is lower.

The QoS switching profile settings are applied to the segment and inherited by the child segment
port.
Create a QoS Segment Profile

You can define the DSCP value and configure the ingress and egress settings to create a custom
QoS switching profile.

Prerequisites

m  Familiarize yourself with the QoS switching profile concept. See Understanding QoS
Switching Profile.

m |dentify the network traffic you want to prioritize.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

2 Select Networking > Segments > Segment Profiles.

3 Click Add Segment Profile and select QoS.
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4 Complete the QoS switching profile details.

Option
Name

Mode

Priority

Class of Service

Ingress

Ingress Broadcast

Egress

VMware, Inc.

Description
Name of the profile.

Select either a Trusted or Untrusted option from the Mode drop-down
menu.

When you select the Trusted mode the inner header DSCP value is applied
to the outer IP header for IP/IPv6 traffic. For non IP/IPv6 traffic, the outer IP
header takes the default value. Trusted mode is supported on an overlay-
based logical port. The default value is O.

Untrusted mode is supported on overlay-based and VLAN-based logical
port. For the overlay-based logical port, the DSCP value of the outbound IP
header is set to the configured value irrespective to the inner packet type
for the logical port. For the VLAN-based logical port, the DSCP value of IP/
IPv6 packet will be set to the configured value. The DSCP values range for
untrusted mode is between O to 63.

Note DSCP settings work only on tunneled traffic. These settings do not
apply to traffic inside the same hypervisor.

Set the CoS priority value.
The priority values range from O to 63, where O has the highest priority.

Set the CoS value.

CoS is supported on VLAN-based logical port. CoS groups similar types of
traffic in the network and each type of traffic is treated as a class with its
own level of service priority. The lower priority traffic is slowed down or in
some cases dropped to provide better throughput for higher priority traffic.
CoS can also be configured for the VLAN ID with zero packet.

The CoS values range from O to 7, where O is the best effort service.

Set custom values for the outbound network traffic from the VM to the
logical network.

You can use the average bandwidth to reduce network congestion. The
peak bandwidth rate is used to support burst traffic and the burst size is
based on the duration with peak bandwidth. You set burst duration in the
burst size setting. You cannot guarantee the bandwidth. However, you can
use the Average, Peak, and Burst Size settings to limit network bandwidth.
For example, if the average bandwidth is 30 Mbps, peak bandwidth is 60
Mbps, and the allowed duration is 0.1 second, then the burst size is 60 *
1000000 * 0.10/8 = 750000 Bytes.

The default value O disables rate limiting on the ingress traffic.

Set custom values for the outbound network traffic from the VM to the
logical network based on broadcast.

For example, when you set the average bandwidth for a logical switch to
3000 Kbps, peak bandwidth is 6000 Kbps, and the allowed duration is 0.1
second, then the burst size is 6000 * 1000 * 0.10/8 = 75000 Bytes.

The default value O disables rate limiting on the ingress broadcast traffic.

Set custom values for the inbound network traffic from the logical network
to the VM.

The default value O disables rate limiting on the egress traffic.
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If the ingress, ingress broadcast, and egress options are not configured, the default values
are used.

5 Click Save.

Understanding IP Discovery Segment Profile

IP Discovery uses DHCP and DHCPv6 snooping, ARP (Address Resolution Protocol) snooping, ND
(Neighbor Discovery) snooping, and VM Tools to learn MAC and IP addresses.

The discovered MAC and IP addresses are used to achieve ARP/ND suppression, which
minimizes traffic between VMs connected to the same segment. The addresses are also used by
the SpoofGuard and distributed firewall (DFW) components. DFW uses the address bindings to
determine the IP address of objects in firewall rules.

DHCP/DHCPvV6 snooping inspects the DHCP/DHCPv6 packets exchanged between the DHCP/
DHCPV6 client and server to learn the IP and MAC addresses.

ARP snooping inspects the outgoing ARP and GARP (gratuitous ARP) packets of a VM to learn
the IP and MAC addresses.

VM Tools is software that runs on an ESXi-hosted VM and can provide the VM's configuration
information including MAC and IP or IPv6 addresses. This IP discovery method is available for
VMs running on ESXi hosts only.

ND snooping is the IPv6 equivalent of ARP snooping. It inspects neighbor solicitation (NS) and
neighbor advertisement (NA) messages to learn the IP and MAC addresses.

Duplicate address detection checks whether a newly discovered IP address is already present on
the realized binding list for a different port. This check is performed for ports on the same
segment. If a duplicate address is detected, the newly discovered address is added to the
discovered list, but is not added to the realized binding list. All duplicate IPs have an associated
discovery timestamp. If the IP that is on the realized binding list is removed, either by adding it to
the ignore binding list (see below) or by disabling snooping, the duplicate IP with the oldest
timestamp is moved to the realized binding list. The duplicate address information is available
through an API call.

By default, the discovery methods ARP snooping and ND snooping operate in a mode called
trust on first use (TOFU). In TOFU mode, when an address is discovered and added to the
realized bindings list, that binding remains in the realized list forever. TOFU applies to the first 'n’
unique <IP, MAC, VLAN> bindings discovered using ARP/ND snooping, where 'n' is the binding
limit that you can configure. You can disable TOFU for ARP/ND snooping. The methods will then
operate in trust on every use (TOEU) mode. In TOEU mode, when an address is discovered, it is
added to the realized bindings list and when it is deleted or expired, it is removed from the
realized bindings list. The methods DHCP snooping and VM Tools always operate in TOEU mode.

Note TOFU does not mean SpoofGuard and it does not block traffic like SpoofGuard does. For
more information about SpoofGuard, see Understanding SpoofGuard Segment Profile.
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For each port, NSX Manager maintains maintains an ignore bindings list, which contains IP
addresses that that cannot be bound bound to the port. You can only update this list using the
APIL. You can also use this method By navigating to delete a previously discovered IP for a given
port. For more information, see the NSX-T API Reference and search for

ignore_address_bindings

Note For Linux VMs, the ARP flux problem might cause ARP snooping to obtain incorrect
information. The problem can be prevented with an ARP filter. For more information, see http://

linux-ip.net/html/ether-arp.html#ether-arp-flux.

Create an IP Discovery Segment Profile

NSX-T Data Center has several default IP Discovery switching profiles. You can also create
additional ones.

Prerequisites

Familiarize yourself with the IP Discovery switching profile concepts. See Understanding IP

Discovery Switching Profile

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

2 Select Networking > Segments > Segment Profiles.

3 Click Add Segment Profile and select IP Discovery.

4 Specify the IP Discovery switching profile details.
Option Description
Name Enter a name.

ARP Snooping
ARP Binding Limit

ARP ND Binding Limit Timeout

DHCP Snooping

DHCP V6 Snooping

VM Tools

VM Tools for IPv6

Neighbor Discovery Snooping
Neighbor Discovery Binding Limit
Trust on First use

Duplicate IP Detection
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For an IPv4 environment. Applicable if VMs have static IP addresses.
The maximum number of IPv4 IP addresses that can be bound to a port.

The timeout value, in minutes, for IP addresses in the ARP/ND binding table
if TOFU is disabled. If an address times out, a newly discovered address will
replace it.

For an IPv4 environment. Applicable if VMs have IPv4 addresses.

For an IPv6 environment. Applicable if VMs have IPv6 addresses.
Available for ESXi-hosted VMs only.

Available for ESXi-hosted VMs only.

For an IPv6 environment. Applicable if VMs have static IP addresses.
The maximum number of IPv6 addresses that can be bound to a port.
Applicable to ARP and ND snooping.

For all snooping methods and both IPv4 and IPv6 environments.
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5 Click Save.

Understanding SpoofGuard Segment Profile

SpoofGuard helps prevent a form of malicious attack called "web spoofing" or "phishing." A
SpoofGuard policy blocks traffic determined to be spoofed.

SpoofGuard is a tool that is designed to prevent virtual machines in your environment from
sending traffic with an IP address it is not authorized to end traffic from. In the instance that a
virtual machine’s IP address does not match the IP address on the corresponding logical port and
segment address binding in SpoofGuard, the virtual machine’s vNIC is prevented from accessing
the network entirely. SpoofGuard can be configured at the port or segment level. There are
several reasons SpoofGuard might be used in your environment:

m  Preventing a rogue virtual machine from assuming the IP address of an existing VM.

m  Ensuring the IP addresses of virtual machines cannot be altered without intervention - in
some environments, it’s preferable that virtual machines cannot alter their IP addresses
without proper change control review. SpoofGuard facilitates this by ensuring that the virtual
machine owner cannot simply alter the IP address and continue working unimpeded.

m  Guaranteeing that distributed firewall (DFW) rules will not be inadvertently (or deliberately)
bypassed - for DFW rules created utilizing IP sets as sources or destinations, the possibility
always exists that a virtual machine could have it’s IP address forged in the packet header,
thereby bypassing the rules in question.

NSX-T Data Center SpoofGuard configuration covers the following:
s MAC SpoofGuard - authenticates MAC address of packet
m |P SpoofGuard - authenticates MAC and IP addresses of packet

m  Dynamic Address Resolution Protocol (ARP) inspection, that is, ARP and Gratuitous Address
Resolution Protocol (GARP) SpoofGuard and Neighbor Discovery (ND) SpoofGuard validation
are all against the MAC source, IP Source and IP-MAC source mapping in the ARP/GARP/ND
payload.

At the port level, the allowed MAC/VLAN/IP whitelist is provided through the Address Bindings
property of the port. When the virtual machine sends traffic, it is dropped if its IP/MAC/VLAN
does not match the IP/MAC/VLAN properties of the port. The port level SpoofGuard deals with
traffic authentication, i.e. is the traffic consistent with VIF configuration.

At the segment level, the allowed MAC/VLAN/IP whitelist is provided through the Address
Bindings property of the segment. This is typically an allowed IP range/subnet for the segment
and the segment level SpoofGuard deals with traffic authorization.

Traffic must be permitted by port level AND segment level SpoofGuard before it will be allowed
into segment. Enabling or disabling port and segment level SpoofGuard, can be controlled using
the SpoofGuard segment profile.
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Create a SpoofGuard Segment Profile

When SpoofGuard is configured, if the IP address of a virtual machine changes, traffic from the
virtual machine may be blocked until the corresponding configured port/segment address
bindings are updated with the new IP address.

Enable SpoofGuard for the port group(s) containing the guests. When enabled for each network
adapter, SpoofGuard inspects packets for the prescribed MAC and its corresponding IP address.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

Select Networking > Segments > Segment Profiles.
Click Add Segment Profile and select Spoof Guard.
Enter a name.

To enable port level SpoofGuard, set Port Bindings to Enabled.

o u h» W N

Click Save.

Understanding Segment Security Segment Profile

Segment security provides stateless Layer2 and Layer 3 security by checking the ingress traffic
to the segment and dropping unauthorized packets sent from VMs by matching the IP address,
MAC address, and protocols to a set of allowed addresses and protocols. You can use segment
security to protect the segment integrity by filtering out malicious attacks from the VMs in the
network.

You can configure the Bridge Protocol Data Unit (BPDU) filter, DHCP Snooping, DHCP server
block, and rate limiting options to customize the segment security segment profile on a segment.
Create a Segment Security Segment Profile

You can create a custom segment security segment profile with MAC destination addresses from
the allowed BPDU list and configure rate limiting.

Prerequisites

Familiarize yourself with the segment security segment profile concept. See Understanding
Switch Security Switching Profile.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

2 Select Networking > Segments > Segment Profiles.

3 Click Add Segment Profile and select Segment Security.
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4 Complete the segment security profile details.

Option
Name

BPDU Filter

BPDU Filter Allow List

DHCP Filter

DHCPvV6 Filter

Block Non-IP Traffic

RA Guard

Rate Limits

5 Click Save.

Description
Name of the profile.

Toggle the BPDU Filter button to enable BPDU filtering. Disabled by default.
When the BPDU filter is enabled, all of the traffic to BPDU destination MAC
address is blocked. The BPDU filter when enabled also disables STP on the
logical switch ports because these ports are not expected to take part in
STP.

Click the destination MAC address from the BPDU destination MAC
addresses list to allow traffic to the permitted destination. You must enable
BPDU Filter to be able to select from this list.

Toggle the Server Block button and Client Block button to enable DHCP
filtering. Both are disabled by default.

DHCP Server Block blocks traffic from a DHCP server to a DHCP client. Note
that it does not block traffic from a DHCP server to a DHCP relay agent.
DHCP Client Block prevents a VM from acquiring a DHCP IP address by
blocking DHCP requests.

Toggle the V6 Server Block button and V6 Client Block button to enable
DHCP filtering. Both are disabled by default.

DHCPv6 Server Block blocks traffic from a DHCPv6 server to a DHCPv6
client. Note that it does not block traffic from a DHCP server to a DHCP relay
agent. Packets whose UDP source port number is 547 are filtered.

DHCPv6 Client Block prevents a VM from acquiring a DHCP IP address by
blocking DHCP requests. Packets whose UDP source port number is 546 are
filtered.

Toggle the Block Non-IP Traffic button to allow only IPv4, IPv6, ARP, and
BPDU traffic.

The rest of the non-IP traffic is blocked. The permitted IPv4, IPv6, ARP,
GARP and BPDU traffic is based on other policies set in address binding and
SpoofGuard configuration.

By default, this option is disabled to allow non-IP traffic to be handled as
regular traffic.

Toggle the RA Guard button to filter out ingress IPv6 router advertisements.
ICMPV6 type 134 packets are filtered out. This option is enabled by default.

Set a rate limit for broadcast and multicast traffic. This option is enabled by
default.

Rate limits can be used to protect the logical switch or VMs from events
such as broadcast storms.

To avoid any connectivity problems, the minimum rate limit value must be >=
10 pps.

Understanding MAC Discovery Segment Profile

The MAC management segment profile supports two functionalities: MAC learning and MAC

address change.
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The MAC address change feature allows a VM to change its MAC address. A VM connected to a
port can run an administrative command to change the MAC address of its vNIC and still send
and receive traffic on that vNIC. This feature is supported on ESXi only and not on KVM. This
property is disabled by default.

MAC learning provides network connectivity to deployments where multiple MAC addresses are
configured behind one VNIC, for example, in a nested hypervisor deployment where an ESXi VM
runs on an ESXi host and multiple VMs run inside the ESXi VM. Without MAC learning, when the
ESXi VM's VNIC connects to a segment port, its MAC address is static. VMs running inside the
ESXi VM do not have network connectivity because their packets have different source MAC
addresses. With MAC learning, the vSwitch inspects the source MAC address of every packet
coming from the vNIC, learns the MAC address and allows the packet to go through. If a MAC
address that is learned is not used for a certain period of time, it is removed. This time period is
not confurable. The field MAC Learning Aging Time displays the pre-defined value, which is 600.

MAC learning also supports unknown unicast flooding. Normally, when a packet that is received
by a port has an unknown destination MAC address, the packet is dropped. With unknown
unicast flooding enabled, the port floods unknown unicast traffic to every port on the switch that
has MAC learning and unknown unicast flooding enabled. This property is enabled by default, but
only if MAC learning is enabled.

The number of MAC addresses that can be learned is configurable. The maximum value is 4096,
which is the default. You can also set the policy for when the limit is reached. The options are:

m  Drop - Packets from an unknown source MAC address are dropped. Packets inbound to this
MAC address will be treated as unknown unicast. The port will receive the packets only if it
has unknown unicast flooding enabled.

m  Allow - Packets from an unknown source MAC address are forwarded although the address
will not be learned. Packets inbound to this MAC address will be treated as unknown unicast.
The port will receive the packets only if it has unknown unicast flooding enabled.

If you enable MAC learning or MAC address change, to improve security, configure SpoofGuard
as well.
Create a MAC Discovery Segment Profile

You can create a MAC discovery segment profile to manage MAC addresses.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

2 Select Networking > Segments > Segment Profiles.

3 Click Add Segment Profile and select MAC Discovery.
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Complete the MAC discovery profile details.

Option Description

Name Name of the profile.

MAC Change Enable or disable the MAC address change feature. The default is disabled.
MAC Learning Enable or disable the MAC learning feature. The default is disabled.

MAC Limit Policy Select Allow or Drop. The default is Allow. This option is available if you

enable MAC learning

Unknown Unicast Flooding Enable or disable the unknown unicast flooding feature. The default is
enabled. This option is available if you enable MAC learning

MAC Limit Set the maximum number of MAC addresses. The default is 4096. This
option is available if you enable MAC learning

MAC Learning Aging Time For information only. This option is not configurable. The pre-defined value
is 600.

Click Save.

Add a Segment

A segment connects to gateways and VMs. A segment performs the functions of a logical switch.

For information on how to find the VIF ID of a VM, see Connecting a VM to a Logical Switch.

Note An N-VDS switch configured in the Enhanced Datapath mode supports IP Discovery,
SpoofGuard, and IPFIX profiles.

Procedure

1

a b~ W N

From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

Select Networking > Segments.
Click Add.

Enter a name for the segment.
Select an uplink.

You can select an existing tier-O or tier-1 gateway, or select None. If you select None, the
segment is simply a logical switch. With a subnet configured, it can link to a tier-0O or tier-1
gateway.

If the uplink is a tier-1 gateway, select a type, Flexible or Fixed.

A flexible segment can be unlinked from gateways. A fixed segment can be deleted but not
unlinked from a gateway.

Click Set Subnets to specify a subnet.
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8 Select a transport zone.

9 If the transport zone is of type VLAN, specify a list of VLAN IDs.

10 Click Save.

11 Click Ports and Set to add segment ports.

a

b

h

Click Add Segment Port.

Enter a port name.

For ID, enter the VIF UUID of the VM or server that connects to this port.
Select a type: Parent, Child, or Independent.

Leave this field blank except for use cases such as containers or VMware HCX. If this port
is for a container in a VM, select Child. If this port is for a container host VM, select
Parent. If this port is for a bare metal container or server, select Independent.

Enter a context ID.

Enter the parent VIF ID if Type is Child, or transport node ID if Type is Independent.
Enter a traffic tag.

Enter the VLAN ID in container and other use cases.

Select an address allocation method: IP Pool, MAC Pool, Both, or None.

Specify tags.

Select segment profiles for this port.

12 Click Segment Profiles to select segment profiles.

13 Click Save.
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Virtual Private Network (VPN)

NSX-T Data Center supports IPSec Virtual Private Network (IPSec VPN) and Layer 2 VPN (L2
VPN) on an NSX Edge node. IPSec VPN offers site-to-site connectivity between an NSX Edge
node and remote sites. With L2 VPN, you can extend your data center by allowing virtual
machines to keep their network connectivity across geographical boundaries while using the
same |IP address.

Note IPSec VPN and L2 VPN are not supported in the NSX-T Data Center limited export release.

You must have a working NSX Edge node, with at least one configured Tier-O gateway, before
you can configure a VPN service. For more information, see "NSX Edge Installation" in the NSX-T
Data Center Installation Guide.

Beginning with NSX-T Data Center 2.4, you can also configure new VPN services using the NSX
Manager user interface. In earlier releases of NSX-T Data Center, you can only configure VPN
services using REST API calls.

Important When using NSX-T Data Center 2.4 or later to configure VPN services, you must use
new objects, such as Tier-O gateways, that were created using the NSX Manager Ul or Policy
APIs that are included with NSX-T Data Center 2.4 or later release. To use existing Tier-O logical
routers that were configured before the NSX-T Data Center 2.4 release, you must continue to
use API calls to configure a VPN service.

System-default configuration profiles with predefined values and settings are made available for
your use during a VPN service configuration. You can also define new profiles with different
settings and select them during the VPN service configuration.

This chapter includes the following topics:
m  Understanding IPSec VPN

m  Understanding Layer 2 VPN

= Adding VPN Services

m  Adding IPSec VPN Sessions

m  Adding L2 VPN Sessions

m  Add Local Endpoints

m  Adding Profiles
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m  Check the Realized State of an IPSec VPN Session

m  Monitor and Troubleshoot VPN Sessions

Understanding IPSec VPN

Internet Protocol Security (IPSec) VPN secures traffic flowing between two networks connected
over a public network through IPSec gateways called endpoints. NSX Edge supports site-to-site
IPSec VPN between an NSX Edge node and remote sites.

IPSec VPN secures traffic flowing between two networks connected over a public network
through IPSec gateways called endpoints. NSX Edge only supports a tunnel mode that uses IP
tunneling with Encapsulating Security Payload (ESP). ESP operates directly on top of IP, using IP
protocol number 50.

IPSec VPN uses the IKE protocol to negotiate security parameters. The default UDP port is set to
500. If NAT is detected in the gateway, the port is set to UDP 4500.

In NSX-T Data Center, IPSec VPN services are only supported on Tier-O gateways that must be in
Active-Standby high-availability mode. See Add a Tier-O Gateway for information. You can use
segments that are connected to either Tier-O or Tier-1 gateways when configuring an IPSec VPN
service.

IPsec VPN service in NSX-T Data Center uses the gateway-level failover functionality to support
high-availability. Tunnels are re-established on failover and VPN configuration data is
synchronized. The IPSec VPN state is not synchronized as tunnels are re-established.

Pre-shared key mode authentication and IP unicast traffic are supported between the NSX Edge
node and remote VPN sites. In addition, certificate authentication is supported beginning with
NSX-T Data Center 2.4. Only certificate types signed by one of the following signature hash
algorithms are supported.

= SHA256withRSA
= SHA384withRSA
= SHA5T2withRSA

NSX Edge supports two types of IPSec VPN: policy-based IPSec VPN and route-based IPSec
VPN.

Using Policy-Based IPSec VPN

Policy-based IPSec VPN requires a VPN policy to be applied to packets to determine which
traffic is to be protected by IPSec before being passed through the VPN tunnel.

This type of VPN is considered static because when a local network topology and configuration
change, the VPN policy settings must also be updated to accommodate the changes.

When using a policy-based IPSec VPN with NSX-T Data Center, you use IPSec tunnels to connect
one or more local subnets behind the NSX Edge node with the peer subnets on the remote VPN
site.
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You can deploy an NSX Edge node behind a NAT device. In this deployment, the NAT device
translates the VPN address of an NSX Edge node to a publicly accessible address facing the
Internet. Remote VPN sites use this public address to access the NSX Edge node.

You can place remote VPN sites behind a NAT device as well. You must provide the remote VPN
site's public IP address and its ID (either FQDN or IP address) to set up the IPSec tunnel. On both
ends, static one-to-one NAT is required for the VPN address.

The size of the NSX Edge node determines the maximum number of supported tunnels, as shown
in the following table.

Table 5-1. Number of IPSec Tunnels Supported

# of IPSec Tunnels Per VPN

Edge Node # of IPSec Tunnels Per Service

Size VPN Session (Policy-Based) # of Sessions Per VPN Service (16 tunnels per session)
Small N/A (POC/Lab Only) N/A (POC/Lab Only) N/A (POC/Lab Only)
Medium 128 128 2048

Large 128 (soft limit) 256 4096

Bare Metal 128 (soft limit) 512 6000

Restriction The inherent architecture of policy-based IPSec VPN restricts you from setting up a
VPN tunnel redundancy.

For information about configuring a policy-based IPSec VPN, see Add an IPSec VPN Service.

Using Route-Based IPSec VPN

Route-based IPSec VPN provides tunneling on traffic based on the routes learned dynamically
over a special interface called virtual tunnel interface (VTI) using, for example, BGP as the
protocol. IPSec secures all the traffic flowing through the VTI.

Route-based IPSec VPN is similar to Generic Routing Encapsulation (GRE) over IPSec, with the
exception that no additional encapsulation is added to the packet before applying IPSec
processing.

In this VPN tunneling approach, VTls are created on the NSX Edge node. Each VTl is associated
with an IPSec tunnel. The encrypted traffic is routed from one site to another site through the VTI
interfaces. IPSec processing happens only at the VTI.
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VPN Tunnel Redundancy

You can configure VPN tunnel redundancy with a route-based IPSec VPN service. Tunnel
redundancy provides an uninterrupted data path connectivity between the two sites when the
ISP link fails, or when the remote VPN gateway fails.

Important

m  In NSX-T Data Center, IPSec VPN tunnel redundancy is supported only using BGP. OSPF
dynamic routing is not supported for routing through IPSec VPN tunnels.

m Do not use static routing for route-based IPSec VPN tunnels to achieve VPN tunnel
redundancy.

The following figure shows a logical representation of IPSec VPN tunnel redundancy between
two sites. In this figure, Site A and Site B represent two data centers. For this example, assume
that NSX-T Data Center is not managing the Edge VPN Gateways in Site A, and that NSX-T Data
Center is managing an Edge Gateway virtual appliance in Site B.

Figure 5-1. Tunnel Redundancy in Route-Based IPSec VPN
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As shown in the figure, you can configure two independent IPSec VPN tunnels by using VTIs.
Dynamic routing is configured using BGP protocol to achieve tunnel redundancy. If both IPSec
VPN tunnels are available, they remain in service. All the traffic destined from Site A to Site B
through the NSX Edge node is routed through the VTI. The data traffic undergoes IPSec
processing and goes out of its associated NSX Edge node uplink interface. All the incoming IPSec
traffic received from Site B VPN Gateway on the NSX Edge node uplink interface is forwarded to
the VTI after decryption, and then usual routing takes place.

You must configure BGP HoldDown timer and KeepAlive timer values to detect loss of
connectivity with peer within the required failover time. See Configure BGP.

For information about configuring a policy-based IPSec VPN, see Add an IPSec VPN Service.
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Understanding Layer 2 VPN

With Layer 2 VPN (L2 VPN), you can extend Layer 2 networks (VLANs or VNIs) across multiple
sites on the same broadcast domain. Virtual machines (VMs) in the Layer 2 can seamlessly
communicate with each other over L2 VPN even if they are located across data centers.

With an L2 VPN connectivity, Layer 2 networks can be extended from an on-premise data center
to the cloud such as, VMware Cloud on Amazon (VMC). This connection is secured with a route-
based IPSec tunnel between the L2 VPN client and the L2 VPN server.

Each L2 VPN session has one Generic Routing Encapsulation (GRE) tunnel. Tunnel redundancy is
not supported. An L2 VPN session can extend up to 4094 Layer 2 networks.

NSX-T Data Center L2 VPN services are supported only on Tier-O gateways. Segments can be
connected to either Tier-0 or Tier-1 gateways and use L2 VPN services.

Note This L2 VPN feature is available only for NSX-T Data Center and does not have any third-
party interoperability.

The L2 VPN service support is provided in the following scenarios.

m  Between an NSX-T Data Center L2 VPN server and an L2 VPN client hosted on an NSX Edge
managed in an NSX Data Center for vSphere. A managed L2 VPN client is limited to
supporting VNIs.

m  Between an NSX-T Data Center L2 VPN server and an L2 VPN client hosted on a standalone
or unmanaged NSX Edge. An unmanaged L2 VPN client supports VLANS .

m  Beginning with NSX-T Data Center 2.4 release, L2 VPN service support is available between
an NSX-T Data Center L2 VPN server and NSX-T Data Center L2 VPN clients. In this scenario,
you can extend the logical L2 segments between two on-premises software-defined data
centers (SDDCs).

The extended network is a single subnet with a single broadcast domain, so virtual machines
(VMs) remain on the same subnet when they are moved between network sites and their IP
addresses remain the same.

You can migrate workloads between different physical sites and their IP addresses do not
change. The workloads can run on either VXLAN-based or VLAN-based networks. For cloud
providers, L2 VPN provides a mechanism to onboard tenants without modifying existing IP
addresses used by their workloads and applications.

In addition to supporting data center migration, an on-premise network extended with an L2 VPN
is useful for a disaster recovery plan and dynamically engaging off-premise compute resources
to meet the increased demand.

Adding VPN Services

You can add either an IPSec VPN (policy-based or route-based) or an L2 VPN using the NSX
Manager user interface (Ul).
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The following sections provide high-level information of the workflows required to set up the
VPN service that you need. The topics that follow these sections provide details on how to add
either an IPSec VPN or an L2 VPN using the NSX Manager user interface.

Policy-Based IPSec VPN Configuration Workflow

Configuring a policy-based IPSec VPN service workflow requires the following high-level steps.

1 Create and enable an IPSec VPN service using an existing Tier-O gateway. See Add an IPSec
VPN Service.

2 Create a DPD (dead peer detection) profile, if you prefer not to use the system default. See
Add DPD Profiles.

3 To use a non-system default IKE profile, define an IKE (Internet Key Exchange) profile . See
Add IKE Profiles.

4 Configure an IPSec profile using Add IPSec Profiles.
5 Use Add Local Endpoints to create a local endpoint.
6 Configure a policy-based IPSec VPN session, apply the profiles, and attach the local endpoint

to it. See Add a Policy-Based IPSec Session.

Route-Based IPSec VPN Configuration Workflow

A route-based IPSec VPN configuration workflow requires the following high-level steps.

1 Configure and enable an IPSec VPN service using an existing Tier-O gateway. See Add an
IPSec VPN Service.

Specify the local and peer subnets to be used for the tunnel.

Create a DPD profile. See Add DPD Profiles.

Define an IKE profile if you prefer not to use the default IKE profile. See Add IKE Profiles.

If you decide not to use the system default IPSec profile, create one using Add IPSec Profiles.

Add a local endpoint using Add Local Endpoints.
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Create a route-based IPSec VPN session. See Add a Route-Based IPSec Session.

L2 VPN Configuration Workflow

Configuring an L2 VPN requires that you configure an L2 VPN service in Server mode and then
another L2 VPN service in Client mode. You also must configure the sessions for the L2 VPN
server and L2 VPN client. Following is a high-level workflow for configuring an L2 VPN service.

1 Create an L2 VPN Service in Server mode.

a Configure a route-based IPSec VPN tunnel with a Tier-O gateway and an L2 VPN Server
service using that route-based IPSec tunnel. See Add an L2 VPN Server Service.
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b Configure an L2 VPN server session, which binds the newly created route-based IPSec
VPN service and the L2 VPN server service, and automatically allocates the GRE IP
addresses. See Add an L2 VPN Server Session.

¢ Add segments to the L2 VPN Server sessions. This step is also described in Add an L2
VPN Server Session.

d Use Download the Remote Side L2 VPN Configuration to obtain the peer code for the L2
VPN Server service session, which is used to configure the L2 VPN Client session
automatically.

2 Create an L2 VPN Service in Client mode.

a Configure another route-based IPSec VPN service using a different Tier-O gateway and
configure an L2 VPN Client service using that Tier-O gateway that you just configured.
See Add an L2 VPN Client Service for information.

b Define the L2 VPN Client sessions by importing the peer code generated by the L2 VPN
Server service. See Add an L2 VPN Client Session.

c Add segments to the L2 VPN Client sessions defined in the previous step. This step is
described in Add an L2 VPN Client Session.

Add an IPSec VPN Service

NSX-T Data Center supports a site-to-site IPSec VPN service between a Tier-O gateway and
remote sites. You can create a policy-based or a route-based IPSec VPN service. You must
create the IPSec VPN service first before you can configure either a policy-based or a route-
based IPSec VPN session.

Note IPSec VPN is not supported in the NSX-T Data Center limited export release.

IPSec VPN is not supported when the local endpoint IP address goes through NAT in the same
logical router that the IPSec VPN session is configured.

Prerequisites
m  Familiarize yourself with the IPSec VPN. See Understanding IPSec VPN.

m  You must have at least one Tier-O gateway configured and available for use. See Add a
Tier-O Gateway for more information.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

2 Navigate to Networking > VPN > VPN Services.
3 Select Add Service > IPSec.
4 Enter a name for the IPSec service.

This name is required.
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5 From the Tier-O Gateway drop-down menu, select the Tier-O gateway to associate with this
IPSec VPN service.

6 Enable or disable Admin Status.

By default, the value is set to Enabled, which means the IPSec VPN service is enabled on the
Tier-O gateway after the new IPSec VPN service is configured.

7 Set the value for IKE Log Level.

The Internet Key Exchange (IKE) logging level determines the amount of information you
want collected for the IPSec VPN traffic. The default is set to the Info level.

8 Enter a value for Tags if you want to include this service in a tag group.

9 Click Global Bypass Rules if you want to allow data packets to be exchanged between the
specified local and remote IP addresses without any IPSec protection, even if the IP
addresses are specified in the IPSec session rules. In Local Networks and Remote Networks,
enter the list of local and remote subnets between which the bypass rules are applied.

The default is to use the IPSec protection when data is exchanged between local and remote
sites. These rules apply for all IPSec VPN sessions created within this IPSec VPN service.

10 Click Save.

After the new IPSec VPN service is created successfully, you are asked whether you want to
continue with the rest of the IPSec VPN configuration. If you click Yes, you are taken back to
the Add IPSec VPN Service panel. The Session link is now enabled and you can click it to add
an IPSec VPN session.

What to do next

Use information in Adding IPSec VPN Sessions to guide you in adding an IPSec VPN session. You
also provide information for the profiles and local endpoint that are required to finish the IPSec
VPN configuration.

Add an L2 VPN Service

You can configure an L2 VPN service over an IPSec tunnel by creating a route-based IPSec VPN
tunnel first. You then configure an L2 VPN tunnel between an L2 VPN server (destination
gateway) and an L2 VPN client (source gateway) by consuming the route-based IPSec VPN
tunnel.

To configure an L2 VPN service over an IPSec tunnel, use the information in the topics that follow
in this section.

Prerequisites

m  Familiarize yourself with IPsec VPN and L2 VPN. See Understanding IPSec VPN and
Understanding Layer 2 VPN.
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= You must have at least one Tier-O gateway configured and available for use. See Add a
Tier-O Gateway.

Procedure

1 Add an L2 VPN Server Service

To configure an L2 VPN Server service, you must configure the L2 VPN service in server
mode on the destination NSX Edge to which the L2 VPN client is to be connected.

2 Addan L2 VPN Client Service
After you configure the L2 VPN server, configure the L2 VPN service in the client mode on
another Edge instance, which can be either an NSX-managed Edge, a standalone Edge, or
an NSX-T software-defined data center (SDDCQC).

Add an L2 VPN Server Service

To configure an L2 VPN Server service, you must configure the L2 VPN service in server mode
on the destination NSX Edge to which the L2 VPN client is to be connected.

Before configuring an L2 VPN server, you must first create a route-based IPSec VPN tunnel. You
then use this route-based IPSec VPN tunnel to create an L2 VPN tunnel that stretches your Layer
2 networks between two sites.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

2 Create a route-based IPSec tunnel with the NSX Edge you want to configure as the L2 VPN
server mode.

a Navigate to the Networking > VPN > VPN Services tab and select Add Service > IPSec.
b Enter a name for the IPSec VPN service.

c From the Tier-O Gateway drop-down menu, select a Tier-O gateway to use with the L2
VPN server.

d If you want to use values different from the system defaults, set the rest of the properties
on the Add IPSec Service pane, as needed.

e Click Save and when prompted if you want to continue configuring the IPSec VPN
service, select No.

3 Navigate to the Networking > VPN > VPN Services tab and select Add Service > L2 VPN
Server to create an L2 VPN server.

4 Enter a name for the L2 VPN server.

5 From the Tier-O Gateway drop-down menu, select the same Tier-O gateway that you used
with the IPSec service you created a moment ago.

6 Enter an optional description for this L2 VPN server.
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Enter a value for Tags if you want to include this service in a tag group.
Enable or disable the Hub & Spoke property.

By default, the value is set to Disabled, which means the traffic received from the L2 VPN
clients is only replicated to the segments connected to the L2 VPN server. If this property is
set to Enabled, the traffic from any L2 VPN client is replicated to all other L2 VPN clients.

Click Save.

After the new L2 VPN server is created successfully, you are asked whether you want to
continue with the rest of the L2 VPN service configuration. If you click Yes, you are taken
back to the Add L2 VPN Server pane and the Session link is enabled. You can use that link to
create an L2 VPN server session or use the Networking > VPN > L2 VPN Sessions tab.

What to do next

Configure an L2 VPN server session for the L2 VPN server that you configured using information
in Add an L2 VPN Server Session as a guide.

Add an L2 VPN Client Service

After you configure the L2 VPN server, configure the L2 VPN service in the client mode on
another Edge instance, which can be either an NSX-managed Edge, a standalone Edge, or an
NSX-T software-defined data center (SDDC).

Procedure

1

From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

Create a route-based IPSec tunnel for the L2 VPN client service.
a Navigate to the Networking > VPN > VPN Services tab and select Add Service > IPSec.
b Enter a name for the IPSec VPN service.

¢ From the Tier-O Gateway drop-down menu, select a Tier-O gateway to use with the L2
VPN client.

d If you want to use values different from the system defaults, set the rest of the properties
on the Add IPSec Service pane, as needed.

e Click Save and when prompted if you want to continue configuring the IPSec VPN
service, select No.

Navigate to the Networking > VPN > VPN Services tab and select Add Service > L2 VPN
Client.

Enter a name for the L2 VPN Client service.

From the Tier-O Gateway drop-down menu, select the same Tier-O gateway that you used
with the route-based IPSec tunnel you created a moment ago.
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6 Define the other properties on the Add L2 VPN Client pane if you want to use values other
than the system defaults.

7 Click Save.

After the new L2 VPN client service is created successfully, you are asked whether you want
to continue with the rest of the L2 VPN client configuration. If you click Yes, you are taken
back to the Add L2 VPN Client pane and the Session link is enabled. You can use that link to
create an L2 VPN client session or use the Networking > VPN > L2 VPN Sessions tab.

What to do next

Configure an L2 VPN client session for the L2 VPN Client service that you configured. Use the
information in Add an L2 VPN Client Session as a guide.

Adding IPSec VPN Sessions

After you have configured an IPSec VPN service, you must add either a policy-based IPSec VPN
session or a route-based IPSec VPN session, depending on the type of IPSec VPN you want to
configure. You also provide the information for the local endpoint and profiles to use to finish the
IPSec VPN service configuration.

Add a Policy-Based IPSec Session

When you add a policy-based IPSec VPN, IPSec tunnels are used to connect multiple local
subnets that are behind the NSX Edge node with peer subnets on the remote VPN site.

The following steps use the IPSec Sessions tab on the NSX Manager Ul to create a policy-based
IPSec session. You also add information for the tunnel, IKE, and DPD profiles, and select an
existing local endpoint to use with the policy-based IPSec VPN.

Note You can also add the IPSec VPN sessions immediately after you have successfully
configured the IPSec VPN service. You click Yes when prompted to continue with the IPSec VPN
service configuration and select Sessions > Add Sessions on the Add IPsec Service panel. The
first few steps in the following procedure assume you selected No to the prompt to continue with
the IPSec VPN service configuration. If you selected Yes, proceed to step 3 in the following steps
to guide you with the rest of the policy-based IPSec VPN session configuration.

Prerequisites

m  You must have configured an IPSec VPN service before proceeding. See Add an IPSec VPN
Service.

m  Obtain the information for the local endpoint, IP address for the peer site, local network
subnet, and remote network subnet to use with the policy-based IPSec VPN session you are
adding. To create a local endpoint, see Add Local Endpoints.

m If you are using a Pre-Shared Key (PSK) for authentication, obtain the PSK value.
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If you are using a certificate for authentication, ensure that the necessary server certificates
and corresponding CA-signed certificates are already imported. See Setting Up Certificates.

If you do not want to use the defaults for the IPSec tunnel, IKE, or dead peer detection (DPD)
profiles provided by NSX-T Data Center, configure the profiles you want to use instead. See
Adding Profiles for information.

Procedure

1
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10

1

From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

Navigate to the Networking > VPN > IPSec Sessions tab.

Select Add IPSec Session > Policy Based.

Enter a name for the policy-based IPSec VPN session.

From the VPN Service drop-down menu, select the IPSec VPN service to which you want to

add this new IPSec session.

Note If you are adding this IPSec session from the Add IPSec Sessions dialog box, the VPN
Service name is already indicated above the Add IPSec Session button.

Select an existing local endpoint from the drop-down menu.

This local endpoint value is required and identifies the local NSX Edge node. If you want to

create a different local endpoint, click the three-dot menu ( ] ) and select Add Local Endpoint.
In the Remote IP text box, enter the required IP address of the remote site.

This value is required.

Enter an optional description for this policy-based IPSec VPN session.

The maximum length is 1024 characters.

To enable or disable the IPSec VPN session, click Admin Status .

By default, the value is set to Enabled, which means the IPSec VPN session is to be configured
down to the NSX Edge node.

Select a mode from the Authentication Mode drop-down menu.

The default authentication mode used is PSK, which means a secret key shared between NSX
Edge and the remote site is used for the IPSec VPN session. If you select Certificate, the site
certificate that was used to configure the local endpoint is used for authentication.

If you selected PSK for the authentication mode, enter the key value in the Pre-shared Key
text box.

This secret key can be a string with a maximum length of 128 characters.

Be careful when sharing and storing a PSK value because it contains sensitive
information.
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In the Local Networks and Remote Networks text boxes, enter at least one IP subnet
address to use for this policy-based IPSec VPN session.

These subnets must be in a CIDR format.
To identify the peer site, enter a value in Remote ID.

For peer sites using PSK authentication, this ID value must be the public IP address or the
FQDN of the peer site. For peer sites using certificate authentication, this ID value must be
the common name (CN) or distinguished name (DN) used in the peer site's certificate.

Note If the peer site's certificate contains an email address in the DN string, for example,
C=US, ST=California, 0=MyCompany, OU=MyOrg, CN=Sitel23/emailAddress=userl@mycompany.com

then enter the Remote ID value using the following format as an example.
C=US, ST=California, O=MyCompany, OU=MyOrg, CN=Sitel23, MAILTO=userl@mycompany.com"

If the local site's certificate contains an email address in the DN string and the peer site uses
the strongSwan IPsec implementation, enter the local site's ID value in that peer site as shown
in the following example.

C=US, ST=California, 0=MyCompany, OU=MyOrg, CN=Sitel23, E=userl@mycompany.com"

If you want to include this session as part of a specific group, enter the tag name in Tags.

To change the profiles and initiation mode used by the policy-based IPSec VPN session, click
Profiles and Initiation Mode.

By default, the system generated profiles are used. Select another available profile if you do
not want to use the default. If you want to use a profile that is not configured yet, click the

three-dot menu ( f) to create another profile. See Adding Profiles.

a From the IKE Profiles drop-down menu, select the IKE profile to use.

b Select the preferred DPD profile from the DPD Profiles drop-down menu.
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¢ InIPSec Profiles, select the IPsec tunnel profile to use with the IPSec session.
d Select the preferred mode from the Connection Initiation Mode drop-down menu.

Connection initiation mode defines the policy used by the local endpoint in the process of
tunnel creation. The default value is Initiator. The following table describes the different
connection initiation modes available.

Table 5-2. Connection Initiation Modes

Connection Initiation Mode Description

Initiator The default value. In this mode, the local endpoint
initiates the IPSec VPN tunnel creation and responds
to incoming tunnel setup requests from the peer
gateway.

On Demand In this mode, the local endpoint initiates the IPSec VPN
tunnel creation after the first packet matching the
policy rule is received. It also responds to the incoming
initiation request.

Respond Only The IPSec VPN never initiates a connection. The peer
site always initiates the connection request and the
local endpoint responds to that connection request.

16 Click Save.

Results

When the new policy-based IPSec VPN session is configured successfully, it is added to the list of
available IPsec VPN sessions. It is in read-only mode.

What to do next

m  Verify that the IPSec VPN tunnel status is Up. See Monitor and Troubleshoot VPN Sessions
for information.

m |f necessary, manage the IPSec VPN session information by clicking the three-dot menu ( : )
on the left-side of the session's row. Select one of the actions you are allowed to perform.

Add a Route-Based IPSec Session

When you add a route-based IPSec VPN, tunneling is provided on traffic that is based on routes
that were learned dynamically over a virtual tunnel interface (VTI) using a preferred protocoal,
such as BGP. IPSec secures all the traffic flowing through the VTI.
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The steps described in this topic use the IPSec Sessions tab to create a route-based IPSec
session. You also add information for the tunnel, IKE, and DPD profiles, and select an existing
local endpoint to use with the route-based IPSec VPN.

Note You can also add the IPSec VPN sessions immediately after you have successfully
configured the IPSec VPN service. You click Yes when prompted to continue with the IPSec VPN
service configuration and select Sessions > Add Sessions on the Add IPsec Service panel. The
first few steps in the following procedure assume you selected No to the prompt to continue with
the IPSec VPN service configuration. If you selected Yes, proceed to step 3 in the following steps
to guide you with the rest of the route-based IPSec VPN session configuration.

Prerequisites

m  You must have configured an IPSec VPN service before proceeding. See Add an IPSec VPN
Service.

m  Obtain the information for the local endpoint, IP address for the peer site, and tunnel service
IP subnet address to use with the route-based IPSec session you are adding. To create a local
endpoint, see Add Local Endpoints.

m If you are using a Pre-Shared Key (PSK) for authentication, obtain the PSK value.

m |f you are using a certificate for authentication, ensure that the necessary server certificates
and corresponding CA-signed certificates are already imported. See Setting Up Certificates.

m If you do not want to use the default values for the IPSec tunnel, IKE, or dead peer detection
(DPD) profiles provided by NSX-T Data Center, configure the profiles you want to use
instead. See Adding Profiles for information.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

Navigate to Networking > VPN > IPSec Sessions.
Select Add IPSec Session > Route Based.

Enter a name for the route-based IPSec session.
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From the VPN Service drop-down menu, select the IPSec VPN service to which you want to
add this new IPSec session.

Note If you are adding this IPSec session from the Add IPSec Sessions dialog box, the VPN
Service name is already indicated above the Add IPSec Session button.

6 Select an existing local endpoint from the drop-down menu.

This local endpoint value is required and identifies the local NSX Edge node. If you want to

create a different local endpoint, click the three-dot menu ( ] ) and select Add Local Endpoint.
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In the Remote IP text box, enter the IP address of the remote site.
This value is required.

Enter an optional description for this route-based IPSec VPN session.
The maximum length is 1024 characters.

To enable or disable the IPSec session, click Admin Status .

By default, the value is set to Enabled, which means the IPSec session is to be configured
down to the NSX Edge node.

Select a mode from the Authentication Mode drop-down menu.

The default authentication mode used is PSK, which means a secret key shared between NSX
Edge and the remote site is to be used for the IPSec VPN session. If you select Certificate,
the site certificate that was used to configure the local endpoint is used for authentication.

If you selected PSK for the authentication mode, enter the key value in the Pre-shared Key
text box.

This secret key can be a string with a maximum length of 128 characters.

Be careful when sharing and storing a PSK value because it contains some sensitive
information.

Enter an IP subnet address in Tunnel Interface in the CIDR notation.
This address is required.
Enter a value Remote ID.

For peer sites using PSK authentication, this ID value must be the public IP address or the
FQDN of the peer site. For peer sites using certificate authentication, this ID value must be
the common name (CN) or distinguished name (DN) used in the peer site's certificate.

Note If the peer site's certificate contains an email address in the DN string, for example,
C=US, ST=California, O=MyCompany, OU=MyOrg, CN=Sitel23/emailAddress=userl@mycompany.com

then enter the Remote ID value using the following format as an example.
C=US, ST=California, 0=MyCompany, OU=MyOrg, CN=Sitel23, MAILTO=userl@mycompany.com"

If the local site's certificate contains an email address in the DN string and the peer site uses
the strongSwan IPsec implementation, enter the local site's ID value in that peer site. The
following is an example.

C=US, ST=California, 0=MyCompany, OU=MyOrg, CN=Sitel23, E=userl@mycompany.com"

If you want to include this IPSec session as part of a specific group tag, enter the tag name in
Tags.
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15 To change the profiles and initiation mode to be used by the route-based IPSec VPN session,
click Profiles and Initiation Mode.

By default, the system-generated profiles are used. Select another available profile if you do
not want to use the default. If you want to use a profile that is not configured yet, click the

three-dot menu ( f) to create another profile. See Adding Profiles.

a From the IKE Profiles drop-down menu, select the IKE profile to use.

b Select the preferred DPD profile from the DPD Profiles drop-down menu.

c In IPSec Profiles, select the IPsec tunnel profile to use with the IPSec session.

d Select the preferred mode from the Connection Initiation Mode drop-down menu.
Connection initiation mode defines the policy used by the local endpoint in the process of
tunnel creation. The default value is Initiator. The following table describes the different
connection initiation modes available.

Table 5-3. Connection Initiation Modes

Connection Initiation Mode Description

Initiator The default value. In this mode, the local endpoint
initiates the IPSec VPN tunnel creation and responds
to incoming tunnel setup requests from the peer
gateway.

On Demand Do not use with the route-based VPN. This mode
applies to policy-based VPN only.

Respond Only The IPSec VPN never initiates a connection. The peer
site always initiates the connection request and the
local endpoint responds to that connection request.

16 Click Save.
Results

When the new route-based IPSec VPN session is configured successfully, it is added to the list of
available IPsec VPN sessions. It is in read-only mode.

What to do next

m  Verify that the IPSec VPN tunnel status is Up. See Monitor and Troubleshoot VPN Sessions
for information.

m  Configure routing using either a static route or BGP. See Configure a Static Route or
Configure BGP.

m If necessary, manage the IPSec VPN session information by clicking the three-dot menu ( : )
on the left-side of the session's row. Select one of the actions you can perform.
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Adding L2 VPN Sessions

After you have configured an L2 VPN server and an L2 VPN client, you must add L2 VPN
sessions for both to complete the L2 VPN service configuration.

Add an L2 VPN Server Session

After creating an L2 VPN Server service, you must add an L2 VPN session and attach it to an
existing segment.

The following steps use the L2 VPN Sessions tab on the NSX Manager Ul to create an L2 VPN
Server session. You also select an existing local endpoint and segment to attach to the L2 VPN
Server session.

Note You can also add an L2 VPN Server session immediately after you have successfully
configured the L2 VPN Server service. You click Yes when prompted to continue with the L2 VPN
Server configuration and select Sessions > Add Sessions on the Add L2 VPN Server panel. The
first few steps in the following procedure assume you selected No to the prompt to continue with
the L2 VPN Server configuration. If you selected Yes, proceed to step 3 in the following steps to
guide you with the rest of the L2 VPN Server session configuration.

Prerequisites

m  You must have configured an L2 VPN Server service before proceeding. See Add an L2 VPN
Server Service.

m  Obtain the information for the local endpoint and remote IP to use with the L2 VPN Server
session you are adding. To create a local endpoint, see Add Local Endpoints.

m  Obtain 