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The NSX-T Data Center Installation Guide describes how to install the VMware NSX-T™ Data
Center product. The information includes step-by-step configuration instructions, and suggested

best practices.

Intended Audience

This information is intended for anyone who wants to install or use NSX-T Data Center. This
information is written for experienced system administrators who are familiar with virtual machine
technology and network virtualization concepts.

Technical Publications Glossary

VMware Technical Publications provides a glossary of terms that might be unfamiliar to you. For
definitions of terms as they are used in VMware technical documentation, go to http://

www.vmware.com/support/pubs.

VMware, Inc.


http://www.vmware.com/support/pubs
http://www.vmware.com/support/pubs

Overview of NSX-T Data Center

In the same way that server virtualization programmatically creates and manages virtual
machines, NSX-T Data Center network virtualization programmatically creates and managed
software-based virtual networks.

With network virtualization, the functional equivalent of a network hypervisor reproduces the
complete set of Layer 2 through Layer 7 networking services (for example, switching, routing,
access control, firewalling, QoS) in software. As a result, these services can be programmatically
assembled in any arbitrary combination, to produce unique, isolated virtual networks in a matter
of seconds.

NSX-T Data Center works by implementing three separate but integrated planes: management,
control, and data. These planes are implemented as a set of processes, modules, and agents
residing on two types of nodes: NSX Manager and transport nodes.

m  Every node hosts a management plane agent.

m NSX Manager nodes host API services and the management plane cluster daemons.
m NSX Controller nodes host the central control plane cluster daemons.

m  Transport nodes host local control plane daemons and forwarding engines.

NSX Manager provides a three-node clustering support which merges policy manager,
management, and central control services on a cluster of nodes. NSX Manager clustering
provides high availability of the user interface and API. The convergence of management and
control plane nodes reduces the number of virtual appliances that must be deployed and
managed by the NSX-T Data Center administrator.

The NSX Manager appliance is available in three different sizes for different deployment
scenarios. A small appliance for lab or proof-of-concept deployments. A medium appliance for
deployments up to 64 hosts and a large appliance for customers who deploy to a large-scale
environment. See NSX Manager VM System Requirements and Configuration maximums tool.

This chapter includes the following topics:
m Key Concepts

m  Overview of the NSX Manager

VMware, Inc.
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Key Concepts
The common NSX-T Data Center concepts that are used in the documentation and user interface.

Compute Manager
A compute manager is an application that manages resources such as hosts and VMs. One
example is vCenter Server.

Control Plane

Computes runtime state based on configuration from the management plane. Control plane
disseminates topology information reported by the data plane elements, and pushes
stateless configuration to forwarding engines.

Data Plane

Performs stateless forwarding or transformation of packets based on tables populated by the
control plane. Data plane reports topology information to the control plane and maintains
packet level statistics.

External Network

A physical network or VLAN not managed by NSX-T Data Center. You can link your logical
network or overlay network to an external network through an NSX Edge. For example, a
physical network in a customer data center or a VLAN in a physical environment.

Fabric Node
Host that has been registered with the NSX-T Data Center management plane and has NSX-T
Data Center modules installed. For a hypervisor host or NSX Edge to be part of the NSX-T
Data Center overlay, it must be added to the NSX-T Data Center fabric.

Logical Port Egress
Outbound network traffic leaving the VM or logical network is called egress because traffic is
leaving virtual network and entering the data center.

Logical Port Ingress

Inbound network traffic leaving the data center and entering the VM is called ingress traffic.

Logical Router

NSX-T Data Center routing entity.

Logical Router Port

Logical network port to which you can attach a logical switch port or an uplink port to a
physical network.

Logical Switch
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Entity that provides virtual Layer 2 switching for VM interfaces and Gateway interfaces. A
logical switch gives tenant network administrators the logical equivalent of a physical Layer 2
switch, allowing them to connect a set of VMs to a common broadcast domain. A logical
switch is a logical entity independent of the physical hypervisor infrastructure and spans
many hypervisors, connecting VMs regardless of their physical location.

In a multi-tenant cloud, many logical switches might exist side-by-side on the same hypervisor
hardware, with each Layer 2 segment isolated from the others. Logical switches can be
connected using logical routers, and logical routers can provide uplink ports connected to the
external physical network.

Logical Switch Port

Logical switch attachment point to establish a connection to a virtual machine network
interface or a logical router interface. The logical switch port reports applied switching profile,
port state, and link status.

Management Plane

Provides single API entry point to the system, persists user configuration, handles user
queries, and performs operational tasks on all of the management, control, and data plane
nodes in the system. Management plane is also responsible for querying, modifying, and
persisting use configuration.

NSX Edge Cluster
Collection of NSX Edge node appliances that have the same settings as protocols involved in
high-availability monitoring.

NSX Edge Node
Component with the functional goal is to provide computational power to deliver the IP
routing and the IP services functions.

NSX Managed Virtual Distributed Switch or KVM Open vSwitch

The NSX managed virtual distributed switch (N-VDS, previously known as hostswitch)or OVS
is used for shared NSX Edge and compute cluster. N-VDS is required for overlay traffic
configuration.

An N-VDS has two modes: standard and enhanced datapath. An enhanced datapath N-VDS
has the performance capabilities to support NFV (Network Functions Virtualization)
workloads.

NSX Manager

Node that hosts the API services, the management plane, and the agent services. NSX
Manager is an appliance included in the NSX-T Data Center installation package. You can
deploy the appliance in the role of nsx-manager nsx-controller or nsx-cloud-service-manager.
Currently, the appliance only supports one role at a time.
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NSX Manager Cluster

A cluster of NSX Managers that can provide high availability.

Open vSwitch (OVS)

Open source software switch that acts as a virtual switch within XenServer, Xen, KVM, and
other Linux-based hypervisors.

Overlay Logical Network

Logical network implemented using Layer 2-in-Layer 3 tunneling such that the topology seen
by VMs is decoupled from that of the physical network.

Physical Interface (pNIC)

Network interface on a physical server that a hypervisor is installed on.

Segment

Entity that provides virtual Layer 2 switching for VM interfaces and Gateway interfaces. A
segment gives tenant network administrators the logical equivalent of a physical Layer 2
switch, allowing them to connect a set of VMs to a common broadcast domain. A segment is
a logical entity independent of the physical hypervisor infrastructure and spans many
hypervisors, connecting VMs regardless of their physical location. A segment is also known
as a logical switch.

In a multi-tenant cloud, many segments might exist side-by-side on the same hypervisor
hardware, with each Layer 2 segment isolated from the others. Segments can be connected
using gateways, which can provide connectivity to the external physical network.

Tier-O Gateway or Tier-O Logical Router

The Tier-O Gateway is called the Tier-O Logical Router in the Advanced Networking &
Security tab. It interfaces with the physical network and can be realized as an active-active or
active-standby cluster. The Tier-O gateway runs BGP and peers with physical routers. In
active-standby mode the gateway can also provide stateful services.

Tier-1 Gateway or Tier-1Logical Router

The Tier-1 Gateway is called the Tier-1 Logical Router in the Advanced Networking & Security
tab. It connects to one Tier-O gateway for northbound connectivity and one or more overlay
networks for southbound connectivity. A Tier-1 gateway can be an active-standby cluster
that provides stateful services.

Transport Zone

Collection of transport nodes that defines the maximum span for logical switches. A transport
zone represents a set of similarly provisioned hypervisors and the logical switches that
connect VMs on those hypervisors.

Transport Node
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A node capable of participating in an NSX-T Data Center overlay or NSX-T Data Center VLAN

networking. For a KVM host, you can preconfigure the N-VDS, or you can have NSX Manager

perform the configuration. For an ESXi host, NSX Manager always configures the N-VDS.
Uplink Profile

Defines policies for the links from hypervisor hosts to NSX-T Data Center logical switches or
from NSX Edge nodes to top-of-rack switches. The settings defined by uplink profiles might
include teaming policies, active/standby links, the transport VLAN ID, and the MTU setting.
The transport VLAN set in the uplink profile tags overlay traffic only and the VLAN ID is used
by the TEP endpoint.

VM Interface (VNIC)

Network interface on a virtual machine that provides connectivity between the virtual guest
operating system and the standard vSwitch or vSphere distributed switch. The vNIC can be
attached to a logical port. You can identify a vNIC based on its Unique ID (UUID).

Virtual Tunnel Endpoint

Each hypervisor has a Virtual Tunnel Endpoint (VTEP) responsible for encapsulating the VM
traffic inside a VLAN header and routing the packet to a destination VTEP for further
processing. Traffic can be routed to another VTEP on a different host or the NSX Edge
gateway to access the physical network.

Overview of the NSX Manager

The NSX Manager provides a web-based user interface where you can manage the NSX-T
environment. It also hosts the API server that processes API calls.

The NSX Manager web interface provides two methods of configuring resources.

m  The Policy interface: the Networking, Security, Inventory, and Plan & Troubleshoot tabs.

m  The Advanced interface: the Advanced Networking & Security tab.

When to Use Policy or Advanced Interfaces

Be consistent about which user interface you use. There are a few reasons to use one user
interface over another.

m If you are deploying a new environment with NSX-T Data Center 2.4 or later, using the new
policy-based user interface to create and manage your environment is the best choice in
most situations.

m  Some features are not available in the policy-based user interface. If you need these
features, use the Advanced user interface for all configurations.

m |f you are upgrading to NSX-T Data Center 2.4 or later, continue to make configuration
changes using the Advanced Networking & Security user interface.

VMware, Inc. 12
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Table 1-1. When to Use Policy or Advanced Interfaces

Policy Interface

Most new deployments should use the policy-based
interface.

NSX Cloud deployments

Networking features available in the Policy interface only:
m  DNS Services and DNS Zones

m VPN

m  Forwarding policies for NSX Cloud

Security features available in the Policy interface only:

m  Endpoint Protection

m  Network Introspection (East-West Service Insertion)

m  Context Profiles
m L7 applications
m FQDN

m  New Distributed Firewall and Gateway Firewall Layout
m  Categories

m  Auto service rules

Using the Policy Interface

Advanced Interface

Deployments which were created using the advanced

interface, for example, upgrades from versions before the

policy-based interface was present.

Deployments which integrate with other plugins. For
example, NSX Container Plug-in, Openstack, and other
cloud management platforms.

Networking features available in the Advanced interface
only:

Layer 3 forwarding for IPv4 and IPv6
Forwarding up timer

Change internal transit network IP

VIP HA support on Tier-O

Standby relocation

Route advertisement filtering based on list of prefixes
on Tier-1

Loopback creation

BGP multihop

BGP source addresses

Static routes with BFD and interface as next-hop
Metadata proxy

DHCP server attached to an isolated segment and
static binding

Security features available in the Advanced interface only:

Ability to enable or disable Distributed Firewall,
Identity Firewall, and Gateway Firewall

Distributed Firewall session timers
Exclusion lists

CPU and memory thresholds
Sections for stateless rules

Bridge Firewall

Section Locking

Distributed Firewall rule IDs

Distributed Firewall rules based on IPs in source and
destination

If you decide to use the policy interface, use it to create all objects. Do not use the advanced

interface to create objects.

VMware, Inc.
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You can use the advanced interface to modify objects that have been created in the policy
interface. The settings for a policy-created object might include a link for Advanced
Configuration. This link takes you to the advanced interface where you can fine-tune the
configuration. You can also view policy-created objects in the advanced interface directly.
Settings that are managed by policy but are visible in the advanced interface have this icon next

to them: ©. You cannot modify them from the advanced user interface.

Where to Find the Policy Interfaces and Advanced Interfaces

The policy-based and advanced interfaces appear in different parts of the NSX Manager user
interface, and use different API URIs.

Table 1-2. Policy Interfaces and Advanced Interfaces

Policy Interface Advanced Interface

m  Networking tab Advanced Networking & Security tab
m  Security tab

®  Inventory tab

m  Plan & Troubleshoot tab

API URIs that begin with /policy/api API URIs that begin with /api

Note The System tab is used for all environments. If you modify Edge nodes, Edge clusters, or
transport zones, it can take up to 5 minutes for those changes to be visible on the policy-based
user interface. You can synchronize immediately using POST /policy/api/vl/infra/sites/default/

enforcement-points/default?action=reload.

For more information about using the policy API, see the NSX-T Policy API Getting Started Guide.

Names for Objects Created in the Policy and Advanced Interfaces

The objects you create have different names depending on which interface was used to create
them.

Table 1-3. Object Names

Objects Created Using the Policy Interface Objects Created Using the Advanced Interface
Segment Logical switch

Tier-1 gateway Tier-1logical router

Tier-O gateway Tier-0O logical router

Group NSGroup, IP Sets, MAC Sets

Security Policy Firewall section

Rule Firewall rule

Gateway firewall Edge firewall

VMware, Inc. 14
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NSX-T Data Center Installation
Workflows

You can install NSX-T Data Center on vSphere or KVM hosts. You can also configure a bare metal
server to use NSX-T Data Center.

To install or configure any of the hypervisors or bare metal, follow the recommended tasks in the
workflows.

This chapter includes the following topics:
m  NSX-T Data Center Workflow for vSphere
m  NSX-T Data Center Installation Workflow for KVM

m  NSX-T Data Center Configuration Workflow for Bare Metal Server

NSX-T Data Center Workflow for vSphere

Use the checklist to track your installation progress on a vSphere host.

Follow the recommended order of procedures.

1 Review the NSX Manager installation requirements. See NSX Manager Installation.
Configure the necessary ports and protocols. See Ports and Protocols.

Install the NSX Manager. See Install NSX Manager and Available Appliances.

Log in to the newly created NSX Manager. See Log In to the Newly Created NSX Manager .

Configure a compute manger. See Add a Compute Manager.

o o~ W N

Deploy additional NSX Manager nodes to form a cluster. See Deploy NSX Manager Nodes to
Form a Cluster from UI.

~N

Review the NSX Edge installation requirements. See NSX Edge Installation.
8 Install NSX Edges. See Install an NSX Edge on ESXi Using a vSphere GUI.

9 Create an NSX Edge cluster. See Create an NSX Edge Cluster.

10 Create transport zones. See Create Transport Zones.

1 Create host transport nodes. See Create a Standalone Host or Bare Metal Server Transport
Node or Configure a Managed Host Transport Node.

VMware, Inc. 15
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A virtual switch is created on each host. The management plane sends the host certificates to
the control plane, and the management plane pushes control plane information to the hosts.
Each host connects to the control plane over SSL presenting its certificate. The control plane
validates the certificate against the host certificate provided by the management plane. The
controllers accept the connection upon successful validation.

Post-Installation

When the hosts are transport nodes, you can create transport zones, logical switches, logical
routers, and other network components through the NSX Manager Ul or API at any time. When
NSX Edges and hosts join the management plane, the NSX-T Data Center logical entities and
configuration state are pushed to the NSX Edges and hosts automatically.

For more information, see the NSX-T Data Center Administration Guide.

NSX-T Data Center Installation Workflow for KVM

Use the checklist to track your installation progress on a KVM host.

Follow the recommended order of procedures.

1 Prepare your KVM environment. See Set Up KVM.
Review the NSX Manager installation requirements. See NSX Manager Installation.
Configure the necessary ports and protocols. See Ports and Protocols.

2

3

4 Install the NSX Manager. See Install NSX Manager on KVM.

5 Login to the newly created NSX Manager. See Log In to the Newly Created NSX Manager .
6

Configure third-party packages on the KVM host. See Install Third-Party Packages on a KVM
Host.

7 Deploy additional NSX Manager nodes to form a cluster. See Deploy NSX Manager Nodes to
Form a Cluster Using CLI .

8 Review the NSX Edge installation requirements. See NSX Edge Installation.
9 Install NSX Edges. See Install NSX Edge on Bare Metal .

10 Create an NSX Edge cluster. See Create an NSX Edge Cluster.

11 Create transport zones. See Create Transport Zones.

12 Create host transport nodes. See Create a Standalone Host or Bare Metal Server Transport
Node.

A virtual switch is created on each host. The management plane sends the host certificates to
the control plane, and the management plane pushes control plane information to the hosts.
Each host connects to the control plane over SSL presenting its certificate. The control plane
validates the certificate against the host certificate provided by the management plane. The
controllers accept the connection upon successful validation.
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Post-Installation

When the hosts are transport nodes, you can create transport zones, logical switches, logical
routers, and other network components through the NSX Manager Ul or API at any time. When
NSX Edges and hosts join the management plane, the NSX-T Data Center logical entities and
configuration state are pushed to the NSX Edges and hosts automatically.

For more information, see the NSX-T Data Center Administration Guide.

NSX-T Data Center Configuration Workflow for Bare Metal
Server

Use the checklist to track your progress when configuring bare metal server to use NSX-T Data
Center.

Follow the recommended order of procedures.

1

W

Review the bare metal requirements. See Bare Metal Server System Requirements.
Configure the necessary ports and protocols. See Ports and Protocols.
Install the NSX Manager. See Install NSX Manager on KVM.

Configure third-party packages on the bare metal server. See Install Third-Party Packages on
a Bare Metal Server.

Create host transport nodes. See Create a Standalone Host or Bare Metal Server Transport
Node.

A virtual switch is created on each host. The management plane sends the host certificates to
the control plane, and the management plane pushes control plane information to the hosts.
Each host connects to the control plane over SSL presenting its certificate. The control plane
validates the certificate against the host certificate provided by the management plane. The
controllers accept the connection upon successful validation.

Create an application interface for bare metal server workload. See Create Application
Interface for Bare Metal Server Workloads.
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Preparing for Installation

Before installing NSX-T Data Center, make sure your environment is prepared.
This chapter includes the following topics:

m  System Requirements

m  Ports and Protocols

m Installing NSX-T Data Center Components

System Requirements

Before you install NSX-T Data Center, your environment must meet specific hardware and
resource requirements.

NSX Manager VM System Requirements

Before you install an NSX Manager, make sure that your environment meets the supported
requirements.

Hypervisor Host Requirements for Transport Nodes

Hypervisor Version CPU Cores Memory
vSphere Supported vSphere version 4 16 GB
CentOS Linux KVM 7.4 4 16 GB
Red Hat Enterprise Linux 7.6,7.5 and 7.4 4 16 GB
(RHEL) KVM

SUSE Linux Enterprise Server 12 SP3, SP4 4 16 GB
KVM

Ubuntu KVM 18.04 and 16.04.2 LTS 4 16 GB

VMware, Inc. 18
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Table 3-1. Supported Hosts for NSX Managers

Support Description Hypervisor

ESXi For supported hosts, see the VMware Product
Interoperability Matrices.

KVM RHEL 7.4 and Ubuntu 16.04 LTS

For ESXi hosts, NSX-T Data Center supports the Host Profiles and Auto Deploy features on
vSphere 6.7 U1 or later. See Understanding vSphere Auto Deploy in the VMware ESXi Installation
and Setup documentation for more information.

On RHEL, the yum update command might update the kernel version and break the
compatibility with NSX-T Data Center. Disable the automatic kernel update when you run yum
update. Also, after running yum install, verify that NSX-T Data Center supports the kernel
version.

Hypervisor Host Network Requirements

It is required that hypervisor hosts running NSX-T Data Center have a compatible NIC card. For
supported NIC cards, see the VMware Compatibility Guide.

Tip To quickly identify compatible cards in the Compatibility Guide, apply the following criteria:
m  Under I/O Device Type, select Network.

m  Optionally, to use supported GENEVE encapsulation, under Features, select the GENEVE
options.

m  Optionally, to use Enhanced Data Path, select N-VDS Enhanced Data Path.

Enhanced Data Path NIC Drivers
Download the supported NIC drivers from the My VMware page.

NIC Card NIC Driver
Intel 82599 ixgben 1.1.0.26-10EM.670.0.0.7535516
Intel(R) Ethernet Controller X710 for 10GbE SFP+ i40en 1.2.0.0-10EM.670.0.0.8169922

Intel(R) Ethernet Controller XL710 for 40GbE QSFP+

NSX Manager VM Resource Requirements
Thin virtual disk size is 3.8 GB and thick virtual disk size is 200 GB.

Appliance Size Memory VvCPU Disk Space VM Hardware Version
NSX Manager Extra Small 8 GB 2 200 GB 10 or later
NSX Manager Small VM 16 GB 4 200 GB 10 or later
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Appliance Size Memory VvCPU Disk Space VM Hardware Version
NSX Manager Medium VM 24 GB 6 200 GB 10 or later
NSX Manager Large VM 48 GB 12 200 GB 10 or later

Note As of NSX-T 2.4, the NSX Manager provides multiple roles which previously required
separate appliances. This includes the policy role, the management plane role, and the central
control plane role. The central control plane role was previously provided by the NSX Controller
appliance.

m  The NSX Manager Extra Small VM resource requirements apply only to the Cloud Service
Manager.

m  The NSX Manager Small VM appliance size is suitable for lab and proof-of-concept
deployments, and must not be used in production.

m The NSX Manager Medium VM appliance size is suitable for typical production environments
and can support up to 64 hypervisors.

m  The NSX Manager Large VM appliance size is suitable for large-scale deployments with more
than 64 hypervisors.

For maximum scale using the NSX Manager Large VM appliance size, go to the VMware
Configuration Maximums tool at https://configmax.vmware.com/guest and select NSX-T Data
Center from the product list.

NSX Manager Browser Support

The following browsers are recommended for working with NSX Manager.

Browser Windows 10 Mac OS X 10.13, 10.14 Ubuntu 18.04
Google Chrome 76 Yes Yes Yes
Mozilla Firefox 68 Yes Yes Yes
Microsoft Edge 44 Yes
Apple Safari 12 Yes
Note

m Internet Explorer is not supported.
m  Supported Browser minimum resolution is 1280 x 800 px.

m  Language support: NSX Manager has been localized into multiple languages: English, German,
French, Japanese, Simplified Chinese, Korean, Traditional Chinese, and Spanish. However,
because NSX Manager localization uses the browser language settings, ensure that your
settings match the desired language. There is no language preference setting within the NSX
Manager interface itself.
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Network Latency Requirements
The maximum network latency between NSX Managers in a NSX Manager cluster is 10ms.

The maximum network latency between NSX Managers and Transport Nodes is 150ms.

Storage Requirements
m  The maximum disk access latency is under 10ms.
m |tis recommended that NSX Managers be placed on shared storage.

m  Storage should be highly available to avoid a storage outage causing all NSX Manager file
systems to be placed into read-only mode upon event of a storage failure.

Consult the documentation for your storage technology on how to best design a highly
available storage solution.

NSX Edge VM System Requirements

Before you install NSX Edge, make sure that your environment meets the supported
requirements.

NSX Edge nodes are supported only on ESXi-based hosts with Intel-based chipsets. Otherwise,
vSphere EVC mode may prevent NSX Edge nodes from starting, showing an error message in
the console.

Note Only VMXNET 3 vNIC is supported for the NSX Edge VM.
NSX Cloud Note If using NSX Cloud, note that the NSX Public Cloud Gateway(PCG) is deployed
in a single default size for each supported public cloud. See Deploy or Link NSX Public Cloud

Gateways for details.

NSX Edge VM Resource Requirements

Appliance Size Memory VvCPU Disk Space VM Hardware Version

NSX Edge Small 4 GB 2 200 GB 11 or later (vSphere 6.0 or later)

NSX Edge Medium 8 GB 4 200 GB 11 or later (vSphere 6.0 or later)

NSX Edge Large 32 GB 8 200 GB 11 or later (vSphere 6.0 or later)
Note

m  The NSX Edge Small VM appliance size is suitable for lab and proof-of-concept deployments.
L7 rules are not realized on a Tier-1 gateway if you deploy a small sized NSX Edge VM.

m  The NSX Edge Medium appliance size is suitable for a typical production environments.

m  The NSX Edge Large appliance size is suitable for environments with load balancing. See
Scaling Load Balancer Resources in the NSX-T Data Center Administration Guide.
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NSX Edge VM CPU Requirements
For the DPDK support, the underlaying platform needs to meet the following requirements:
= CPU must have AESNI capability.

m  CPU must have 1 GB Huge Page support.

Hardware Type

CPU Intel Xeon E7-xxxx (Westmere-EX and later CPU generation)
Intel Xeon 56xx (Westmere-EP)

Intel Xeon E5-xxxx (Sandy Bridge and later CPU generation)
Intel Xeon Platinum (all generations)

Intel Xeon Gold (all generations)

Intel Xeon Silver (all generations)

Intel Xeon Bronze (all generations)

NSX Edge Bare Metal Requirements

Before you configure the NSX Edge bare metal, make sure that your environment meets the
supported requirements.

NSX Edge nodes are supported only on ESXi-based hosts with Intel-based chipsets. Otherwise,
vSphere EVC mode may prevent Edge nodes from starting, showing an error message in the
console.

NSX Edge Bare Metal Memory, CPU, and Disk Requirements

Memory CPU Cores Disk Space

32GB 8 200 GB

NSX Edge Bare Metal DPDK CPU Requirements
For the DPDK support, the underlaying platform needs to meet the following requirements:
m CPU must have AES-NI capability.

m  CPU must have 1 GB Huge Page support.

Hardware Type

CPU Intel Xeon E7-xxxx (Westmere-EX and later CPU generation)
Intel Xeon 56xx (Westmere-EP)

Intel Xeon E5-xxxx (Sandy Bridge and later CPU generation)
Intel Xeon Platinum (all generations)

Intel Xeon Gold (all generations)

Intel Xeon Silver (all generations)

Intel Xeon Bronze (all generations)
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NSX Edge Bare Metal Hardware Requirements

Verify that the bare metal NSX Edge hardware is listed in this URL https://
certification.ubuntu.com/server/models/?release=18.04%20LTS&category=Server. If the
hardware is not listed, the storage, video adapter, or motherboard components might not work

on the NSX Edge appliance.

NSX Edge Bare Metal NIC Requirements

NIC Type

Intel XXV710

Intel X520/Intel 82599

Intel X540

Intel X550

Intel X710

Intel XL710

Cisco VIC 1300 series

VMware, Inc.

Description

[40E_DEV_ID_25G_B
I40E_DEV_ID_25G_SFP28

IXGBE_DEV_ID_82599_KX4
IXGBE_DEV_ID_82599_KX4_MEZZ
IXGBE_DEV_ID_82599_KR

IXGBE_DEV_ID_82599_COMBO_BAC
KPLANE

IXGBE_SUBDEV_ID_82599_KX4_KR_
MEZZ

IXGBE_DEV_ID_82599_CX4
IXGBE_DEV_ID_82599_SFP
IXGBE_SUBDEV_ID_82599_SFP
IXGBE_SUBDEV_ID_82599_RNDC
IXGBE_SUBDEV_ID_82599_560FLR

IXGBE_SUBDEV_ID_82599_ECNA_D
p

IXGBE_DEV_ID_82599_SFP_EM
IXGBE_DEV_ID_82599_SFP_SF2
IXGBE_DEV_ID_82599_SFP_SF_QP
IXGBE_DEV_ID_82599_QSFP_SF_QP
IXGBE_DEV_ID_82599EN_SFP
IXGBE_DEV_ID_82599_XAUI_LOM
IXGBE_DEV_ID_82599_T3_LOM

IXGBE_DEV_ID_X540T
IXGBE_DEV_ID_X540T1

IXGBE_DEV_ID_X550T
IXGBE_DEV_ID_X550T1

[40E_DEV_ID_SFP_X710
I40E_DEV_ID_KX_C
I40E_DEV_ID_10G_BASE_T
I40E_DEV_ID_KX_B
[40E_DEV_ID_QSFP_A

I40E_DEV_ID_QSFP_B
I40E_DEV_ID_QSFP_C

Cisco UCS Virtual Interface Card 1300

PCI Device ID

Ox158A
0x158B

Ox10F7
0x1514
Ox1517
Ox10F8
0x000C
Ox10F9
Ox10FB
Ox1A9
Ox1F72
0x17D0O
0x0470
0x1507
0x154D
Ox154A
0x1558
0Ox1557
Ox10FC
Ox151C

0x1528
0x1560

0x1563
0x15D1

0x1572
0Ox1581
0x1586

0x1580
0x1583
0Ox1584
0x1585

0x0043
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Bare Metal Server System Requirements

Before you configure the bare metal server, make sure that your server meets the supported
requirements.

Important The user performing the installation may require sudo command permissions for
some of the procedures. See Install Third-Party Packages on a Bare Metal Server.

Bare Metal Server Requirements

Operating System Version CPU Cores Memory
CentOS Linux 7.4 4 16 GB
Red Hat Enterprise Linux 75and 7.4 4 16 GB
(RHEL)

SUSE Linux Enterprise Server 12 SP3 4 16 GB
Ubuntu 18.04 and 16.04.2 LTS 4 16 GB

Bare Metal Linux Container Requirements

For bare metal Linux container requirements, see the NSX Container Plug-in for OpenShift -
Installation and Administration Guide.

Ports and Protocols

Ports and protocols allow node-to-node communication paths in NSX-T Data Center, the paths
are secured and authenticated, and a storage location for the credentials are used to establish
mutual authentication.

Note The required ports and protocols must be open on both the physical and host hypervisor
firewalls.

VMware, Inc.
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Figure 3-1. NSX-T Data Center Ports and Protocols
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By default, all certificates are self-signed certificates. The northbound GUI and API certificates
and private keys can be replaced by CA signed certificates.

There are internal daemons that communicate over the loopback or UNIX domain sockets:

m KVM: MPA, netcpa, nsx-agent, OVS
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m  ESXi: netcpa, ESX-DP (in the kernel)

Note To get access to NSX-T Data Center nodes, you must enable SSH on these nodes.

NSX Cloud Note See Enable Access to ports and protocols on CSM for Hybrid Connectivity for a
list of ports required for deploying NSX Cloud.

TCP and UDP Ports Used by NSX Manager

NSX Manager uses certain TCP and UDP ports to communicate with other components and
products. These ports must be open in the firewall.

You can use an API call or CLI command to specify custom ports for transferring files (22 is the
default) and for exporting Syslog data (514 and 6514 are the defaults). If you do, you will need to
configure the firewall accordingly.

Table 3-2. TCP and UDP Ports Used by NSX Manager

Source Target Port Protocol Description

NSX Manager Active Directory 389 TCP Active Directory

NSX Controllers, NSX Edge NSX Manager 5671 TCP NSX messaging

nodes, Transport Nodes

NSX Controllers, NSX Edge NSX Manager 8080 TCP Install-upgrade HTTP repository

nodes, Transport Nodes,
vCenter Server

\%

NSX Manager NSX Manager 900 TCP Internal datastore access
0]

NSX Manager DNS Servers 53 TCP DNS

NSX Manager DNS Servers 53 UDP DNS

NSX Manager NSX Edge 443 TCP HTTPS

NSX Manager Management SCP 22 TCP SSH (upload support bundle, backups,

Servers and so on)

NSX Manager NTP Servers 123 UDP NTP

NSX Manager SNMP Servers 161, TCP SNMP
162

NSX Manager SNMP Servers 161, UDP SNMP
162

NSX Manager Syslog Servers 514 TCP Syslog

NSX Manager Syslog Servers 514 UDP Syslog

NSX Manager Syslog Servers 6514  TCP Syslog

NSX Manager Syslog Servers 6514 UDP Syslog

Mware, Inc.
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Table 3-2. TCP and UDP Ports Used by NSX Manager (continued)

Source

NSX Manager

NSX Manager

NSX Manager

NSX Manager

NSX Manager

Management Clients

Management Clients

SNMP Servers

TCP and UDP Ports Used by NSX Edge

Target

Traceroute Destination

vCenter Server

vCenter Server

vIDM

NSX Manager

NSX Manager

NSX Manager

NSX Manager

Port

3343
4-
3352
3

80

443

443

443

22

443

161

Protocol

UDP

TCP

TCP

TCP

TCP

TCP

TCP

UDP

Description

Traceroute

NSX Manager to compute manager
(vCenter Server) communication, when
configured.

NSX Manager to compute manager
(vCenter Server) communication, when
configured.

vIDM

NSX Manager to NSX Manager
communication

SSH (Disabled by default)
NSX API server

SNMP

NSX Edge uses certain TCP and UDP ports to communicate with other components and
products. These ports must be open in the firewall.

You can use an API call or CLI command to specify custom ports for transferring files (22 is the
default) and for exporting Syslog data (514 and 6514 are the defaults). If you do, you will need to
configure the firewall accordingly.

Table 3-3. TCP and UDP Ports Used by NSX Edge

Source

Management Clients

NSX Agent

NSX Edge nodes

NSX Edge nodes

NSX Edge nodes

NSX Edge nodes

VMware, Inc.

Target Port
NSX Edge 22
nodes

NSX Edge 5555
nodes

DNS Servers 53
Management 22
SCP or SSH

Servers

NSX 1235
Controller

nodes

NSX Edge 167
nodes

Protocol

TCP

TCP

UbP

TCP

TCP

TCP

Description

SSH (Disabled by default)
NSX Cloud - Agent on instance

communicates to NSX Cloud Gateway.

DNS
SSH (upload support bundle, backups, and
SO on)

netcpa

DHCP backend
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Table 3-3. TCP and UDP Ports Used by NSX Edge (continued)

Source

NSX Edge nodes

NSX Edge nodes

NSX Edge nodes

NSX Edge nodes

NSX Edge nodes

NSX Edge nodes

NSX Edge nodes

NSX Edge nodes

NSX Edge nodes

NSX Edge nodes

NSX Edge nodes

NSX Edge nodes

NSX Edge nodes

NSX Edge nodes

NSX Edge nodes

NSX Edge nodes,
Transport Nodes

SNMP Servers

VMware, Inc.

Target

NSX Edge
nodes

NSX Edge
nodes

NSX Edge
nodes

NSX
Manager
node

NSX
Manager
node

NSX
Manager
node

NTP Servers
OpenStack

Nova API
Server

SNMP
Servers

SNMP
Servers

Syslog
Servers

Syslog
Servers

Syslog
Servers

Syslog
Servers

Traceroute
Destination

NSX Edge
nodes

NSX Edge
nodes

Port

2480

6666

50263

443

5671

8080

123

3000 -
9000

161, 162

161, 162

514

514

6514

6514

33434

33523

3784,
3785

161

Protocol

TCP

TCP

UDP

TCP

TCP

TCP

UbP

TCP

TCP

UDP

TCP

UDP

TCP

UbP

UbP

UbP

UbP

Description

Nestdb
NSX Cloud - NSX Edge local
communication.

High-Availability

HTTPS

NSX messaging

NAPI, NSX-T Data Center upgrade

NTP

Metadata proxy

SNMP

SNMP

Syslog

Syslog

Syslog

Syslog

Traceroute

BFD between the Transport Node TEP IP
address in the data.

SNMP
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TCP and UDP Ports Used by ESXi, KVM Hosts, and Bare Metal Server

ESXi, KVM hosts, and bare metal server when used as transport nodes need certain TCP and

UDP ports available.

Table 3-4. TCP and UDP Ports Used by ESXi and KVM Hosts

Source

ESXi host

ESXi host

ESXi host

ESXi and KVM host

ESXi and KVM host

GENEVE Termination End

Point (TEP)

KVM host

KVM host

KVM host

NSX Manager

NSX Manager

ESXi and KVM host

ESXi and KVM host

ESXi and KVM host

ESXi and KVM host

NSX-T Data Center transport

node

Target

NSX Controller

NSX Manager

NSX Manager

NSX Manager

NSX Manager

GENEVE Termination

End Point (TEP)

NSX Manager

NSX Controller

NSX Manager

ESXi host

KVM host

Syslog Servers

Syslog Servers

Syslog Servers

Syslog Servers

NSX-T Data Center
transport node

Port

1235

567

808

443

443

608

567

1235

808

443

443

514

514

651

651

378

378

Protocol

TCP

TCP

TCP

TCP

TCP

UDP

TCP

TCP

TCP

TCP

TCP

TCP

UDP

TCP

UDP

UDP

Description

Control Plane - LCP to CCP
communication

AMPQ Communication channel to NSX
Manager

Install and upgrade HTTP repository

Management and provisioning
connection

Install and upgrade HTTP repository

Transport network

AMPQ Communication channel to NSX
Manager

Control Plane - LCP to CCP
communication

Install and upgrade HTTP repository

Management and provisioning
connection

Management and provisioning
connection

Syslog
Syslog

Syslog

Syslog

BFD Session between TEPs, in the
datapath using TEP interface

Installing NSX-T Data Center Components

You must install the NSX Manager and NSX Edge core components to use NSX-T Data Center.

VMware, Inc.
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NSX Manager Installation

NSX Manager provides a graphical user interface (GUI) and REST APIs for creating, configuring,
and monitoring NSX-T Data Center components such as logical switches, logical routers, and

firewalls.

NSX Manager provides a system view and is the management component of NSX-T Data Center.

For high availability, NSX-T Data Center supports a management cluster of three NSX Managers.
For a production environment, deploying a management cluster is recommended. For a proof-of-
concept environment, you can deploy a single NSX Manager.

NSX Manager Deployment, Platform, and Installation Requirements

The following table details the NSX Manager deployment, platform, and installation requirements

Requirements

Supported deployment methods

Supported platforms

IP address

NSX-T Data Center appliance
password

Hostname

VMware Tools

VMware, Inc.

Description

m OVA/OVF
m QCOW2

See NSX Manager VM System Requirements.

On ESXi, it is recommended that the NSX Manager appliance be installed on
shared storage.

An NSX Manager must have a static IP address. You cannot change the IP
address after installation.

At least 12 characters

At least one lower-case letter
At least one upper-case letter
At least one digit

At least one special character
At least five different characters
No dictionary words

No palindromes

More than four monotonic character sequence is not allowed

When installing NSX Manager, specify a hostname that does not contain invalid
characters such as an underscore. If the hostname contains any invalid character,
after deployment the hostname will be set to nsx-manager.

For more information about hostname restrictions, see https://tools.ietf.org/html/
rfc952 and https://tools.ietf.org/html/rfc1123.

The NSX Manager VM running on ESXi has VMTools installed. Do not remove or
upgrade VMTools.
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Requirements Description
System m Verify that the system requirements are met. See System Requirements.
m  Verify that the required ports are open. See Ports and Protocols.
m  Verify that a datastore is configured and accessible on the ESXi host.
m  Verify that you have the IP address and gateway, DNS server IP addresses,

domain search list, and the NTP server IP address for the NSX Manager to
use.

If you do not already have one, create the target VM port group network.
Place the NSX-T Data Center appliances on a management VM network.

If you have multiple management networks, you can add static routes to the
other networks from the NSX-T Data Center appliance.

Plan your NSX Manager IPv4 or IPv6 IP addressing scheme.

OVF Privileges Verify that you have adequate privileges to deploy an OVF template on the ESXi
host.

A management tool that can deploy OVF templates, such as vCenter Server or
the vSphere Client. The OVF deployment tool must support configuration options
to allow for manual configuration.

OVF tool version must be 4.0 or later.

Client Plug-in The Client Integration Plug-in must be installed.

Note On an NSX Manager fresh install, reboot, or after an admin password change when

prompted on first login, it might take several minutes for the NSX Manager to start.

NSX Manager Installation Scenarios

Important When you install NSX Manager from an OV A or OVF file, either from vSphere Client
or the command line, OVA/OVF property values such as user names, passwords, or IP addresses
are not validated before the VM is powered on.

m [|f you specify a user name for the admin or audit user, the name must be unique. If you

specify the same name, it is ignored and the default names (admin and audit) is used.

m |f the password for the admin user does not meet the complexity requirements, you must log

in to NSX Manager through SSH or at the console as the admin user with the password

default. You are prompted to change the password.

m |f the password for the audit user does not meet the complexity requirements, the user
account is disabled. To enable the account, log in to NSX Manager through SSH or at the
console as the admin user and run the command set user audit to set the audit user's

password (the current password is an empty string).

VMware, Inc.
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m |f the password for the root user does not meet the complexity requirements, you must log
in to NSX Manager through SSH or at the console as root with the password vmware. You are
prompted to change the password.

Changes made to the NSX-T Data Center while logged in with the root user credentials
might cause system failure and potentially impact your network. You can only make changes
using the root user credentials with the guidance of VMware Support team.

Note The core services on the appliance do not start until a password with sufficient complexity
is set.

After you deploy NSX Manager from an OVA file, you cannot change the VM's IP settings by
powering off the VM and modifying the OVA settings from vCenter Server.

Configuring NSX Manager for Access by the DNS Server

By default, transport nodes access NSX Managers based on their IP addresses. However, this can
be based also on the DNS names of the NSX Managers.

By enabling FQDN usage (DNS) on NSX Managers, the IP address of the Managers can change
without affecting the transport nodes.

You enable FQDN usage by publishing the FQDNs of the NSX Managers.
Note Enabling FQDN usage (DNS) on NSX Managers is required for multisite Lite and NSXNSX
Cloud and deployments. (It is optional for all other deployment types.) See Multisite Deployment

of NSX-T Data Center in the NSX-T Data Center Administration Guide and Chapter 11 Installing
NSX Cloud Components in this guide.

Publishing the FQDNs of the NSX Managers

After installing the NSX-T Data Center core components and CSM, to enable NAT using FQDN
you would set up the entries for lookup and reverse lookup in the NSX-T DNS server in your
deployment.

In addition, you must also enable publishing the NSX Manager FQDNSs using the NSX-T API.

Example request: PUT https://<nsx-mgr>/api/v1l/configs/management

{
"publish_fqdns": true,
"_revision": 0

Example response:

{
"publish_fqdns": true,
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"_revision": 1

See the NSX-T Data Center API Guide for details.

Note After publishing the FQDNSs, validate access by the transport nodes as described in the
next section.

Validating Access via FQDN by Transport Nodes

After publishing the FQDNs of the NSX Managers, verify that the transport nodes are
successfully accessing the NSX Managers.

Using SSH, log into a transport node such as a hypervisor or Edge node, and run the get
controllers CLI command.

Example response:

Controller IP Port SSL Status Is Physical Master Session State Controller FQDN
192.168.60.5 1235 enabled connected true up nsxmgr.corp.com

NSX Edge Installation

The NSX Edge provides routing services and connectivity to network NSX Edges that are
external to the NSX-T Data Center deployment. An NSX Edge is required if you want to deploy a
tier-O router or a tier-1 router with stateful services such as network address translation (NAT),
VPN, and so on.

Note There can be only one tier-O router per NSX Edge node. However, multiple tier-1load
routers can be hosted on one NSX Edge node. NSX Edge VMs of different sizes can be combined
in the same cluster; however, it is not recommended.

Table 3-5. NSX Edge Deployment, Platforms, and Installation Requirements

Requirements Description

Supported deployment methods m OVA/OVF
m  |SO with PXE
m  |SO without PXE

Supported platforms NSX Edge is supported only on ESXi or on bare metal.
NSX Edge is not supported on KVM.

PXE installation The Password string must be encrypted with sha-512
algorithm for the root and admin user password.
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Table 3-5. NSX Edge Deployment, Platforms, and Installation Requirements (continued)

Requirements

NSX-T Data Center appliance password

Hostname

VMware Tools

System

Ports

IP Addresses

OVF Template

NTP Server

VMware, Inc.

Description

At least 12 characters

At least one lower-case letter
At least one upper-case letter
At least one digit

At least one special character
At least five different characters
No dictionary words

No palindromes

More than four monotonic character sequence is not
allowed

When installing NSX Edge, specify a hosthame that does
not contain invalid characters such as an underscore. If
the hostname contains any invalid character, after
deployment the hostname will be set to localhost. For
more information about hostname restrictions, see
https://tools.ietf.org/html/rfc952 and https://
tools.ietf.org/html/rfc1123.

The NSX Edge VM running on ESXi has VMTools installed.
Do not remove or upgrade VMTools.

Verify that the system requirements are met. See NSX
Edge VM System Requirements.

Verify that the required ports are open. See Ports and
Protocols.

If you have multiple management networks, you can add
static routes to the other networks from the NSX-T Data
Center appliance.

Plan your NSX Edge IPv4 or IPv6 IP addressing scheme.

m  Verify that you have adequate privileges to deploy an
OVF template on the ESXi host.

m Verify that hosthames do not include underscores.
Otherwise, the hostname is set to nsx-manager.

® A management tool that can deploy OVF templates,
such as vCenter Server or the vSphere Client.

The OVF deployment tool must support configuration
options to allow for a manual configuration.

m  The Client Integration Plug-in must be installed.

The same NTP server must be configured on all NSX Edge
servers in an Edge cluster.
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NSX Edge Installation Scenarios

Important When you install NSX Edge from an OVA or OVF file, either from vSphere Web Client
or the command line, OVA/OVF property values such as user names, passwords, or IP addresses
are not validated before the VM is powered on.

m If you specify a user name for the admin or audit user, the name must be unique. If you
specify the same name, it is ignored and the default names (admin and audit) is used.

m |f the password for the admin user does not meet the complexity requirements, you must log
in to NSX Edge through SSH or at the console as the admin user with the password default.
You are prompted to change the password.

m [|f the password for the audit user does not meet the complexity requirements, the user
account is disabled. To enable the account, log in to NSX Edge through SSH or at the console
as the admin user and run the command set user audit to set the audit user's password
(the current password is an empty string).

m |f the password for the root user does not meet the complexity requirements, you must log
in to NSX Edge through SSH or at the console as root with the password vmware. You are
prompted to change the password.

Changes made to the NSX-T Data Center while logged in with the root user credentials
might cause system failure and potentially impact your network. You can only make changes
using the root user credentials with the guidance of VMware Support team.

Note The core services on the appliance do not start until a password with sufficient complexity
has been set.

After you deploy NSX Edge from an OVA file, you cannot change the VM's IP settings by
powering off the VM and modifying the OVA settings from vCenter Server.

Join NSX Edge with the Management Plane

Joining NSX Edges with the management plane ensures that the NSX Manager and NSX Edges
can communicate with each other.

Prerequisites

Verify that you have admin privileges to log in to the NSX Edges and NSX Manager appliance.

Procedure

1 Open an SSH session to the NSX Manager appliance.

2 Open an SSH session to the NSX Edge.

3 Onthe NSX Manager appliance, run the get certificate api thumbprint command.

The command output is a string of alphanumeric numbers that is unique to this NSX Manager.
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For example:

NSX-Managerl> get certificate api thumbprint

4 On the NSX Edge, run the join management-plane command.
Provide the following information:
m  Hostname or IP address of the NSX Manager with an optional port number
m  Username of the NSX Manager
m  Certificate thumbprint of the NSX Manager

m  Password of the NSX Manager

NSX-Edgel> join management-plane NSX-Managerl username admin thumbprint <NSX-Managerl's-
thumbprint>

Password for API user: <NSX-Managerl's-password>

Node successfully registered and Edge restarted

Repeat this command on each NSX Edge node.

5 Verify the result by running the get managers command on your NSX Edges.

nsx-edge-1> get managers
- 192.168.110.47  Connected

6 Inthe NSX Manager Ul, select System > Fabric > Nodes > Edge Transport Nodes page.

The NSX Manager connectivity should be Up. If NSX Manager connectivity is not Up, try
refreshing the browser window.

What to do next

Add the NSX Edge as a transport node. See Create an NSX Edge Transport Node.
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Installing NSX-T Data Center on
vSphere

You can install the NSX-T Data Center components, NSX Manager and NSX Edge using the Ul or
CLI.

Make sure that you have the supported vSphere version. See vSphere support.
This chapter includes the following topics:
m Install NSX Manager and Available Appliances

m [Install an NSX Edge on ESXi Using a vSphere GUI

Install NSX Manager and Available Appliances

You can use the vSphere Client to deploy NSX Manager or the Cloud Service Manager as a virtual
appliance.

Cloud Service Manager is a virtual appliance that uses NSX-T Data Center components and
integrates them with your public cloud.

Prerequisites

m  Verify that the system requirements are met. See System Requirements.
m  Verify that the required ports are open. See Ports and Protocols.

m  Verify that a datastore is configured and accessible on the ESXi host.

m  Verify that you have the IP address and gateway, DNS server IP addresses, domain search
list, and the NTP server IP address for the NSX Manager to use.

m If you do not already have one, create the target VM port group network. Place the NSX-T
Data Center appliances on a management VM network.

If you have multiple management networks, you can add static routes to the other networks
from the NSX-T Data Center appliance.

m  Plan your NSX Manager IPv4 or IPv6 IP addressing scheme.

Procedure
1 Locate the NSX-T Data Center OVA file on the VMware download portal.

Either copy the download URL or download the OVA file.

VMware, Inc. 37


http://partnerweb.vmware.com/comp_guide2/sim/interop_matrix.php#interop&175=&2=&1=

NSX-T Data Center Installation Guide

a b~ W N

10
1

12

13

In the vSphere Client, select the host on which to install NSX-T Data Center.
Right-click and select Deploy OVF template to start the installation wizard.
Enter the download OVA URL or navigate to the OVA file.

Enter a name for the NSX Manager VM.

The name you enter appears in the vSphere inventory.

Select a compute resource for the NSX Manager appliance.

¢ Toinstall on a ESXi host managed by vCenter, select a host on which to deploy the NSX
Manager appliance.

¢ Toinstall on a standalone ESXi host, select the host on which to deploy the NSX Manager
appliance.

Verify the OVF template details.
For an optimal performance, reserve memory for the NSX Manager appliance.

Set the reservation to ensure that NSX Manager has sufficient memory to run efficiently. See
NSX Manager VM System Requirements.

Select a datastore to store the NSX Manager appliance files.

Select a destination network for each source network.

Select the port group or destination network for the NSX Manager.
Enter the NSX Manager system root, CLI admin, and audit passwords.
Your passwords must comply with the password strength restrictions.
m At least 12 characters

m At least one lower-case letter

m At least one upper-case letter

m At least one digit

m At least one special character

m At least five different characters

m  No dictionary words

= No palindromes

= More than four monotonic character sequence is not allowed
Enter the hostname of the NSX Manager.

Note The host name must be a valid domain name. Ensure that each part of the host name
(domain/subdomain) that is separated by dot must start with an alphabet character.
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Accept the default NSX Manager role for VM.

Select the nsx-cloud-service-manager role from the drop-down menu to install the NSX
Cloud appliance.

Enter the default gateway, management network IPv4, management network netmask, DNS,
and NTP IP address.

Enable SSH and allow root SSH login to the NSX Manager command line.
By default, these options are disabled for security reasons.

Verify that all your custom OVF template specification is accurate and click Finish to initiate
the installation.

The installation might take 7-8 minutes.
From the vSphere Client, open NSX Manager VM console to track the boot process.

After the NSX Manager boots, log in to the CLI as admin and run the get interface etho
command to verify that the IP address was applied as expected.

Enter the get services command to verify that all the services are running.

If the services are not running, wait for all the services to start running.

Note The following services are not running by default: liagent, migration-coordinator, and
snmp. You can start them as follows:

m start service liagent

m  start service migration-coordinator

m  For SNMP:

set snmp community <community-string>
start service snmp
Verify that your NSX Manager has the required connectivity.
Make sure that you can perform the following tasks.
m  Ping your NSX Manager from another machine.
m  The NSX Manager can ping its default gateway.

m  The NSX Manager can ping the hypervisor hosts that are in the same network as the NSX
Manager using the management interface.

m  The NSX Manager can ping its DNS server and its NTP server.
m If you enabled SSH, make sure that you can SSH to your NSX Manager.

If connectivity is not established, make sure that the network adapter of the virtual appliance
is in the proper network or VLAN.
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What to do next

Log in to the NSX Manager from a supported web browser. See Log In to the Newly Created NSX
Manager .

Install NSX Manager on ESXi Using the Command-Line OVF Tool

If you prefer to automate or use CLI for the NSX Manager installation, you can use the VMware
OVF Tool, which is a command-line utility.

By default, nsx_isSSHEnabled and nsx_allowSSHRootLogin are both disabled for security reasons.
When they are disabled, you cannot SSH or log in to the NSX Manager command line. If you
enable nsx_isSSHEnabled but not nsx_allowSSHRootLogin, you can SSH to NSX Manager but you
cannot log in as root.

Prerequisites

m  Verify that the system requirements are met. See System Requirements.
m  Verify that the required ports are open. See Ports and Protocols.

m  Verify that a datastore is configured and accessible on the ESXi host.

m  Verify that you have the IP address and gateway, DNS server IP addresses, domain search
list, and the NTP server IP address for the NSX Manager to use.

m If you do not already have one, create the target VM port group network. Place the NSX-T
Data Center appliances on a management VM network.

If you have multiple management networks, you can add static routes to the other networks
from the NSX-T Data Center appliance.

m  Plan your NSX Manager IPv4 or IPv6 IP addressing scheme.

Procedure

1 Run the ovftool command with the appropriate parameters.
The process depends on whether the host is standalone or managed by vCenter Server.
m  For a standalone host:

= Windows example:

C:\Program Files\VMware\VMware OVF Tool>ovftool \
—-sourceType=0VA \

——name=nsx-manager \

——X:injectOvfEnv \
——X:logFile=<filepath>\nsxovftool.log \
——allowExtraConfig \
——datastore=<datastore name> \
——network=<network name> \
——acceptAllEulas \

——noSSLVerify \

——diskMode=thin \
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——powerOn \

——prop:"nsx_role=nsx-manager nsx-controller" \
——prop:"nsx_ip_0=10.168.110.75" \
——prop:"nsx_netmask_0=255.255.255.0" \
——prop:"nsx_gateway_0=10.168.110.1" \
——prop:"nsx_dns1_0=10.168.110.10" \
——prop:"nsx_domain_0=corp.local™ \
——prop:"nsx_ntp_0=10.168.110.106" \
——prop:"nsx_isSSHEnabled=<True|False>" \
——prop:"nsx_allowSSHRootLogin=<True|False>" \
——prop:"nsx_passwd_0=<password>" \
——prop:"nsx_cli_passwd_0=<password>" \
——prop:"nsx_cli_audit_passwd_0=<password>" \
——prop:"nsx_hostname=nsx-manager" \
<nsx-unified-appliance-release>.ova \
vi://root:<password>0@10.168.110.51

Note The above Windows code block uses the backslash (\) to indicate the

continuation of the command line. In actual use, omit the backslash and put the entire

command in a single line.

Note In the above example, 10.168.110.51 is the IP address of the host machine where

NSX Manager is to be deployed.
Linux example:

mgrformfactor="small"
ipAllocationPolicy="fixedPolicy"
mgrdatastore="QNAP-Share-VMs"
mgrnetwork="Management-VLAN-210"

mgrname@l="nsx-manager—Q1"
mgrhostname®l="nsx-manager-01"
mgrip01="192.168.210.121"

mgrnetmask="255.255.255.0"
mgrgw="192.168.210.254"
mgrdns="192.168.110.10"
mgrntp="192.168.210.254"
mgrpasswd="<password>"
mgrssh="<True|False>"
mgrroot="<True|False>"
logLevel="trivia"

mgresxhost01="192.168.110.113"

ovftool —-noSSLVerify —-skipManifestCheck —-powerOn \
——deploymentOption=$mgrformfactor \

——diskMode=thin \

——acceptAllEulas \

——allowExtraConfig \

——1ipProtocol=IPv4 \
——1ipAllocationPolicy=$ipAllocationPolicy \
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—-datastore=$mgrdatastore \
——network=$mgrnetwork \

——name=$mgrname01 \
——prop:nsx_hostname=$mgrhostname@l \
——prop:nsx_role="nsx-manager nsx-controller" \
——prop:nsx_ip_0=$mgrip0l \
——prop:nsx_netmask_0=$mgrnetmask \
——prop:nsx_gateway_0=$mgrgw \
——prop:nsx_dns1l_0=$mgrdns \
——prop:nsx_ntp_0=$mgrntp \
——prop:nsx_passwd_0=$mgrpasswd \
——prop:nsx_cli_passwd_0=$mgrpasswd \
——prop:nsx_cli_audit_passwd_0=$mgrpasswd \
——prop:nsx_isSSHEnabled=$mgrssh \
——prop:nsx_allowSSHRootLogin=$mgrroot \
——X:logFile=nsxt-manager—ovf.log \
——X:logLevel=$logLevel \
/home/<user/nsxt-autodeploy/<nsx-unified-appliance-release>.ova \
vi://root:<password>@$mgresxhost0l

The result should look something like this:

Opening OVA source: nsx—<component>.ova

The manifest validates

Source is signed and the certificate validates
Opening VI target: vi://root:<password>@10.168.110.51
Deploying to VI: vi://root:<password>@10.168.110.51
Transfer Completed

Powering on VM: nsx-manager nsx-—controller

Task Completed

Completed successfully

m  For a host managed by vCenter Server:

s Windows example:

C:\Users\Administrator\Downloads>ovftool
——name=nsx-manager \

——X:injectOvfEnv \
——X:logFile=ovftool.log \
——allowExtraConfig \

——datastore=dsl \

—-network="management" \
——acceptAllEulas \

——noSSLVerify \

——diskMode=thin \

——powerOn \

——prop:"nsx_role=nsx-manager nsx-controller" \
——prop:"nsx_ip_0=10.168.110.75" \
——prop:"nsx_netmask_0=255.255.255.0" \
——prop:"nsx_gateway_0=10.168.110.1" \
——prop:"nsx_dns1_0=10.168.110.10" \
——prop:"nsx_domain_0=corp.local™ \
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——prop:
——prop:
——prop:
——prop:
——prop:
——prop:

"nsx_ntp_0=10.168.110.10" \
"nsx_isSSHEnabled=<True|False>" \
"nsx_allowSSHRootLogin=<True|False>" \
"nsx_passwd_0=<password>" \
"nsx_cli_passwd_O=<password>" \
"nsx_hostname=nsx-manager" \

<nsx-unified-appliance-release>.ova \

vi://administrator@vsphere.local:<password>010.168.110.24/7ip=10.168.110.51

Note The above Windows code block uses the backslash (\) to indicate the

continuation of the command line. In actual use, omit the backslash and put the entire
command in a single line.

Linux example:

mgrformfactor="small"

ipAllocationPolicy="fixedPolicy"
mgrdatastore="QNAP-Share-VMs"
mgrnetwork="Management-VLAN-210"

mgrname@l="nsx-manager-01"

mgrhostname®@l="nsx-manager-01"
mgrip01="192.168.210.121"

mgrnetmask="255.255.255.0"
mgrgw="192.168.210.254"
mgrdns="192.168.110.10"
mgrntp="192.168.210.254"
mgrpasswd="<password>"

mgrssh="<True|False>"

mgrroot="<True|False>"

logLevel="trivia"

vcadmin="administrator@vsphere.local"

vcpass="<password>"
vcip="192.168.110.151"
mgresxhost01="192.168.110.113"

ovftool --noSSLVerify —-skipManifestCheck —-powerOn \

—-deploymentOption=$mgrformfactor \
——diskMode=thin \

——acceptAllEulas \

——allowExtraConfig \

——ipProtocol=IPv4 \
——1ipAllocationPolicy=$ipAllocationPolicy \

——datastore=$mgrdatastore \

——network=$mgrnetwork \

——name=
——prop:
——prop:nsx_role="nsx-manager nsx-controller" \
——prop:
——prop:
——prop:
——prop:

$mgrname@1 \
nsx_hostname=$mgrhostnamedl \

nsx_ip_0=$mgrip01 \
nsx_netmask_0=$mgrnetmask \
nsx_gateway_0=$mgrgw \
nsx_dnsl_0=%$mgrdns \
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——prop:nsx_ntp_0=$mgrntp \

——prop:nsx_passwd_0=$mgrpasswd \
——prop:nsx_cli_passwd_0=$mgrpasswd \
——prop:nsx_cli_audit_passwd_0=$mgrpasswd \
——prop:nsx_isSSHEnabled=$mgrssh \
——prop:nsx_allowSSHRootLogin=$mgrroot \
—-X:logFile=nsxt-manager-ovf.log \

—-—X:logLevel=$logLevel \
/home/<user/nsxt-autodeploy/<nsx-unified-appliance-release>.ova \
vi://$vcadmin:$vcpass@$vcip/?ip=$mgresxhost0dl

The result should look something like this:

Opening OVA source: nsx—<component>.ova

The manifest validates

Source is signed and the certificate validates

Opening VI target: vi://administrator@vsphere.local@10.168.110.24:443/
Deploying to VI: vi://administrator@vsphere.local@10.168.110.24:443/
Transfer Completed

Powering on VM: nsx-manager nsx-—controller

Task Completed

Completed successfully

2 For an optimal performance, reserve memory for the NSX Manager appliance.

Set the reservation to ensure that NSX Manager has sufficient memory to run efficiently. See
NSX Manager VM System Requirements.

3 From the vSphere Client, open NSX Manager VM console to track the boot process.

4 After the NSX Manager boots, log in to the CLI as admin and run the get interface eth0
command to verify that the IP address was applied as expected.

5 Verify that your NSX Manager has the required connectivity.

Make sure that you can perform the following tasks.

Ping your NSX Manager from another machine.
The NSX Manager can ping its default gateway.

The NSX Manager can ping the hypervisor hosts that are in the same network as the NSX
Manager using the management interface.

The NSX Manager can ping its DNS server and its NTP server.

If you enabled SSH, make sure that you can SSH to your NSX Manager.

If connectivity is not established, make sure that the network adapter of the virtual appliance
is in the proper network or VLAN.

What to do next

Log in to the NSX Manager from a supported web browser. See Log In to the Newly Created NSX
Manager .
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Configure NSX-T Data Center to Display the GRUB Menu at Boot
Time
Configuring the NSX-T Data Center appliance to display the GRUB menu at boot time is required

to reset the root password of the NSX-T Data Center appliance.

Important If the configuration is not performed after deploying the appliance and you forget the

root, admin, or audit password, resetting it is not possible.

Procedure

1 Logintothe VM as root.

2 Change the value for the parameter GRUB_HIDDEN_TIMEOUT in the /etc/default/grub file.
GRUB_HIDDEN_TIMEQUT=2

3 (Optional) Change the GRUB password in the /etc/grub.d/40_custom file.
The default password is VMwarel.

4 Update the GRUB configuration.

update-grub

Log In to the Newly Created NSX Manager

After you install NSX Manager, you can use the user interface to perform other installation tasks.

After you install NSX Manager, you can join the Customer Experience Improvement Program
(CEIP) for NSX-T Data Center. See Customer Experience Improvement Program in the NSX-T
Data Center Administration Guide for more information about the program, including how to join
or leave the program later.

Prerequisites

Verify that NSX Manager is installed. See Install NSX Manager and Available Appliances.

Procedure

1 From a browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-ip-
address>.

The EULA appears.
2 Read and accept the EULA terms.
3 Select whether to join the VMware's Customer Experience Improvement Program (CEIP).

4 Click Save

Add a Compute Manager

A compute manager, for example, vCenter Server, is an application that manages resources such
as hosts and VMs.
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NSX-T Data Center polls compute managers to collect cluster information from vCenter Server.

When you add a vCenter Server compute manager, you must provide a vCenter Server user's

credentials. You can provide the vCenter Server administrator's credentials, or create a role and a

user specifically for NSX-T Data Center and provide this user's credentials. This role must have

the following vCenter Server privileges:

Extension.Register extension
Extension.Unregister extension
Extension.Update extension

Sessions.Message

Sessions.Validate session

Sessions.View and stop sessions
Host.Configuration.Maintenance

Host.Local Operations.Create virtual machine
Host.Local Operations.Delete virtual machine
Host.Local Operations.Reconfigure virtual machine
Host.Configuration.NetworkConfiguration
Tasks

Scheduled task

Global.Cancel task

Permissions.Reassign role permissions
Resource.Assign VvApp to resource pool
Resource.Assign virtual machine to resource pool
Virtual Machine.Configuration

Virtual Machine.Guest Operations

Virtual Machine.Provisioning

Virtual Machine.Inventory

Network.Assign network

VApp

For more information about vCenter Server roles and privileges, see the vSphere Security

document.

Prerequisites

m  Verify that you use the supported vSphere version. See Supported vSphere version.

m  |Pv6 and IPv4 communication with vCenter Server.
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Verify that you use the recommended number of compute managers. See https://
configmax.vmware.com/home.

Note NSX-T Data Center does not support the same vCenter Server to be registered with
more than one NSX Manager.

Procedure

1

From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

Select System > Fabric > Compute Managers > Add.

Complete the compute manager details.

Option Description

Name and Description Type the name to identify the vCenter Server.

You can optionally describe any special details such as, the number of
clusters in the vCenter Server.

Domain Name/IP Address Type the IP address of the vCenter Server.
Type Keep the default option.
Username and Password Type the vCenter Server login credentials.

Thumbprint Type the vCenter Server SHA-256 thumbprint algorithm value.

If you left the thumbprint value blank, you are prompted to accept the server provided
thumbprint.

After you accept the thumbprint, it takes a few seconds for NSX-T Data Center to discover
and register the vCenter Server resources.

If the progress icon changes from In progress to Not registered, perform the following steps
to resolve the error.

a Select the error message and click Resolve. One possible error message is the following:

Extension already registered at CM <vCenter Server name> with id <extension ID>

b Enter the vCenter Server credentials and click Resolve.

If an existing registration exists, it will be replaced.

Results

It takes some time to register the compute manager with vCenter Server and for the connection
status to appear as UP.

You can click the compute manager's name to view the details, edit the compute manager, or to
manage tags that apply to the compute manager.

VMware, Inc. 47


https://configmax.vmware.com/home
https://configmax.vmware.com/home

NSX-T Data Center Installation Guide

After the vCenter Server is successfully registered, do not power off and delete the NSX
Manager VM without deleting the compute manager first. Otherwise, when you deploy a new
NSX Manager, you will not be able to register the same vCenter Server again. You will get the
error that the vCenter Server is alredy registered with another NSX Manager.

Deploy NSX Manager Nodes to Form a Cluster from Ul
You can deploy multiple NSX Manager nodes to provide high availability and reliability.
After the new nodes are deployed, these nodes connect to the NSX Manager node to form a

cluster. The recommended number of clustered NSX Manager nodes is three.

Note Deploying multiple NSX Manager nodes using the Ul is supported only on ESXi hosts
managed by vCenter Server.

All the repository details and the password of the first deployed NSX Manager node are
synchronized with the newly deployed nodes in the cluster.

Prerequisites

m  Verify that an NSX Manager node is installed. See Install NSX Manager and Available
Appliances.

m  Verify that compute manager is configured. See Add a Compute Manager.
m  Verify that the system requirements are met. See System Requirements.

m  Verify that the required ports are open. See Ports and Protocols.

m  Verify that a datastore is configured and accessible on the ESXi host.

m  Verify that you have the IP address and gateway, DNS server IP addresses, domain search
list, and the NTP server IP address for the NSX Manager to use.

m |f you do not already have one, create the target VM port group network. Place the NSX-T
Data Center appliances on a management VM network.

If you have multiple management networks, you can add static routes to the other networks

from the NSX-T Data Center appliance.

Procedure

1 From a browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-ip-

address>.
2 Select System > Appliances > Overview > Add Nodes.

3 Enter the NSX Manager common attribute details.

Option Description
Compute Manager Registered resource compute manager is populated.
Enable SSH Toggle the button to allow an SSH login to the new NSX Manager node.
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Option
Enable Root Access

CLI Username and Password
Confirmation

Root Password and Password
Confirmation

DNS Servers

NTP Servers

Description
Toggle the button to allow the root access to the new NSX Manager node.

Set the CLI password and password confirmation for the new node.
Your password must comply with the password strength restrictions.
B At least 12 characters

m At least one lower-case letter

B At least one upper-case letter

B At least one digit

m At least one special character

B At least five different characters
m  No dictionary words

m  No palindromes
m  More than four monotonic character sequence is not allowed

The CLI username is already set to admin.

Set the root password and password confirmation for the new node.
Your password must comply with the password strength restrictions.
At least 12 characters

At least one lower-case letter

At least one upper-case letter

At least one digit

At least one special character

At least five different characters

No dictionary words

No palindromes

More than four monotonic character sequence is not allowed
Enter the DNS server IP address available in the vCenter Server.

Enter the NTP server IP address.

4 Enter the NSX Manager node details.

Option
Name
Cluster

Resource Pool or Host

Datastore
Network
Management IP/Netmask

Management Gateway

Description
Enter a name for the NSX Manager node.
Designate the cluster the node is going to join from the drop-down menu.

Assign either a resource pool or a host for the node from the drop-down
menu.

Select a datastore for the node files from the drop-down menu.
Assign the network from the drop-down menu.
Enter the IP address and netmask.

Enter the gateway IP address.

5 (Optional) Click New Node and configure another node.

Repeat steps 3-4.
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Click Finish.

The new nodes are deployed. You can track the deployment process on the System >
Appliances > Overview page or the vCenter Server.

Wait for 10-15 minutes for the deployment, cluster formation, and repository synchronization
to complete.

All the repository details and the password of the first deployed NSX Manager node are
synchronized with the newly deployed nodes in the cluster.

After the NSX Manager boots, log in to the CLI as admin and run the get interface etho
command to verify that the IP address was applied as expected.

Enter the get services command to verify that all the services are running.

If the services are not running, wait for all the services to start running.

Note The following services are not running by default: liagent, migration-coordinator, and
snmp. You can start them as follows:

m  start service liagent

m  start service migration-coordinator

m  For SNMP:

set snmp community <community-string>
start service snmp

Log in to the first deployed NSX Manager node and enter the get cluster status command
to verify that the nodes are successfully added to the cluster.

Verify that your NSX Manager has the required connectivity.
Make sure that you can perform the following tasks.

m  Ping your NSX Manager from another machine.

m  The NSX Manager can ping its default gateway.

m The NSX Manager can ping the hypervisor hosts that are in the same network as the NSX
Manager using the management interface.

m The NSX Manager can ping its DNS server and its NTP server.
m |f you enabled SSH, make sure that you can SSH to your NSX Manager.

If connectivity is not established, make sure that the network adapter of the virtual appliance
is in the proper network or VLAN.

What to do next

Configure NSX Edge. See Install an NSX Edge on ESXi Using a vSphere GUI.
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Deploy NSX Manager Nodes to Form a Cluster Using CLI

Joining the NSX Manager to form a cluster using CLI ensures that all the NSX Manager nodes in
cluster can communicate with each other.

Prerequisites

The installation of NSX-T Data Center components must be complete.

Procedure
1 Open an SSH session to the first deployed NSX Manager node.
2 Log in with the administrator credentials.
3 Onthe NSX Manager node, run the get certificate api thumbprint command.
The command output is a string of numbers that is unique to this NSX Manager.
4 Runthe get cluster config command to get the first deployed NSX Manager cluster ID.

5 Add a NSX Manager node to the cluster.
Note You must run the join command on the newly deployed NSX Manager node.

Provide the followingNSX Manager information:

m  Hosthame or IP address node that you want to join
m  Cluster ID

m  User name

m  Password

m  Certificate thumbprint

You can use the CLI command or API call.

s CLI command

host> join <NSX-Manager-IP> cluster-id <cluster-id> username<NSX-Manager-username>
password<NSX-Manager—password> thumbprint <NSX-Managerl's-thumbprint>

m  API call POST https://<nsx-mgr>/api/vl/cluster?action=join_cluster
The joining and cluster stabilizing process might 10-15 minutes.
6 Add the third NSX Manager node to the cluster.
Repeat step 5.
7 Verify the cluster status by running the get cluster status command on your hosts.

8 Select System > Appliances > Overview and verify the cluster connectivity.

What to do next

Create a transport zone. See Create a Standalone Host or Bare Metal Server Transport Node.
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Configure a Virtual IP (VIP) Address for a Cluster

To provide fault tolerance and high availability to NSX Manager nodes, assign a virtual IP address
(VIP) to a member of the NSX-T cluster.

NSX Managers of a cluster become part of an HTTPS group to service APl and Ul requests. The
leader node of the cluster assumes ownership of the set VIP of the cluster to service any APl and
Ul request. Any API and Ul request coming in from clients is directed to the leader node.

Note When assigning Virtual IP, all the NSX Manager VMs in the cluster must be configured in
the same subnet.

If the leader node that owns VIP becomes unavailable, NSX-T elects a new leader. The new
leader owns the VIP. It sends out a gratuitous ARP packet advertising the new VIP to MAC
address mapping. After a new leader node is elected, new APl and Ul requests are sent to the
new leader node.

Failover of VIP to a new leader node of the cluster might take a few minutes to become
functional. If the VIP fails over to a new leader node because the previous leader node became
unavailable, reauthenticate credentials so that API requests are directed to the new leader node.

Note VIP is not designed to serve as a load-balancer and you cannot use it if you enable the
vIDM External Load Balancer Integration from System > Users > Configuration. Do not set up a
VIP if you want to use the External Load Balancer from vIDM. See Configure VMware |ldentity
Manager Integration in the NSX-T Data Center Administration Guide for more details.

Procedure

1 From a browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-ip-
address>.

2 Go to System > Overview.
3 In the Virtual IP field, click Edit.

4 Enter the VIP for the cluster. Ensure that VIP is part of the same subnet as the other
management nodes.

5 Click Save.

6 To verify the cluster status and the API leader of the HTTPS group, enter the NSX Manager
CLI command get cluster status verbose in the NSX Manager console or over SSH.

The following is an example output with the leader marked in bold.

Group Type: HTTPS
Group Status: STABLE

Members:
UUID FQDN IpP
STATUS
cdb93642-ccba-fdf4-8819-90bf018cd727 nsx-manager 192.196.197.84
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up
51a13642-929b-8dfc-3455-109e6cc2a7ae nsx-manager 192.196.198.156
up
d0de3642-d03f-c909-9cca-312fd22e486b nsx-manager 192.196.198.54
up
Leaders:
SERVICE LEADER LEASE
VERSION
api cdb93642-ccba-fdf4-8819-90bf018cd727 8

7 To troubleshoot VIP, verify Reverse Proxy logs at /var/log/proxy/reverse-proxy.log and
cluster manager logs at /var/log/cbm/cbm.1log in the NSX Manager CLI.

Results

Any API requests to NSX-T is redirected to the virtual IP address of the cluster, which is owned
by the leader node. The leader node then routes the request forward to the other components of
the appliance.

Install an NSX Edge on ESXi Using a vSphere GUI

If you prefer an interactive NSX Edge installation, you can use the vSphere web client.
Important In NSX-T, the NSX Edge VM does not support vMotion.

Prerequisites

See NSX Edge network requirements in NSX Edge Installation.

Procedure

1 Locate the NSX Edge appliance OVA file on the VMware download portal.
Either copy the download URL or download the OVA file onto your computer.
In the vSphere Client, select the host on which to install NSX Edge appliance.
Right-click and select Deploy OVF template to start the installation wizard.

Enter the download OVA URL or navigate to the saved OVA file.

o b~ W N

Enter a name for the NSX Edge VM.

The name you type appears in the inventory.

6 Select a compute resource for the NSX Edge appliance.

7 For an optimal performance, reserve memory for the NSX Edge appliance.

Set the reservation to ensure that NSX Edge has sufficient memory to run efficiently. See
NSX Edge VM System Requirements.

8 Verify the OVF template details.

9 Select a datastore to store the NSX Edge appliance files.

VMware, Inc. 53



NSX-T Data Center Installation Guide

10 Accept the default source and destination network interface.

1"

12

13

14

15

16

17

18

19
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You can accept the default network destination for the rest of the networks and change the
network configuration after the NSX Edge is deployed.

Select the IP allocation from the drop-down menu.

Enter the NSX Edge system root, CLI admin, and audit passwords.
Your passwords must comply with the password strength restrictions.
m At least 12 characters

m At least one lower-case letter

m At least one upper-case letter

m At least one digit

m At least one special character

m At least five different characters

= No dictionary words

= No palindromes

= More than four monotonic character sequence is not allowed

Enter the default gateway, management network IPv4, management network netmask, DNS,
and NTP IP address.

(Optional) Register the NSX Edge with the management plane, if you have a NSX Manager
available.

a Enter the parent NSX Manager node IP address and thumbprint.

b Run the API call POST https://<nsx-manager>/api/vl/aaa/registration-token to retrieve the
NSX Manager token.

Enter the hostname of the NSX Edge VM.
Enable SSH and allow root SSH login to the NSX Edge command line.
By default, these options are disabled for security reasons.

Verify that all your custom OVA template specification is accurate and click Finish to initiate
the installation.

The installation might take 7-8 minutes.

Open the console of the NSX Edge to track the boot process.

If the console window does not open, make sure that pop-ups are allowed.
After the NSX Edge starts, log in to the CLI with admin credentials.

Note After NSX Edge starts, if you do not log in with admin credentials for the first time, the
data plane service does not automatically start on NSX Edge.
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20 Run the get interface eth0.<vlan_ID> command to verify that the IP address was applied

21

22

23

as expected
nsx-edge-1> get interface eth0.100

Interface: eth0.100
Address: 192.168.110.37/24
MAC address: 00:50:56:86:62:4d
MTU: 1500
Default gateway: 192.168.110.1
Broadcast address: 192.168.110.255

Note When bringing up NSX Edge VMs on non-NSX managed host, verify that the MTU
setting is set to 1600 (instead of 1500) on the physical host switch for the data NIC.

Run the get managers command to verify that the NSX Edge is registered.

- 10.29.14.136 Standby
- 10.29.14.135 Standby
- 10.29.14.134 Connected

Verify that the NSX Edge appliance has the required connectivity.

If you enabled SSH, make sure that you can SSH to your NSX Edge.

m  You can ping your NSX Edge.

m  NSX Edge can ping its default gateway.

m NSX Edge can ping the hypervisor hosts that are in the same network as the NSX Edge.
m  NSX Edge can ping its DNS server and its NTP server.

Troubleshoot connectivity problems.

Note If connectivity is not established, make sure the VM network adapter is in the proper
network or VLAN.

By default, the NSX Edge datapath claims all virtual machine NICs except the management
NIC (the one that has an IP address and a default route). If you incorrectly assigned a NIC as

the management interface, follow these steps to use DHCP to assign management IP address

to the correct NIC.

a Login CLI and type the stop service dataplane command.

b Type the set interface interface dhcp plane mgmt command.
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c Place interface into the DHCP network and wait for an IP address to be assigned to that
interface.

d Type the start service dataplane command.

The datapath fp-ethX ports used for the VLAN uplink and the tunnel overlay are shown in
the get interfaces and get physical-port commands on the NSX Edge.

What to do next

Join the NSX Edge with the management plane. See Join NSX Edge with the Management Plane.

Install NSX Edge on ESXi Using the Command-Line OVF Tool

If you prefer to automate NSX Edge installation, you can use the VMware OVF Tool, which is a
command-line utility.

Prerequisites

Verify that the system requirements are met. See System Requirements.
Verify that the required ports are open. See Ports and Protocols.
Verify that a datastore is configured and accessible on the ESXi host.

Verify that you have the IP address and gateway, DNS server IP addresses, domain search
list, and the NTP server IP address for the NSX Manager to use.

If you do not already have one, create the target VM port group network. Place the NSX-T
Data Center appliances on a management VM network.

If you have multiple management networks, you can add static routes to the other networks
from the NSX-T Data Center appliance.

Plan your NSX Manager IPv4 or IPv6 IP addressing scheme.
See NSX Edge network requirements in NSX Edge Installation.
Verify that you have adequate privileges to deploy an OVF template on the ESXi host.

Verify that hostnames do not include underscores. Otherwise, the hostname is set to
localhost.

OVF Tool version 4.3 or later.

Procedure

¢ For a standalone host, run the ovftool command with the appropriate parameters.

C:\Users\Administrator\Downloads>ovftool
——name=nsx—edge-1
——deploymentOption=medium
——X:injectOvfEnv

——X:logFile=ovftool.log
——allowExtraConfig
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—-datastore=dsl

——net:"Network 0=Mgmt"
——net:"Network l=nsx-tunnel"
——net:"Network 2=vlan-uplink"
——net:"Network 3=vlan-uplink"
——acceptAllEulas

—-noSSLVerify

—-diskMode=thin

——powerOn
——prop:nsx_ip_0=192.168.110.37
——prop:nsx_netmask_0=255.255.255.0
——prop:nsx_gateway_0=192.168.110.1
——prop:nsx_dns1_0=192.168.110.10
——prop:nsx_domain_O=corp.local
——prop:nsx_ntp_0=192.168.110.10
——prop:nsx_isSSHEnabled=True
——prop:nsx_allowSSHRootLogin=True
——prop:nsx_passwd_0=<password>
——prop:nsx_cli_passwd_0=<password>
——prop:nsx_hostname=nsx-edge
<path/url to nsx component ova>
vi://root:<password>0@192.168.110.51

Opening OVA source: nsx-<component>.ova

The manifest validates

Source is signed and the certificate validates
Opening VI target: vi://root@192.168.110.24
Deploying to VI: vi://root@192.168.110.24
Transfer Completed

Powering on VM: nsx-edge-1

Task Completed

Completed successfully

¢ For a host managed by vCenter Server, run the ovftool command with the appropriate
parameters.

C:\Users\Administrator\Downloads>ovftool
——name=nsx-edge-1
——deploymentOption=medium
—-X:injectOvfEnv
—-X:logFile=ovftool.log
—-allowExtraConfig
—-datastore=dsl
——net:"Network 0=Mgmt"
—-net:"Network l=nsx-tunnel”
——net:"Network 2=vlan-uplink"
——net:"Network 3=vlan-uplink"
——acceptAllEulas
—-noSSLVerify

—-diskMode=thin

——powerOn
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——prop:nsx_ip_0=192.168.110.37
——prop:nsx_netmask_0=255.255.255.0
——prop:nsx_gateway_0=192.168.110.1
——prop:nsx_dns1_0=192.168.110.10
——prop:nsx_domain_O=corp.local
——prop:nsx_ntp_0=192.168.110.10
——prop:nsx_isSSHEnabled=True
——prop:nsx_allowSSHRootLogin=True
——prop:nsx_passwd_0=<password>
——prop:nsx_cli_passwd_O=<password>
——prop:nsx_hostname=nsx-edge
<path/url to nsx component ova>
vi://administrator@vsphere.local:<password>0192.168.110.24/71p=192.168.210.53

Opening OVA source: nsx-<component>.ova

The manifest validates

Source is signed and the certificate validates

Opening VI target: vi://administrator@vsphere.local@192.168.110.24:443/
Deploying to VI: vi://administrator@vsphere.local@192.168.110.24:443/
Transfer Completed

Powering on VM: nsx-edge-1

Task Completed

Completed successfully

¢ For an optimal performance, reserve memory for the NSX Manager appliance.

Set the reservation to ensure that NSX Manager has sufficient memory to run efficiently. See
NSX Manager VM System Requirements.

¢ Open the console of the NSX Edge to track the boot process.
¢ After the NSX Edge starts, log in to the CLI with admin credentials.

¢ Runthe get interface eth0.<vlan_ID> command to verify that the IP address was applied
as expected

nsx-edge-1> get interface eth0.100

Interface: eth0.100
Address: 192.168.110.37/24
MAC address: 00:50:56:86:62:4d
MTU: 1500
Default gateway: 192.168.110.1
Broadcast address: 192.168.110.255

Note When bringing up NSX Edge VMs on non-NSX managed host, verify that the MTU
setting is set to 1600 (instead of 1500) on the physical host switch for the data NIC.
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¢ Verify that the NSX Edge appliance has the required connectivity.
If you enabled SSH, make sure that you can SSH to your NSX Edge.
m  You can ping your NSX Edge.
m NSX Edge can ping its default gateway.
m  NSX Edge can ping the hypervisor hosts that are in the same network as the NSX Edge.
m  NSX Edge can ping its DNS server and its NTP server.
¢ Troubleshoot connectivity problems.

Note If connectivity is not established, make sure the VM network adapter is in the proper
network or VLAN.

By default, the NSX Edge datapath claims all virtual machine NICs except the management
NIC (the one that has an IP address and a default route). If you incorrectly assigned a NIC as
the management interface, follow these steps to use DHCP to assign management IP address
to the correct NIC.

a Login CLI and type the stop service dataplane command.
b Type the set interface interface dhcp plane mgmt command.

c Place interface into the DHCP network and wait for an IP address to be assigned to that
interface.

d Type the start service dataplane command.

The datapath fp-ethX ports used for the VLAN uplink and the tunnel overlay are shown in
the get interfaces and get physical-port commands on the NSX Edge.

What to do next

Join the NSX Edge with the management plane. See Join NSX Edge with the Management Plane.
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Installing NSX-T Data Center on
KVM

NSX-T Data Center supports KVM in two ways: as a host transport node and as a host for NSX
Manager.

Make sure that you have the supported KVM versions. See NSX Manager VM System
Requirements.

This chapter includes the following topics:

m  Set Up KVM

m  Manage Your Guest VMs in the KVM CLI

m Install NSX Manager on KVM

m  LogIn to the Newly Created NSX Manager

m Install Third-Party Packages on a KVM Host

m  Verify Open vSwitch Version on RHEL KVM Hosts

m  Deploy NSX Manager Nodes to Form a Cluster Using CLI

m Install NSX Edge on Bare Metal

Set Up KVM

If you plan to use KVM as a transport node or as a host for NSX Manager guest VM, but you do
not already have a KVM setup, you can use the procedure described here.

Note The Geneve encapsulation protocol uses UDP port 6081. You must allow this port access
in the firewall on the KVM host.

Procedure
1 (Only RHEL) Open the /etc/yum. conf file.

2 Search for the line exclude.
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3 Add theline "kernel* redhat-release*" to configure YUM to avoid any unsupported RHEL
upgrades.

exclude=[existing list] kernel* redhat-release*

If you plan to run NSX-T Data Center Container Plug-in, which has specific compatibility
requirements, exclude the container-related modules as well.

1

exclude=[existing list] kernel* redhat-release* kubelet-* kubeadm-* kubectl-* docker-*
The supported RHEL versions are 7.4. and 7.5.

4 Install KVM and bridge utilities.

Linux Distribution Commands

Ubuntu apt-get install -y gemu-kvm libvirt-bin ubuntu-vm-builder bridge-utils
virtinst virt-manager virt-viewer libguestfs-tools

RHEL or CentOS Linux yum groupinstall "Virtualization Hypervisor"
yum groupinstall "Virtualization Client"
yum groupinstall "Virtualization Platform"
yum groupinstall "Virtualization Tools"

SUSE Linux Enterprise  Start YaSt and select Virtualization > Install Hypervisor and Tools.

Server YaSt allows you to automatically enable and configure the network bridge.

5 For NSX manager to automatically install NSX software packages on KVM host, prepare the
network configuration of the uplink/data interface.

The KVM host can have multiple network interfaces. For the network interface that you plan
to provide as an uplink interface (data interface) for NSX-T purposes, it is important to have
network configuration files correctly populated. NSX-T looks at these network configuration
files to create NSX-T specific network devices. On Ubuntu, populate /etc/network/
interfaces file. On RHEL, CentOS, or SUSE, populate the /etc/sysconfig/network-scripts/
ifcfg-$uplinkdevice file.

In the following examples, interface "ens32" is the uplink device (data interface). Depending
on your deployment environment, this interface can use DHCP or static IP settings.

Note Interface names might vary in different environments.

Important For Ubuntu, all network configurations must be specified in /etc/network/
interfaces. Do not create individual network configuration files such as /etc/network/
ifcfg-ethl, which can lead to failure of transport node creation.
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Linux
Distribution Network Configuration
Ubuntu Edit /etc/network/interfaces:
auto etho
iface ethO® inet manual
auto ens32
iface ens32 inet manual
RHEL or Edit /etc/sysconfig/network-scripts/ifcfg-ens32:

CentOS Linux
DEVICE="ens32"

TYPE="Ethernet"
NAME="ens32"
UUID="<something>"
BOOTPROTO="none"
HWADDR="<something>"
ONBOOT="yes"
NM_CONTROLLED="no"

SUSE Linux If a SLES host already exists, verify that data interfaces is already configured on the host.
Enterprise If you do not have a pre-configured SLES host, see the reference configuration for the
Server management and data interface.

Edit /etc/sysconfig/network/ifcfg-ens32:

DEVICE="ens32"
NAME="ens32"
UUID="<UUID>"
BOOTPROTO="none"
LLADDR="<HWADDR>"
STARTMODE="yes"

6 Restart networking service systemctl restart network or reboot the Linux server for the
networking change