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About Administering VMware NSX-T Data
Center

The NSX-T Data Center Administration Guide provides information about configuring and
managing networking for VMware NSX-T™ Data Center, including how to create logical switches
and ports and how to set up networking for tiered logical routers, configure NAT, firewalls,
SpoofGuard, grouping and DHCP. It also describes how to configure NSX Cloud.

Intended Audience

This information is intended for anyone who wants to configure NSX-T Data Center. The
information is written for experienced Windows or Linux system administrators who are familiar
with virtual machine technology, networking, and security operations.

VMware Technical Publications Glossary

VMware Technical Publications provides a glossary of terms that might be unfamiliar to you.
For definitions of terms as they are used in VMware technical documentation, go to https://
www.vmware.com/topics/glossary.

VMware, Inc.
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Overview of the NSX Manager

The NSX Manager provides a web-based user interface where you can manage the NSX-T
environment. It also hosts the API server that processes API calls.

The NSX Manager web interface provides two methods of configuring resources.
m  The Policy interface: the Networking, Security, Inventory, and Plan & Troubleshoot tabs.

m  The Advanced interface: the Advanced Networking & Security tab.

When to Use Policy or Advanced Interfaces

Be consistent about which user interface you use. There are a few reasons to use one user
interface over another.

m [f you are deploying a new environment with NSX-T Data Center 2.4 or later, using the new
policy-based user interface to create and manage your environment is the best choice in most
situations.

m  Some features are not available in the policy-based user interface. If you need these
features, use the Advanced user interface for all configurations.

m |f you are upgrading to NSX-T Data Center 2.4 or later, continue to make configuration
changes using the Advanced Networking & Security user interface.

Table 1-1. When to Use Policy or Advanced Interfaces

Policy Interface Advanced Interface
Most new deployments should use the policy-based Deployments which were created using the advanced
interface. interface, for example, upgrades from versions before the

policy-based interface was present.

NSX Cloud deployments Deployments which integrate with other plugins. For
example, NSX Container Plug-in, Openstack, and other
cloud management platforms.

VMware, Inc. 13
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Table 1-1. When to Use Policy or Advanced Interfaces (continued)

Policy Interface

Networking features available in the Policy interface only:
m  DNS Services and DNS Zones

m VPN

m  Forwarding policies for NSX Cloud

Security features available in the Policy interface only:
m  Endpoint Protection
m Network Introspection (East-West Service Insertion)
m  Context Profiles
m L7 applications
m  FQDN
m  New Distributed Firewall and Gateway Firewall Layout
m  Categories
m  Auto service rules

m  Drafts

Using the Policy Interface

Advanced Interface

Networking features available in the Advanced interface
only:

m  Forwarding up timer

m  Static routes with BFD and interface as next-hop

m  Metadata proxy
]

DHCP server attached to an isolated segment and
static binding

Security features available in the Advanced interface only:

m  CPU and memory thresholds
m  Bridge Firewall

m  Distributed Firewall rules based on IPs in source and
destination

If you decide to use the policy interface, use it to create all objects. Do not use the advanced

interface to create objects.

You can use the advanced interface to modify objects that have been created in the

policy interface. The settings for a policy-created object might include a link for Advanced
Configuration. This link takes you to the advanced interface where you can fine-tune the
configuration. You can also view policy-created objects in the advanced interface directly. Settings
that are managed by policy but are visible in the advanced interface have this icon next to them:

©. You cannot modify them from the advanced user interface.

Where to Find the Policy Interfaces and Advanced

Interfaces

The policy-based and advanced interfaces appear in different parts of the NSX Manager user

interface, and use different APl URIs.

VMware, Inc.
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Table 1-2. Policy Interfaces and Advanced Interfaces

Policy Interface

Networking tab
Security tab

Inventory tab

Plan & Troubleshoot tab

API URIs that begin with /policy/api

Advanced Interface

Advanced Networking & Security tab

API URIs that begin with /api

Note The System tab is used for all environments. If you modify Edge nodes, Edge clusters,
or transport zones, it can take up to 5 minutes for those changes to be visible on the policy-

based user interface. You can synchronize immediately using POST /policy/api/vl/infra/sites/

default/enforcement-points/default?action=reload.

For more information about using the policy API, see the NSX-T Policy API Getting Started Guide.

Names for Objects Created in the Policy and Advanced

Interfaces

The objects you create have different names depending on which interface was used to create

them.
Table 1-3. Object Names

Objects Created Using the Policy Interface

Segment

Tier-1 gateway
Tier-0O gateway
Group

Security Policy
Rule

Gateway firewall

VMware, Inc.

Objects Created Using the Advanced Interface

Logical switch

Tier-1logical router

Tier-0 logical router
NSGroup, IP Sets, MAC Sets
Firewall section

Firewall rule

Edge firewall


https://communities.vmware.com/docs/DOC-41182

Tier-O Gateways

A tier-0O gateway performs the functions of a tier-0O logical router. It processes traffic between the
logical and physical networks.

NSX Cloud Note If using NSX Cloud, see NSX-T Data Center Features Supported with NSX Cloud
for a list of auto-generated logical entities, supported features, and configurations required for
NSX Cloud.

An Edge node can support only one tier-O gateway or logical router. When you create a tier-0O
gateway or logical router, make sure you do not create more tier-O gateways or logical routers
than the number of Edge nodes in the NSX Edge cluster.

Note Inthe Advanced Networking & Security tab, the term tier-O logical router is used to refer
to a tier-O gateway.

This chapter includes the following topics:

m  Add a Tier-O Gateway

m  Create an IP Prefix List

m  Create a Community List

m  Configure a Static Route

m Create a Route Map

m  Using Regular Expressions to Match Community Lists When Adding Route Maps
m  Configure BGP

m  Configure BFD

m  Configure IPv6 Layer 3 Forwarding

m  Create SLAAC and DAD Profiles for IPv6 Address Assignment

Add a Tier-O Gateway

A tier-O gateway has downlink connections to tier-1 gateways and uplink connections to physical
networks.

VMware, Inc. 16
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You can configure the HA (high availability) mode of a tier-O gateway to be active-active or
active-standby. The following services are only supported in active-standby mode:

m NAT
m  Load balancing
m  Stateful firewall
= VPN

Tier-0 and tier-1 gateways support the following addressing configurations for all interfaces
(uplinks, service ports and downlinks) in both single tier and multi-tiered topologies:

m  |Pv4only
= |Pv6only
m  Dual Stack - both IPv4 and IPv6

To use IPv6 or dual stack addressing, enable IPv4 and IPv6 as the L3 Forwarding Mode in
Networking > Networking Settings > Global Networking Config .

If you configure route redistribution for the tier-O gateway, you can select from two groups of
sources: tier-0O subnets and advertised tier-1 subnets. The sources in the tier-O subnets group are:

Source Type Description

Connected Interfaces and These include external interface subnets, service interface subnets and segment subnets
Segments connected to the tier-O gateway.

Static Routes Static routes that you have configured on the tier-O gateway.

NAT IP NAT IP addresses owned by the tier-O gateway and discovered from NAT rules that are

configured on the tier-O gateway.
IPSec Local IP Local IPSEC endpoint IP address for establishing VPN sessions.

DNS Forwarder IP Listener IP for DNS queries from clients and also used as source IP used to forward DNS
queries to upstream DNS server.

The sources in the advertised tier-1 subnets group are:

Source Type Description

Connected Interfaces and These include segment subnets connected to the tier-1 gateway and service interface
Segments subnets configured on the tier-1 gateway.

Static Routes Static routes that you have configured on the tier-1 gateway.

NAT IP NAT IP addresses owned by the tier-1 gateway and discovered from NAT rules that are

configured on the tier-1 gateway.

LB VIP IP address of the load balancing virtual server.
LB SNAT IP IP address or a range of IP addresses used for source NAT by the load balancer.
DNS Forwarder IP Listener IP for DNS queries from clients and also used as source IP used to forward DNS

queries to upstream DNS server.

IPSec Local Endpoint IP address of the IPSec local endpoint.

VMware, Inc. 17
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Procedure

1

From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

2 Select Networking > Tier-O Gateways.
3 Click Add Tier-0 Gateway.
4 Enter a name for the gateway.
5 Select an HA (high availability) mode.
The default mode is active-active. In the active-active mode, traffic is load balanced across all
members. In active-standby mode, all traffic is processed by an elected active member. If the
active member fails, a new member is elected to be active.
Important After you create the gateway, the HA mode cannot be changed.
6 Ifthe HA mode is active-standby, select a failover mode.
Option Description
Preemptive If the preferred node fails and recovers, it will preempt its peer and become the active
node. The peer will change its state to standby.
Non-preemptive If the preferred node fails and recovers, it will check if its peer is the active node. If so,
the preferred node will not preempt its peer and will be the standby node.
7 (Optional) Select an NSX Edge cluster.
8 (Optional) Add one or more tags.
9 (Optional) Click Additional Settings.
a Inthe Internal Transit Subnet field, enter a subnet.
This is the subnet used for communication between components within this gateway. The
default is 169.254.0.0/28.
b Inthe TO-T1 Transit Subnets field, enter one or more subnets.
These subnets are used for communication between this gateway and all tier-1 gateways
that are linked to it. After you create this gateway and link a tier-1 gateway to it, you will
see the actual IP address assigned to the link on the tier-O gateway side and on the tier-1
gateway side. The address is displayed in Additional Settings > Router Links on the tier-O
gateway page and the tier-1 gateway page. The default is 100.64.0.0/16.
c Select an ND Profile and a DAD Profile for IPv6 address configuration.
These profiles are used to configure Stateless Address Autoconfiguration (SLAAC) and
Duplicate Address Detection (DAD) for IPv6 addresses. The default profile is created.
10 Click Save.

VMware, Inc. 18
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11 To configure route redistribution, click Route Redistribution and Set.

Select one or more of the sources:

Tier-O subnets: Static Routes, NAT IP, IPSec Local IP, DNS Forwarder IP, Connected
Interfaces & Segments.

Under Connected Interfaces & Segments, you can select one or more of the following:
Service Interface Subnet, External Interface Subnet, Loopback Interface Subnet,
Connected Segment.

Advertised tier-1 subnets: DNS Forwarder IP, Static Routes, LB VIP, NAT IP, LB SNAT IP,
IPSec Local Endpoint, Connected Interfaces & Segments.

Under Connected Interfaces & Segments, you can select Service Interface Subnet and/or
Connected Segment.

12 To configure interfaces, click Interfaces and Set.

9
h

Click Add Interface.
Enter a name.
Select a type.

If the HA mode is active-standby, the choices are External, Service, and Loopback. If the
HA mode is active-active, the choices are External and Loopback.

Enter an IP address in CIDR format.

Select a segment.

If the interface type is not Service, select an NSX Edge node.
(Optional) If the interface type is not Loopback, enter an MTU value.

(Optional) Add tags and select an ND profile.

13 (Optional) If the HA mode is active-standby, click Set next to HA VIP Configuration to
configure HA VIP.

With HA VIP configured, the tier-O gateway is operational even if one uplink is down. The
physical router interacts with the HA VIP only. HA VIP is intended to work with static routing
and not with BGP.

a

b

C

Click Add HA VIP Configuration.
Enter an IP address and subnet mask.
The HA VIP subnet must be the same as the subnet of the interface that it is bound to.

Select two interfaces from two different Edge nodes.

14 Click Routing to add IP prefix lists, community lists, static routes, and route maps.

15 Click BGP to configure BGP.

VMware, Inc. 19
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16 Click Advanced Configuration to go to the Advanced Networking & Security > Routers page
to make additional configurations.

a To configure the layer 3 forwarding mode, click the Global Config tab.
b Click Edit.
c Select IPv4 or IPv4 and IPv6.
The default is IPv4 only. IPv6 only is not supported. To enable IPv6, select IPv4 and IPv6.
d Click Save.

Create an IP Prefix List

An IP prefix list contains single or multiple IP addresses that are assigned access permissions for
route advertisement. The IP addresses in this list are processed sequentially. IP prefix lists are
referenced through BGP neighbor filters or route maps with in or out direction.

For example, you can add the IP address 192.168.100.3/27 to the IP prefix list and deny the
route from being redistributed to the northbound router. You can also append an IP address
with less-than-or-equal-to (le) and greater-than-or-equal-to (ge) modifiers to grant or limit route
redistribution. For example, 192.168.100.3/27 ge 24 le 30 modifiers match subnet masks greater
than or equal to 24-bits and less than or equal to 30-bits in length.

Note The default action for a route is Deny. When you create a prefix list to deny or permit
specific routes, be sure to create an IP prefix with no specific network address (select Any from
the dropdown list) and the Permit action if you want to permit all other routes.

Prerequisites

Verify that you have a tier-O gateway configured. See Create a Tier-O Logical Router.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

Select Networking > Tier-O Gateways.

To edit a tier-O gateway, click the menu icon (three dots) and select Edit.
Click Routing.

Click Set next to IP Prefix List.

Click Add IP Prefix List.

Enter a name for the IP prefix list.

0o N o o b~ W N

Click Set to add IP prefixes.
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9 Click Add Prefix.
a Enter an IP address in CIDR format.
For example, 192.168.100.3/27.
b (Optional) Set a range of IP address numbers in the le or ge modifiers.
For example, set le to 30 and ge to 24.
c Select Deny or Permit from the drop-down menu.
d Click Add.
10 Repeat the previous step to specify additional prefixes.

11 Click Save.

Create a Community List

You can create BGP community lists so that you can configure route maps based on community
lists.

Community lists are user-defined lists of community attribute values. These lists can be used for
matching or manipulating the communities attribute in BGP update messages.

Both the BGP Communities attribute (RFC 1997) and the BGP Large Communities attribute (RFC
8092) are supported. The BGP Communities attribute is a 32-bit value split into two 16-bit values.
The BGP Large Communities attribute has 3 components, each 4 octets in length.

In route maps we can match on or set the BGP Communities or Large Communities attribute.
Using this feature, network operators can implement network policy based on the BGP
communities attribute.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

Select Networking > Tier-O Gateways.

To edit a tier-O gateway, click the menu icon (three dots) and select Edit.
Click Routing.

Click Set next to Community List.

Click Add Community List.

N o ua »~ W N

Enter a name for the community list.
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8

9

Specify a list of communities. For a regular community, use the aa:nn format, for example,
300:500. For a large community, use the format aa:bb:cc, for example, 11:22:33. Note that the
list cannot have both regular communities and large communities. It must contain only regular
communities, or only large communities.

In addition, you can select one or more of the following regular communities. Note that they
cannot be added if the list contains large communinities.

s NO_EXPORT_SUBCONFED - Do not advertise to EBGP peers.
s NO_ADVERTISE - Do not advertise to any peer.

s NO_EXPORT - Do not advertise outside BGP confederation
Click Save.

Configure a Static Route

You can configure a static route on the tier-O gateway to external networks. After you configure a
static route, there is no need to advertise the route from tier-0 to tier-1, because tier-1 gateways
automatically have a static default route towards their connected tier-O gateway.

Recursive static routes are supported.

Procedure

1

N o u »~ W N

o4}

10
1
12

13

From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

Select Networking > Tier-O Gateways.

To edit a tier-O gateway, click the menu icon (three dots) and select Edit.
Click Routing.

Click Set next to Static Routes.

Click Add Static Route.

Enter a name and network address in CIDR format. Static routes based on IPv6 are supported.
IPv6 prefixes can only have an IPv6 next hop.

Click Set Next Hops to add next-hop information.
Click Add Next Hop.

Enter an IP address.

Specify the administrative distance.

Select an interface from the dropdown list.

Click the Add button.

What to do next

Check that the static route is configured properly. See Verify the Static Route.
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Create a Route Map

A route map consists of a sequence of IP prefix lists, BGP path attributes, and an associated
action. The router scans the sequence for an IP address match. If there is a match, the router

performs the action and scans no further.

Route maps can be referenced at the BGP neighbor level and for route redistribution.

Prerequisites

Verify that an IP prefix list or a community list is configured. See Create an IP Prefix List or
Create a Community List.

For details about using regular expressions to define route-map match criteria for community
lists, see Using Regular Expressions to Match Community Lists When Adding Route Maps.

Procedure

1

0o N o o b~ W N

From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

Select Networking > Tier-O Gateways.

To edit a tier-O gateway, click the menu icon (three dots) and select Edit.
Click Routing.

Click Set next to Route Maps.

Click Add Route Map.

Enter a name and click Set to add match criteria.

Click Add Match Criteria to add one or more match criteria.
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9 For each criterion, select IP Prefix or Community List and click Set to specify one or more
match expressions.

a

If you selected Community List, specify match expressions that define how to match
members of community lists. For each community list, the following match options are
available:

s MATCH ANY - perform the set action in the route map if any of the communities in the
community list is matched.

m  MATCH ALL - perform the set action in the route map if all the communities in the
community list are matched regardless of the order.

s MATCH EXACT - perform the set action in the route map if all the communities in the
community list are matched in the exact same order.

= MATCH COMMUNITY REGEXP - perform the set action in the route map if all the
regular communities associated with the NRLI match the regular expression.

s MATCH LARGE COMMUNITY REGEXP - perform the set action in the route map if all
the large communities associated with the NRLI match the regular expression.

You should use the match criterion MATCH_COMMUNITY_REGEX to

match routes against standard communities, and use the match criterion
MATCH_LARGE_COMMUNITY _REGEX to match routes against large communities. If you
want to permit routes containing either the standard community or large community value,
you must create two match criteria. If the match expressions are given in the same match
criterion, only the routes containing both the standard and large communities will be
permitted.

For any match criterion, the match expressions are applied in an AND operation, which
means that all match expressions must be satisfied for a match to occur. If there are
multiple match criteria, they are applied in an OR operation, which means that a match will
occur if any one match criterion is satisfied.

10 Set BGP attributes.

BGP Attribute Description

AS-path Prepend Prepend a path with one or more AS (autonomous system) numbers to make the path longer

and therefore less preferred.

MED Multi-Exit Discriminator indicates to an external peer a preferred path to an AS.

Weight Set a weight to influence path selection. The range is O - 65535.
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BGP Attribute Description

Community Specify a list of communities. For a regular community use the aa:nn format, for example,
300:500. For a large community use the aa:bb:cc format, for example, 11:22:33. Or use the
drop-down menu to select one of the following:

B NO_EXPORT_SUBCONFED - Do not advertise to EBGP peers.
m  NO_ADVERTISE - Do not advertise to any peer.
m  NO_EXPORT - Do not advertise outside BGP confederation

Local Preference Use this value to choose the outbound external BGP path. The path with the highest value is
preferred.
11 In the Action column, select Permit or Deny.

You can permit or deny IP addresses matched by the IP prefix lists or community lists from
being advertised.

12 Click Save.

Using Regular Expressions to Match Community Lists When
Adding Route Maps

You can use regular expressions to define the route-map match criteria for community lists. BGP
regular expressions are based on POSIX 1003.2 regular expressions.

The following expressions are a subset of the POSIX regular expressions.

Expression Description

L Matches any single character.

* Matches O or more occurrences of pattern.
+ Matches 1 or more occurrences of pattern.
? Matches O or 1 occurrence of pattern.

n Matches the beginning of the line.

$ Matches the end of the line.

This character has special meanings in BGP regular expressions. It matches to a space, comma, AS
set delimiters { and } and AS confederation delimiters (and ). It also matches to the beginning of the
line and the end of the line. Therefore this character can be used for an AS value boundaries match.
This character technically evaluates to (*I[,{3011$).

Here are some examples for using regular expressions in route maps:

Expression Description
~O1 Matches routes having community attribute that starts with 101.
~0-9]+ Matches routes having community attribute that starts with a number between 0-9 and has one or

more instances of such a number.

e Matches routes having any or no community attribute.
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Expression Description
A+ Matches routes having any community value.
~$ Matches routes having no/null community value.

Configure BGP

To enable access between your VMs and the outside world, you can configure an external or
internal BGP (eBGP or iBGP) connection between a tier-O gateway and a router in your physical
infrastructure.

When configuring BGP, you must configure a local Autonomous System (AS) number for the
tier-O gateway. You must also configure the remote AS number. EBGP neighbors must be directly
connected and in the same subnet as the tier-O uplink. If they are not in the same subnet, BGP
multi-hop should be used.

BGPvV6 is supported for single hop and multihop. A BGPv6 neighbor only supports IPv6
addresses. Redistribution, prefix list, and route maps are supported with IPv6 prefixes.

A tier-O gateway in active-active mode supports inter-SR (service router) iBGP. If gateway #1is
unable to communicate with a northbound physical router, traffic is re-routed to gateway #2 in the
active-active cluster. If gateway #2 is able to communicate with the physical router, traffic between
gateway #1 and the physical router will not be affected.

The implementation of ECMP on NSX Edge is based on the 5-tuple of the protocol number, source
and destination address, and source and destination port.

The iBGP feature has the following capabilities and restrictions:
m  Redistribution, prefix lists, and routes maps are supported.
m  Route reflectors are not supported.

m  BGP confederation is not supported.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

2 Select Networking > Tier-O Gateways.

3 To edit a tier-O gateway, click the menu icon (three dots) and select Edit.
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4 Click BGP.

a

Enter the local AS number.

In active-active mode, the default ASN value, 65000, is already filled in. In active-standby
mode, there is no default ASN value.

Click the BGP toggle to enable or disable BGP.

In active-active mode, BGP is enabled by default. In active-standby mode, BGP is disabled
by default.

If this gateway is in active-active mode, click the Inter SR iBGP toggle to enable or disable
inter-SR iBGP. It is enabled by default.

If the gateway is in active-standby mode, this feature is not available.
Click the ECMP toggle button to enable or disable ECMP.
Click the Multipath Relax toggle button to enable or disable load-sharing across multiple

paths that differ only in AS-path attribute values but have the same AS-path length.

Note ECMP must be enabled for Multipath Relax to work.

In the Graceful Restart field, select Disable, Helper Only, or Graceful Restart and Helper.
You can optionally change the Graceful Restart Timer and Graceful Restart Stale Timer.

By default, the Graceful Restart mode is set to Helper Only. Helper mode is useful

for eliminating and/or reducing the disruption of traffic associated with routes learned
from a neighbor capable of Graceful Restart. The neighbor must be able to preserve its
forwarding table while it undergoes a restart.

The Graceful Restart capability is not recommended to be enabled on the tier-O gateways
because BGP peerings from all the gateways are always active. On a failover, the Graceful
Restart capability will increase the time a remote neighbor takes to select an alternate
tier-O gateway. This will delay BFD-based convergence.

Note: Unless overridden by neighbor-specific configuration, the tier-O configuration
applies to all BGP neighbors.

5 Configure Route Aggregation by adding IP address prefixes.

a

Click Add Prefix.

b Enter a IP address prefix in CIDR format.

C

For the option Summary Only, select Yes or No.

6 Click Save.

You must save the global BGP configuration before you can configure BGP neighbors.

VMware, Inc.

27



NSX-T Data Center Administration Guide

7 Configure BGP Neighbors.
a Enter the IP address of the neighbor.
b Enable or disable BFD.
¢ Enter a value for Remote AS number.

For iBGP, enter the same AS number as the one in step 4a. For eBGP, enter the AS
number of the physical router.

d Configure Out Filter.
e Configure In Filter.
f  Enable or disable the Allowas-in feature.

This is disabled by default. With this feature enabled, BGP neighbors can receive routes
with the same AS, for example, when you have two locations interconnected using the
same service provider. This feature applies to all the address families and cannot be
applied to specific address families.

g Inthe Source Addresses field, you can select a source address to establish a peering
session with a neighbor using this specific source address. If you do not select any, the
gateway will automatically choose one.

h Inthe IP Address Family field, select IPv4, IPv6, or Disabled.
i Enter a value for Max Hop Limit.

j  Inthe Graceful Restart field, you can optionally select Disable, Helper Only, or Graceful
Restart and Helper.

Option Description
None selected The Graceful Restart for this neighbor will follow the Tier-O gateway BGP configuration.
Disable m If the tier-O gateway BGP is configured with Disable, Graceful Restart will be disabled

for this neighbor.
m If the tier-O gateway BGP is configured with Helper Only, Graceful Restart will be
disabled for this neighbor.

m  |f the tier-O gateway BGP is configured with Graceful Restart and Helper, Graceful
Restart will be disabled for this neighbor.

Helper Only m [f the tier-O gateway BGP is configured with Disable, Graceful Restart will be
configured as Helper Only for this neighbor.

m If the tier-O gateway BGP is configured with Helper Only, Graceful Restart will be
configured as Helper Only for this neighbor.

m If the tier-O gateway BGP is configured with Graceful Restart and Helper, Graceful
Restart will be configured as Helper Only for this neighbor.

Graceful Restart m  If the tier-O gateway BGP is configured with Disable, Graceful Restart will be
and Helper configured as Graceful Restart and Helper for this neighbor.

m  |f the tier-O gateway BGP is configured with Helper Only, Graceful Restart will be
configured as Graceful Restart and Helper for this neighbor.

m If the tier-O gateway BGP is configured with Graceful Restart and Helper, Graceful
Restart will be configured as Graceful Restart and Helper for this neighbor.
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k Click Timers & Password.
| Enter a value for BFD Interval.

The unit is milliseconds. For an Edge node running in a VM, the minimum value is 1000.
For a bare-metal Edge node, the minimum value is 300.

m Enter a value for BFD Multiplier.

n Enter a value for Hold Down Time.
o Enter a value for Keep Alive Time.
p Enter a password.

This is required if you configure MD5 authentication between BGP peers.

8 Click Save.

Configure BFD

BFD (Bidirectional Forwarding Detection) is a protocol that can detect forwarding path failures.

Procedure

1

From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

Select Networking > Tier-O Gateways.
To edit a tier-O gateway, click the menu icon (three dots) and select Edit.
Click Advanced Configuration.

This takes you to the Advanced Networking & Security > Routers page. The gateway will
appear as one of the logical routers. Follow the instructions in Configure BFD on a Tier-0O
Logical Router.

Configure IPv6 Layer 3 Forwarding

IPv4 layer 3 forwarding is enabled by default. You can also configure IPv6 layer 3 forwarding.

Procedure

1

From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

Select Networking > Tier-O Gateways.
Edit a tier-O gateway by clicking the menu icon (three dots) and select Edit.
Click Advanced Configuration.

This takes you to the Advanced Networking & Security > Routers page. The gateway will
appear as one of the logical routers.
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5 Click the Global Config tab.

6 Inthe L3 Forwarding Mode field, select IPv4 and IPv6.
IPv6 only is not supported.

7 Edit the gateway again by going to the Networking tab.

8 Go to Additional Settings.

a There are no configurable IPv6 addresses for Internal Transit Subnet. The system
automatically uses IPv6 link local addresses.

b Enter an IPv6 subnet for TO-T1 Transit Subnets.

9 Go to Interfaces and add an interface for |IPv6.

Create SLAAC and DAD Profiles for IPv6 Address
Assignment

When using IPv6 on a logical router interface, you can set up Stateless Address Autoconfiguration
(SLAAC) for the assignment of IP addresses. SLAAC enables the addressing of a host, based on

a network prefix advertised from a local network router, through router advertisements. Duplicate
Address Detection (DAD) ensures the uniqueness of IP addresses.

Prerequisites

Navigate to Advanced Networking & Security > Routers > Global Config and select IPv4 and
IPv6 as the L3 Forwarding Mode

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

2 Select Networking > Tier-O Gateways.
3 To edit a tier-0 gateway, click the menu icon (three dots) and select Edit.

4 Click Additional Settings.
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5 To create an ND Profile (SLAAC profile), click the menu icon (three dots) and select Create

New.

a Enter a name for the profile.

b Select a mode:

Disabled - Router advertisement messages are disabled.

SLAAC with DNS Through RA - The address and DNS information is generated with
the router advertisement message.

SLAAC with DNS Through DHCP - The address is generated with the router
advertisement message and the DNS information is generated by the DHCP server.

DHCP with Address and DNS through DHCP - The address and DNS information is
generated by the DHCP server.

SLAAC with Address and DNS through DHCP - The address and DNS information is
generated by the DHCP server. This option is only supported by NSX Edge and not by
KVM hosts or ESXi hosts.

¢ Enter the reachable time and the retransmission interval for the router advertisement

message.

d Enter the domain name and specify a lifetime for the domain name. Enter these values only
for the SLAAC with DNS Through RA mode.

e Enter a DNS server and specify a lifetime for the DNS server. Enter these values only for
the SLAAC with DNS Through RA mode.

f  Enter the values for router advertisement:

RA Interval - The interval of time between the transmission of consecutive router
advertisement messages.

Hop Limit - The lifetime of the advertised routes.
Router Lifetime - The lifetime of the router.
Prefix Lifetime- The lifetime of the prefix in seconds.

Prefix Preferred Time - The time that a valid address is preferred.

6 To create a DAD Profile, click the menu icon (three dots) and select Create New.

a Enter a name for the profile.

b Select a mode:
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Loose - A duplicate address notification is received but no action is taken when a
duplicate address is detected.

Strict - A duplicate address notification is received and the duplicate address is no
longer used.
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¢ Enter the Wait Time (seconds) that specifies the interval of time between the NS packets.

d Enter the NS Retries Count that specifies the number of NS packets to detect duplicate
addresses at intervals defined in Wait Time (seconds)

VMware, Inc.

32



Tier-1 Gateway

A tier-1 gateway performs the functions of a tier-1logical router. It has downlink connections to
segments and uplink connections to tier-O gateways.

Note In the Advanced Networking & Security tab, the term tier-1logical router is used to refer to
a tier-1 gateway.

You can configure route advertisements and static routes on a tier-1 gateway. Recursive static
routes are supported.
This chapter includes the following topics:

m  Add a Tier-1 Gateway

Add a Tier-1 Gateway

A tier-1 gateway is typically connected to a tier-O gateway in the northbound direction and to
segments in the southbound direction.

Tier-0 and tier-1 gateways support the following addressing configurations for all interfaces
(uplinks, service ports and downlinks) in both single tier and multi-tiered topologies:

m  |Pv4 only
= |Pv6 only
s Dual Stack - both IPv4 and IPv6

To use IPv6 or dual stack addressing, enable IPv4 and IPv6 as the L3 Forwarding Mode in
Networking > Networking Settings > Global Networking Config .

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

2 Select Networking > Tier-1 Gateways.
3 Click Add Tier-1 Gateway.

4 Enter a name for the gateway.
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5 (Optional) Select a tier-O gateway to connect to this tier-1 gateway to create a multi-tier
topology.

6 Select a failover mode.

Option Description

Preemptive If the preferred NSX Edgenode fails and recovers, it will preempt its peer and become
the active node. The peer will change its state to standby.

Non-preemptive If the preferred NSX Edge node fails and recovers, it will check if its peer is the active
node. If so, the preferred node will not preempt its peer and will be the standby node.
This is the default option.

7 (Optional) Select an NSX Edge cluster if you want this tier-1 gateway to host stateful services
(NAT, load balancer, or firewall).

If an NSX Edge cluster is selected, a service router will always be created (even if you do not
configure stateful services), affecting the north/south traffic pattern.

8 (Optional) Select an NSX Edge node.

9 (Optional) Click the Enable StandBy Relocation toggle to enable or disable standby relocation.

Standby relocation means that if the Edge node where the active or standby logical router is
running fails, a new standby logical router is created on another Edge node to maintain high
availability. If the Edge node that fails is running the active logical router, the original standby
logical router becomes the active logical router and a new standby logical router is created. If
the Edge node that fails is running the standby logical router, the new standby logical router
replaces it.

10 Click Save.
11 (Optional) Click Route Advertisement.
Select one or more of the following:
m  All Static Routes
= AllNATIP's
= All DNS Forwarder Routes
= All LB VIP Routes
= All Connected Segments and Service Ports
= All LB SNAT IP Routes
m  All IPSec Local Endpoints

In the Set Route Advertisement Rules field, click Set to add route advertisement rules.
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12 (Optional) Click Service Interfaces and Set to configure connections to segments. Required in

some topologies such as VLAN-backed segments or one-arm load balancing.

a

b

e

.I:

Click Add Interface.

Enter a name and IP address in CIDR format.

Select a segment.

In the MTU field, enter a value between 64 and 9000.
In the ND Profile field, select a profile.

Click Save.

13 (Optional) Click Static Routes and Set to configure static routes.

Click Add Static Route.
Enter a name and a network address in the CIDR or IPv6 CIDR format.
Click Set Next Hops to add next hop information.

Click Save.
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Segments

A segment performs the functions of a logical switch.

Note Inthe Advanced Networking & Security tab, the term logical switch is used to refer to a
segment.

This chapter includes the following topics:
m  Segment Profiles

m  Add a Segment

Segment Profiles

Segment profiles include Layer 2 networking configuration details for segments and segment
ports. NSX Manager supports several types of segment profiles.

The following types of segment profiles are available:

m  QOS (Quality of Service)

m |P Discovery

s SpoofGuard

= Segment Security

s MAC Management

Note You cannot edit or delete the default segment profiles. If you require alternate settings
from what is in the default segment profile you can create a custom segment profile. By default
all custom segment profiles except the segment security profile will inherit the settings of the

appropriate default segment profile. For example, a custom IP discovery segment profile by
default will have the same settings as the default IP discovery segment profile.

Each default or custom segment profile has a unique identifier. You use this identifier to associate
the segment profile to a segment or a segment port.

A segment or segment port can be associated with only one segment profile of each type. You
cannot have, for example, two QoS segment profiles associated with a segment or segment port.
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If you do not associate a segment profile when you create a segment, then the NSX Manager
associates a corresponding default system-defined segment profile. The children segment ports
inherit the default system-defined segment profile from the parent segment.

When you create or update a segment or segment port you can choose to associate either a
default or a custom segment profile. When the segment profile is associated or disassociated from
a segment the segment profile for the children segment ports is applied based on the following
criteria.

m [f the parent segment has a profile associated with it, the child segment port inherits the
segment profile from the parent.

m [f the parent segment does not have a segment profile associated with it, a default segment
profile is assigned to the segment and the segment port inherits that default segment profile.

m |f you explicitly associate a custom profile with a segment port, then this custom profile
overrides the existing segment profile.

Note If you have associated a custom segment profile with a segment, but want to retain the
default segment profile for one of the child segment port, then you must make a copy of the
default segment profile and associate it with the specific segment port.

You cannot delete a custom segment profile if it is associated to a segment or a segment port. You
can find out whether any segments and segment ports are associated with the custom segment
profile by going to the Assigned To section of the Summary view and clicking on the listed
segments and segment ports.

Understanding QoS Segment Profile

QoS provides high-quality and dedicated network performance for preferred traffic that requires
high bandwidth. The QoS mechanism does this by prioritizing sufficient bandwidth, controlling
latency and jitter, and reducing data loss for preferred packets even when there is a network
congestion. This level of network service is provided by using the existing network resources
efficiently.

For this release, shaping and traffic marking namely, CoS and DSCP is supported. The Layer 2
Class of Service (CoS) allows you to specify priority for data packets when traffic is buffered in
the segment due to congestion. The Layer 3 Differentiated Services Code Point (DSCP) detects
packets based on their DSCP values. CoS is always applied to the data packet irrespective of the
trusted mode.
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NSX-T Data Center trusts the DSCP setting applied by a virtual machine or modifying and setting
the DSCP value at the segment level. In each case, the DSCP value is propagated to the outer

IP header of encapsulated frames. This enables the external physical network to prioritize the
traffic based on the DSCP setting on the external header. When DSCP is in the trusted mode, the
DSCP value is copied from the inner header. When in the untrusted mode, the DSCP value is not
preserved for the inner header.

Note DSCP settings work only on tunneled traffic. These settings do not apply to traffic inside the
same hypervisor.

You can use the QoS switching profile to configure the average ingress and egress bandwidth
values to set the transmit limit rate. The peak bandwidth rate is used to support burst traffic a
segment is allowed to prevent congestion on the northbound network links. These settings do
not guarantee the bandwidth but help limit the use of network bandwidth. The actual bandwidth
you will observe is determined by the link speed of the port or the values in the switching profile,
whichever is lower.

The QoS switching profile settings are applied to the segment and inherited by the child segment
port.
Create a QoS Segment Profile

You can define the DSCP value and configure the ingress and egress settings to create a custom
QoS switching profile.

Prerequisites

m  Familiarize yourself with the QoS switching profile concept. See Understanding QoS Switching
Profile.

= |dentify the network traffic you want to prioritize.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

2 Select Networking > Segments > Segment Profiles.

3 Click Add Segment Profile and select QoS.
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4 Complete the QoS switching profile details.

Option
Name

Mode

Priority

Class of Service

Ingress

Ingress Broadcast

Egress
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Description
Name of the profile.

Select either a Trusted or Untrusted option from the Mode drop-down menu.

When you select the Trusted mode the inner header DSCP value is applied
to the outer IP header for IP/IPv6 traffic. For non IP/IPv6 traffic, the outer
IP header takes the default value. Trusted mode is supported on an overlay-
based logical port. The default value is O.

Untrusted mode is supported on overlay-based and VLAN-based logical
port. For the overlay-based logical port, the DSCP value of the outbound

IP header is set to the configured value irrespective to the inner packet type
for the logical port. For the VLAN-based logical port, the DSCP value of IP/
IPv6 packet will be set to the configured value. The DSCP values range for
untrusted mode is between O to 63.

Note DSCP settings work only on tunneled traffic. These settings do not
apply to traffic inside the same hypervisor.

Set the CoS priority value.
The priority values range from O to 63, where O has the highest priority.

Set the CoS value.

CoS is supported on VLAN-based logical port. CoS groups similar types of
traffic in the network and each type of traffic is treated as a class with its own
level of service priority. The lower priority traffic is slowed down or in some
cases dropped to provide better throughput for higher priority traffic. CoS
can also be configured for the VLAN ID with zero packet.

The CoS values range from O to 7, where O is the best effort service.

Set custom values for the outbound network traffic from the VM to the logical
network.

You can use the average bandwidth to reduce network congestion. The peak
bandwidth rate is used to support burst traffic and the burst size is based

on the duration with peak bandwidth. You set burst duration in the burst

size setting. You cannot guarantee the bandwidth. However, you can use the
Average, Peak, and Burst Size settings to limit network bandwidth.

For example, if the average bandwidth is 30 Mbps, peak bandwidth is 60
Mbps, and the allowed duration is 0.1 second, then the burst size is 60 *
1000000 * 0.10/8 = 750000 Bytes.

The default value O disables rate limiting on the ingress traffic.

Set custom values for the outbound network traffic from the VM to the logical
network based on broadcast.

For example, when you set the average bandwidth for a logical switch to
3000 Kbps, peak bandwidth is 6000 Kbps, and the allowed duration is 0.1
second, then the burst size is 6000 * 1000 * 0.10/8 = 75000 Bytes.

The default value O disables rate limiting on the ingress broadcast traffic.

Set custom values for the inbound network traffic from the logical network to
the VM.

The default value O disables rate limiting on the egress traffic.
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If the ingress, ingress broadcast, and egress options are not configured, the default values are
used.

5 Click Save.

Understanding IP Discovery Segment Profile

IP Discovery uses DHCP and DHCPv6 snooping, ARP (Address Resolution Protocol) snooping, ND
(Neighbor Discovery) snooping, and VM Tools to learn MAC and IP addresses.

Note [P discovery methods for IPv6 are disabled in the default IP discovery segment profile. To
enable IP discovery for IPv6 for segments, you must create an IP discovery profile with the IPv6
options enabled and attach the profile to the segments. In addition, make sure that the distributed
firewall allows IPv6 Neighbor Discovery packets between all workloads (allowed by default).

The discovered MAC and IP addresses are used to achieve ARP/ND suppression, which minimizes
traffic between VMs connected to the same segment. The addresses are also used by the
SpoofGuard and distributed firewall (DFW) components. DFW uses the address bindings to
determine the IP address of objects in firewall rules.

DHCP/DHCPV6 snooping inspects the DHCP/DHCPV6 packets exchanged between the DHCP/
DHCPvV6 client and server to learn the IP and MAC addresses.

ARP snooping inspects the outgoing ARP and GARP (gratuitous ARP) packets of a VM to learn the
IP and MAC addresses.

VM Tools is software that runs on an ESXi-hosted VM and can provide the VM's configuration
information including MAC and IP or IPv6 addresses. This IP discovery method is available for VMs
running on ESXi hosts only.

ND snooping is the IPv6 equivalent of ARP snooping. It inspects neighbor solicitation (NS) and
neighbor advertisement (NA) messages to learn the IP and MAC addresses.

Duplicate address detection checks whether a newly discovered IP address is already present
on the realized binding list for a different port. This check is performed for ports on the same
segment. If a duplicate address is detected, the newly discovered address is added to the
discovered list, but is not added to the realized binding list. All duplicate IPs have an associated
discovery timestamp. If the IP that is on the realized binding list is removed, either by adding it
to the ignore binding list or by disabling snooping, the duplicate IP with the oldest timestamp is
moved to the realized binding list. The duplicate address information is available through an API
call.

By default, the discovery methods ARP snooping and ND snooping operate in a mode called trust
on first use (TOFU). In TOFU mode, when an address is discovered and added to the realized
bindings list, that binding remains in the realized list forever. TOFU applies to the first 'n' unique
<IP, MAC, VLAN> bindings discovered using ARP/ND snooping, where 'n' is the binding limit that
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you can configure. You can disable TOFU for ARP/ND snooping. The methods will then operate

in trust on every use (TOEU) mode. In TOEU mode, when an address is discovered, it is added to
the realized bindings list and when it is deleted or expired, it is removed from the realized bindings
list. DHCP snooping and VM Tools always operate in TOEU mode.

Note TOFU is not the same as SpoofGuard, and it does not block traffic in the same way as
SpoofGuard. For more information, see Understanding SpoofGuard Segment Profile.

For Linux VMs, the ARP flux problem might cause ARP snooping to obtain incorrect information.
The problem can be prevented with an ARP filter. For more information, see http://linux-ip.net/
html/ether-arp.html#ether-arp-flux.

For each port, NSX Manager maintains an ignore bindings list, which contains IP addresses that
cannot be bound to the port. By navigating to Advanced Networking and Security > Switching >
Ports and selecting a port, you can add discovered bindings to the ignore bindings list. You can
also delete an existing discovered or realized binding by copying it to Ignore Bindings.

Create an IP Discovery Segment Profile

NSX-T Data Center has several default IP Discovery switching profiles. You can also create
additional ones.

Prerequisites

Familiarize yourself with the IP Discovery switching profile concepts. See Understanding IP
Discovery Switching Profile.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

2 Select Networking > Segments > Segment Profiles.
3 Click Add Segment Profile and select IP Discovery.

4 Specify the IP Discovery switching profile details.

Option Description

Name Enter a name.

ARP Snooping For an IPv4 environment. Applicable if VMs have static IP addresses.

ARP Binding Limit The maximum number of IPv4 IP addresses that can be bound to a port. The

minimum value allowed is 1 (the default) and the maximum is 256.

ARP ND Binding Limit Timeout The timeout value, in minutes, for IP addresses in the ARP/ND binding table
if TOFU is disabled. If an address times out, a newly discovered address
replaces it.

DHCP Snooping For an IPv4 environment. Applicable if VMs have IPv4 addresses.

DHCP V6 Snooping For an IPv6 environment. Applicable if VMs have IPv6 addresses.

VM Tools Available for ESXi-hosted VMs only.
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Option Description

VM Tools for IPv6 Available for ESXi-hosted VMs only.

Neighbor Discovery Snooping For an IPv6 environment. Applicable if VMs have static IP addresses.
Neighbor Discovery Binding Limit The maximum number of IPv6 addresses that can be bound to a port.
Trust on First Use Applicable to ARP and ND snooping.

Duplicate IP Detection For all snooping methods and both IPv4 and IPv6 environments.
Click Save.

Understanding SpoofGuard Segment Profile

SpoofGuard helps prevent a form of malicious attack called "web spoofing" or "phishing." A
SpoofGuard policy blocks traffic determined to be spoofed.

SpoofGuard is a tool that is designed to prevent virtual machines in your environment from
sending traffic with an IP address it is not authorized to end traffic from. In the instance that a
virtual machine’s |IP address does not match the IP address on the corresponding logical port and
segment address binding in SpoofGuard, the virtual machine’s vNIC is prevented from accessing
the network entirely. SpoofGuard can be configured at the port or segment level. There are
several reasons SpoofGuard might be used in your environment:

Preventing a rogue virtual machine from assuming the IP address of an existing VM.

Ensuring the IP addresses of virtual machines cannot be altered without intervention - in some
environments, it’s preferable that virtual machines cannot alter their IP addresses without
proper change control review. SpoofGuard facilitates this by ensuring that the virtual machine
owner cannot simply alter the IP address and continue working unimpeded.

Guaranteeing that distributed firewall (DFW) rules will not be inadvertently (or deliberately)
bypassed — for DFW rules created utilizing IP sets as sources or destinations, the possibility
always exists that a virtual machine could have it’s IP address forged in the packet header,
thereby bypassing the rules in question.

NSX-T Data Center SpoofGuard configuration covers the following:

MAC SpoofGuard - authenticates MAC address of packet
IP SpoofGuard - authenticates MAC and IP addresses of packet

Dynamic Address Resolution Protocol (ARP) inspection, that is, ARP and Gratuitous Address
Resolution Protocol (GARP) SpoofGuard and Neighbor Discovery (ND) SpoofGuard validation
are all against the MAC source, IP Source and IP-MAC source mapping in the ARP/GARP/ND
payload.

At the port level, the allowed MAC/VLAN/IP whitelist is provided through the Address Bindings
property of the port. When the virtual machine sends traffic, it is dropped if its IP/MAC/VLAN
does not match the IP/MAC/VLAN properties of the port. The port level SpoofGuard deals with
traffic authentication, i.e. is the traffic consistent with VIF configuration.
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At the segment level, the allowed MAC/VLAN/IP whitelist is provided through the Address
Bindings property of the segment. This is typically an allowed IP range/subnet for the segment
and the segment level SpoofGuard deals with traffic authorization.

Traffic must be permitted by port level AND segment level SpoofGuard before it will be allowed
into segment. Enabling or disabling port and segment level SpoofGuard, can be controlled using
the SpoofGuard segment profile.

Create a SpoofGuard Segment Profile

When SpoofGuard is configured, if the IP address of a virtual machine changes, traffic from
the virtual machine may be blocked until the corresponding configured port/segment address
bindings are updated with the new IP address.

Enable SpoofGuard for the port group(s) containing the guests. When enabled for each network
adapter, SpoofGuard inspects packets for the prescribed MAC and its corresponding IP address.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

Select Networking > Segments > Segment Profiles.
Click Add Segment Profile and select Spoof Guard.
Enter a name.

To enable port level SpoofGuard, set Port Bindings to Enabled.

o v A W N

Click Save.

Understanding Segment Security Segment Profile

Segment security provides stateless Layer2 and Layer 3 security by checking the ingress traffic to
the segment and dropping unauthorized packets sent from VMs by matching the IP address, MAC
address, and protocols to a set of allowed addresses and protocols. You can use segment security
to protect the segment integrity by filtering out malicious attacks from the VMs in the network.

Note that the default segment security profile has the DHCP settings Server Block and Server
Block - IPv6 enabled. This means that a segment that uses the default segment security profile
will block traffic from a DHCP server to a DHCP client. If you want a segment that allows DHCP
server traffic, you must create a custom segment security profile for the segment.

Create a Segment Security Segment Profile

You can create a custom segment security segment profile with MAC destination addresses from
the allowed BPDU list and configure rate limiting.

Prerequisites

Familiarize yourself with the segment security segment profile concept. See Understanding Switch
Security Switching Profile.
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Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-

ip-address>.

2 Select Networking > Segments > Segment Profiles.

3 Click Add Segment Profile and select Segment Security.

4 Complete the segment security profile details.

Option
Name

BPDU Filter

BPDU Filter Allow List

DHCP Filter

DHCPvVE6 Filter

Block Non-IP Traffic

RA Guard

Rate Limits

VMware, Inc.

Description
Name of the profile.

Toggle the BPDU Filter button to enable BPDU filtering. Disabled by default.
When the BPDU filter is enabled, all of the traffic to BPDU destination MAC
address is blocked. The BPDU filter when enabled also disables STP on the
logical switch ports because these ports are not expected to take part in STP.

Click the destination MAC address from the BPDU destination MAC
addresses list to allow traffic to the permitted destination. You must enable
BPDU Filter to be able to select from this list.

Toggle the Server Block button and Client Block button to enable DHCP
filtering. Both are disabled by default.

DHCP Server Block blocks traffic from a DHCP server to a DHCP client. Note
that it does not block traffic from a DHCP server to a DHCP relay agent.
DHCP Client Block prevents a VM from acquiring a DHCP |IP address by
blocking DHCP requests.

Toggle the Server Block - IPv6 button and Client Block - IPv6 button to
enable DHCP filtering. Both are disabled by default.

DHCPvV6 Server Block blocks traffic from a DHCPV6 server to a DHCPv6
client. Note that it does not block traffic from a DHCP server to a DHCP relay
agent. Packets whose UDP source port number is 547 are filtered.

DHCPv6 Client Block prevents a VM from acquiring a DHCP IP address by
blocking DHCP requests. Packets whose UDP source port number is 546 are
filtered.

Toggle the Block Non-IP Traffic button to allow only IPv4, IPv6, ARP, and
BPDU traffic.

The rest of the non-IP traffic is blocked. The permitted IPv4, IPv6, ARP,
GARP and BPDU traffic is based on other policies set in address binding and
SpoofGuard configuration.

By default, this option is disabled to allow non-IP traffic to be handled as
regular traffic.

Toggle the RA Guard button to filter out ingress IPv6 router advertisements.
ICMPV6 type 134 packets are filtered out. This option is enabled by default.

Set a rate limit for broadcast and multicast traffic. This option is enabled by
default.

Rate limits can be used to protect the logical switch or VMs from events such
as broadcast storms.

To avoid any connectivity problems, the minimum rate limit value must be >=
10 pps.
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5 Click Save.

Understanding MAC Discovery Segment Profile

The MAC management segment profile supports two functionalities: MAC learning and MAC
address change.

The MAC address change feature allows a VM to change its MAC address. A VM connected to a
port can run an administrative command to change the MAC address of its vNIC and still send and
receive traffic on that vNIC. This feature is supported on ESXi only and not on KVM. This property
is disabled by default.

MAC learning provides network connectivity to deployments where multiple MAC addresses are
configured behind one vNIC, for example, in a nested hypervisor deployment where an ESXi VM
runs on an ESXi host and multiple VMs run inside the ESXi VM. Without MAC learning, when the
ESXi VM's VNIC connects to a segment port, its MAC address is static. VMs running inside the ESXi
VM do not have network connectivity because their packets have different source MAC addresses.
With MAC learning, the vSwitch inspects the source MAC address of every packet coming from
the VNIC, learns the MAC address and allows the packet to go through. If a MAC address that is
learned is not used for a certain period of time, it is removed. This time period is not confurable.
The field MAC Learning Aging Time displays the pre-defined value, which is 600.

MAC learning also supports unknown unicast flooding. Normally, when a packet that is received
by a port has an unknown destination MAC address, the packet is dropped. With unknown unicast
flooding enabled, the port floods unknown unicast traffic to every port on the switch that has MAC
learning and unknown unicast flooding enabled. This property is enabled by default, but only if
MAC learning is enabled.

The number of MAC addresses that can be learned is configurable. The maximum value is 4096,
which is the default. You can also set the policy for when the limit is reached. The options are:

m  Drop - Packets from an unknown source MAC address are dropped. Packets inbound to this
MAC address will be treated as unknown unicast. The port will receive the packets only if it has
unknown unicast flooding enabled.

m  Allow - Packets from an unknown source MAC address are forwarded although the address
will not be learned. Packets inbound to this MAC address will be treated as unknown unicast.
The port will receive the packets only if it has unknown unicast flooding enabled.

If you enable MAC learning or MAC address change, to improve security, configure SpoofGuard as

well.

Create a MAC Discovery Segment Profile

You can create a MAC discovery segment profile to manage MAC addresses.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.
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2 Select Networking > Segments > Segment Profiles.

3 Click Add Segment Profile and select MAC Discovery.

4 Complete the MAC discovery profile details.

Option

Name

MAC Change
MAC Learning

MAC Limit Policy
Unknown Unicast Flooding
MAC Limit

MAC Learning Aging Time

5 Click Save.

Add a Segment

Description

Name of the profile.

Enable or disable the MAC address change feature. The default is disabled.
Enable or disable the MAC learning feature. The default is disabled.

Select Allow or Drop. The default is Allow. This option is available if you
enable MAC learning

Enable or disable the unknown unicast flooding feature. The default is
enabled. This option is available if you enable MAC learning

Set the maximum number of MAC addresses. The default is 4096. This option
is available if you enable MAC learning

For information only. This option is not configurable. The pre-defined value is
600.

A segment connects to gateways and VMs. A segment performs the functions of a logical switch.

For information about find the VIF ID of a VM, see Connecting a VM to a Logical Switch.

Note An N-VDS switch configured in the Enhanced Datapath mode supports IP Discovery,

SpoofGuard, and IPFIX profiles.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-

ip-address>.

Click Add Segment.

Enter a name for the segment.

a A W N

Select a connected gateway.

Select Networking > Segments.

You can select an existing Tier-0 or Tier-1 gateway, or select None. The default value is None,
which means the segment is simply a logical switch. With a subnet configured, it can link to a

Tier-O or Tier-1 gateway.
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6 |If the connected gateway is a Tier-1 gateway, select a type, either Flexible or Fixed.

A flexible segment can be unlinked from gateways. A fixed segment can be deleted but not
unlinked from a gateway.

7 To specify a subnet, click Set Subnets.

8 Select a transport zone, which can be an overlay or a VLAN.

9 If the transport zone is of type VLAN, specify a list of VLAN IDs.

10 If you want to use Layer 2 VPN to extend the segment, click the L2 VPN text box and select an
L2 VPN server or client session.

You can select more than one.

11 In VPN Tunnel ID, enter a unique value that is used to identify the segment.

12 Click Save.

13 To add segment ports, click Yes when prompted if you want to continue configuring the

segment.

a Click Ports and Set.

b Click Add Segment Port.

¢ Enter a port name.

d For ID, enter the VIF UUID of the VM or server that connects to this port.

e Select a type: Parent, Child, or Independent.

Leave this text box blank except for use cases such as containers or VMware HCX. If this
port is for a container in a VM, select Child. If this port is for a container host VM, select
Parent. If this port is for a bare metal container or server, select Independent.

f  Enter a context ID.

Enter the parent VIF ID if Type is Child, or transport node ID if Type is Independent.
g Enter a traffic tag.
Enter the VLAN ID in container and other use cases.

h Select an address allocation method: IP Pool, MAC Pool, Both, or None.

i Specify tags.

j  Apply address binding by specifying the IP (IPv4 address, IPv6 address, or IPv6 subnet)
and MAC address of the logical port to which you want to apply address binding. For
example, for IPv6, 2001::/64 is an IPv6 subnet, 2001::1is a host IP, whereas 2001::1/64 is
an invalid input. You can also specify a VLAN ID.

Manual address bindings, if specified, override the auto discovered address bindings.

k Select segment profiles for this port.

14 To select segment profiles, click Segment Profiles .
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15 Click Save.
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Virtual Private Network (VPN)

NSX-T Data Center supports IPSec Virtual Private Network (IPSec VPN) and Layer 2 VPN (L2
VPN) on an NSX Edge node. IPSec VPN offers site-to-site connectivity between an NSX Edge
node and remote sites. With L2 VPN, you can extend your data center by allowing virtual
machines to keep their network connectivity across geographical boundaries while using the same
IP address.

Note [PSec VPN and L2 VPN are not supported in the NSX-T Data Center limited export release.

You must have a working NSX Edge node, with at least one configured Tier-O or Tier-1 gateway,
before you can configure a VPN service. For more information, see "NSX Edge Installation" in the
NSX-T Data Center Installation Guide.

Beginning with NSX-T Data Center 2.4, you can also configure new VPN services using the NSX
Manager user interface. In earlier releases of NSX-T Data Center, you can only configure VPN
services using REST API calls.

Important When using NSX-T Data Center 2.4 or later to configure VPN services, you must use
new objects, such as Tier-O gateways, that were created using the NSX Manager Ul or Policy APls
that are included with NSX-T Data Center 2.4 or later release. To use existing Tier-O or Tier-1
logical routers that were configured before the NSX-T Data Center 2.4 release, you must continue
to use API calls to configure a VPN service.

System-default configuration profiles with predefined values and settings are made available for
your use during a VPN service configuration. You can also define new profiles with different
settings and select them during the VPN service configuration.

This chapter includes the following topics:
m  Understanding IPSec VPN

m  Understanding Layer 2 VPN

= Adding VPN Services

m  Adding IPSec VPN Sessions

m  Adding L2 VPN Sessions

m  Add Local Endpoints

= Adding Profiles
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= Add an Autonomous Edge as an L2 VPN Client
m  Check the Realized State of an IPSec VPN Session

m  Monitor and Troubleshoot VPN Sessions

Understanding IPSec VPN

Internet Protocol Security (IPSec) VPN secures traffic flowing between two networks connected
over a public network through IPSec gateways called endpoints. NSX Edge only supports a tunnel
mode that uses IP tunneling with Encapsulating Security Payload (ESP). ESP operates directly on
top of IP, using IP protocol number 50.

IPSec VPN uses the IKE protocol to negotiate security parameters. The default UDP port is set to
500. If NAT is detected in the gateway, the port is set to UDP 4500.

NSX Edge supports a policy-based or a route-based |IPSec VPN.

IPSec VPN services are supported on Tier-O gateways that must be in Active-Standby high-
availability mode. See Add a Tier-O Gateway for information. Beginning with NSX-T Data Center
2.5, IPSec VPN is also supported on Tier-1 gateways. You can use segments that are connected to
either Tier-0 or Tier-1 gateways when configuring an IPSec VPN service.

IPsec VPN service in NSX-T Data Center uses the gateway-level failover functionality to support
a high-availability service. Tunnels are re-established on failover and VPN configuration data is
synchronized. The IPSec VPN state is not synchronized as tunnels are re-established.

Pre-shared key mode authentication and IP unicast traffic are supported between the NSX Edge
node and remote VPN sites. In addition, certificate authentication is supported beginning with
NSX-T Data Center 2.4. Only certificate types signed by one of the following signature hash
algorithms are supported.

s SHA256withRSA
= SHA384withRSA

= SHAS512withRSA

Using Policy-Based IPSec VPN

Policy-based IPSec VPN requires a VPN policy to be applied to packets to determine which traffic
is to be protected by IPSec before being passed through the VPN tunnel.

This type of VPN is considered static because when a local network topology and configuration
change, the VPN policy settings must also be updated to accommodate the changes.

When using a policy-based IPSec VPN with NSX-T Data Center, you use IPSec tunnels to connect
one or more local subnets behind the NSX Edge node with the peer subnets on the remote VPN
site.
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You can deploy an NSX Edge node behind a NAT device. In this deployment, the NAT device
translates the VPN address of an NSX Edge node to a publicly accessible address facing the
Internet. Remote VPN sites use this public address to access the NSX Edge node.

You can place remote VPN sites behind a NAT device as well. You must provide the remote VPN
site's public IP address and its ID (either FQDN or IP address) to set up the IPSec tunnel. On both
ends, static one-to-one NAT is required for the VPN address.

Note DNAT is not supported on a tier-1 gateway where policy-based IPSec VPN is configured.

The size of the NSX Edge node determines the maximum number of supported tunnels, as shown
in the following table.

Table 5-1. Number of IPSec Tunnels Supported

# of IPSec Tunnels Per VPN

Edge Node # of IPSec Tunnels Per Service

Size VPN Session (Policy-Based) # of Sessions Per VPN Service (16 tunnels per session)
Small N/A (POC/Lab Only) N/A (POC/Lab Only) N/A (POC/Lab Only)
Medium 128 128 2048

Large 128 (soft limit) 256 4096

Bare Metal 128 (soft limit) 512 6000

Restriction The inherent architecture of policy-based IPSec VPN restricts you from setting up a
VPN tunnel redundancy.

For information about configuring a policy-based IPSec VPN, see Add an IPSec VPN Service.

Using Route-Based IPSec VPN

Route-based IPSec VPN provides tunneling on traffic based on the static routes or routes learned
dynamically over a special interface called virtual tunnel interface (VTI) using, for example, BGP as
the protocol. IPSec secures all the traffic flowing through the VTI.

Note
m  OSPF dynamic routing is not supported for routing through IPSec VPN tunnels.

m  Dynamic routing for VTl is not supported on VPN that is based on Tier-1 gateways.
Route-based IPSec VPN is similar to Generic Routing Encapsulation (GRE) over IPSec, with

the exception that no additional encapsulation is added to the packet before applying IPSec
processing.

In this VPN tunneling approach, VTIs are created on the NSX Edge node. Each VTI is associated
with an IPSec tunnel. The encrypted traffic is routed from one site to another site through the VTI
interfaces. IPSec processing happens only at the VTI.
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VPN Tunnel Redundancy

You can configure VPN tunnel redundancy with a route-based IPSec VPN session that is
configured on a Tier-0 gateway. With tunnel redundancy, multiple tunnels can be set up between
two sites, with one tunnel being used as the primary with failover to the other tunnels when

the primary tunnel becomes unavailable. This feature is most useful when a site has multiple
connectivity options, such as with different ISPs for link redundancy.

Important
m In NSX-T Data Center, IPSec VPN tunnel redundancy is supported using BGP only.

m Do not use static routing for route-based IPSec VPN tunnels to achieve VPN tunnel
redundancy.

The following figure shows a logical representation of IPSec VPN tunnel redundancy between
two sites. In this figure, Site A and Site B represent two data centers. For this example, assume
that NSX-T Data Center is not managing the Edge VPN Gateways in Site A, and that NSX-T Data
Center is managing an Edge Gateway virtual appliance in Site B.

Figure 5-1. Tunnel Redundancy in Route-Based IPSec VPN
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As shown in the figure, you can configure two independent IPSec VPN tunnels by using VTls.
Dynamic routing is configured using BGP protocol to achieve tunnel redundancy. If both IPSec
VPN tunnels are available, they remain in service. All the traffic destined from Site A to Site

B through the NSX Edge node is routed through the VTI. The data traffic undergoes IPSec
processing and goes out of its associated NSX Edge node uplink interface. All the incoming IPSec
traffic received from Site B VPN Gateway on the NSX Edge node uplink interface is forwarded to
the VTI after decryption, and then usual routing takes place.

You must configure BGP HoldDown timer and KeepAlive timer values to detect loss of connectivity
with peer within the required failover time. See Configure BGP.
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Understanding Layer 2 VPN

With Layer 2 VPN (L2 VPN), you can extend Layer 2 networks (VNIs or VLANS) across multiple
sites on the same broadcast domain. This connection is secured with a route-based IPSec tunnel
between the L2 VPN server and the L2 VPN client.

Note This L2 VPN feature is available only for NSX-T Data Center and does not have any
third-party interoperability.

The extended network is a single subnet with a single broadcast domain, so VMs remain on

the same subnet when they are moved between sites and their IP addresses do not change.

So, enterprises can seamlessly migrate VMs between network sites. The VMs can run on

either VNI-based networks or VLAN-based networks. For cloud providers, L2 VPN provides a
mechanism to onboard tenants without modifying existing IP addresses used by their workloads
and applications.

In addition to supporting data center migration, an on-premise network extended with an L2 VPN
is useful for a disaster recovery plan and dynamically engaging off-premise compute resources to
meet the increased demand.

Each L2 VPN session has one Generic Routing Encapsulation (GRE) tunnel. Tunnel redundancy is
not supported. An L2 VPN session can extend up to 4094 L2 segments.

In NSX-T Data Center, L2 VPN services are supported only on Tier-O gateways. Segments can be
connected to either Tier-0 or Tier-1 gateways and use L2 VPN services.

Starting with NSX-T Data Center 2.5 release, VLAN-based segments can be extended using L2
VPN service on an NSX Edge that is managed in an NSX-T Data Center environment. This support
allows the extension of L2 networks from VLAN to VNI, VLAN to VLAN, and VNI to VNI.

Also supported is VLAN trunking using an ESX NSX-managed virtual distributed switch (N-VDS).
If the compute and I/O resources allow, VLAN trunking enables one NSX Edge cluster to extend
multiple VLAN networks over a single interface.

The L2 VPN service support is provided in the following scenarios.

m  Between an NSX-T Data Center L2 VPN server and an L2 VPN client hosted on an NSX Edge
that is managed in an NSX Data Center for vSphere environment. A managed L2 VPN client
supports both VLANs and VNIs.

m  Between an NSX-T Data Center L2 VPN server and an L2 VPN client hosted on a standalone
or unmanaged NSX Edge. An unmanaged L2 VPN client supports VLANSs only.

m  Between an NSX-T Data Center L2 VPN server and an L2 VPN client hosted on an
autonomous NSX Edge. An autonomous L2 VPN client supports VLANS only.

m  Beginning with NSX-T Data Center 2.4 release, L2 VPN service support is available between
an NSX-T Data Center L2 VPN server and NSX-T Data Center L2 VPN clients. In this scenario,
you can extend the logical L2 segments between two on-premises software-defined data
centers (SDDCs)
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Adding VPN Services

You can add either an IPSec VPN (policy-based or route-based) or an L2 VPN using the NSX
Manager user interface (Ul).

The following sections provide information about the workflows required to set up the VPN service
that you need. The topics that follow these sections provide details on how to add either an IPSec
VPN or an L2 VPN using the NSX Manager user interface.

Policy-Based IPSec VPN Configuration Workflow
Configuring a policy-based IPSec VPN service workflow requires the following high-level steps.

1 Create and enable an IPSec VPN service using an existing Tier-0O or Tier-1 gateway. See Add
an IPSec VPN Service.

2 Create a DPD (dead peer detection) profile, if you prefer not to use the system default. See
Add DPD Profiles.

3 To use a non-system default IKE profile, define an IKE (Internet Key Exchange) profile . See
Add IKE Profiles.

4 Configure an IPSec profile using Add IPSec Profiles.
5 Use Add Local Endpoints to create a VPN server hosted on the NSX Edge.

6 Configure a policy-based IPSec VPN session, apply the profiles, and attach the local endpoint
to it. See Add a Policy-Based IPSec Session. Specify the local and peer subnets to be used for
the tunnel. Traffic from a local subnet destined to the peer subnet is protected using the tunnel
defined in the session.

Route-Based IPSec VPN Configuration Workflow

A route-based IPSec VPN configuration workflow requires the following high-level steps.

1 Configure and enable an IPSec VPN service using an existing Tier-0 or Tier-1 gateway. See
Add an IPSec VPN Service.

2 Define an IKE profile if you prefer not to use the default IKE profile. See Add IKE Profiles.
3 If you decide not to use the system default IPSec profile, create one using Add IPSec Profiles.

4 Create a DPD profile if you want to do not want to use the default DPD profile. See Add DPD
Profiles.

5 Add a local endpoint using Add Local Endpoints.

6 Configure a route-based IPSec VPN session, apply the profiles, and attach the local endpoint
to the session. Provide a VTI IP in the configuration and use the same IP to configure routing.
The routes can be static or dynamic (using BGP). See Add a Route-Based IPSec Session.
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L2 VPN Configuration Workflow

Configuring an L2 VPN requires that you configure an L2 VPN service in Server mode and then
another L2 VPN service in Client mode. You also must configure the sessions for the L2 VPN
server and L2 VPN client using the peer code generated by the L2 VPN Server. Following is a
high-level workflow for configuring an L2 VPN service.

1 Create an L2 VPN Service in Server mode.

a Configure a route-based IPSec VPN tunnel with a Tier-O gateway and an L2 VPN Server
service using that route-based IPSec tunnel. See Add an L2 VPN Server Service.

b Configure an L2 VPN server session, which binds the newly created route-based IPSec
VPN service and the L2 VPN server service, and automatically allocates the GRE IP
addresses. See Add an L2 VPN Server Session.

c Add segments to the L2 VPN Server sessions. This step is also described in Add an L2
VPN Server Session.

d Use Download the Remote Side L2 VPN Configuration File to obtain the peer code for
the L2 VPN Server service session, which must be applied on the remote site and used to
configure the L2 VPN Client session automatically.

2 Create an L2 VPN Service in Client mode.

a Configure another route-based IPSec VPN service using a different Tier-O gateway and
configure an L2 VPN Client service using that Tier-O gateway that you just configured. See
Add an L2 VPN Client Service for information.

b Define the L2 VPN Client sessions by importing the peer code generated by the L2 VPN
Server service. See Add an L2 VPN Client Session.

¢ Add segments to the L2 VPN Client sessions defined in the previous step. This step is
described in Add an L2 VPN Client Session.

Add an IPSec VPN Service

NSX-T Data Center supports a site-to-site IPSec VPN service between a Tier-0 or Tier-1 gateway
and remote sites. You can create a policy-based or a route-based IPSec VPN service. You must
create the IPSec VPN service first before you can configure either a policy-based or a route-based
IPSec VPN session.

Note IPSec VPN is not supported in the NSX-T Data Center limited export release.

IPSec VPN is not supported when the local endpoint IP address goes through NAT in the same
logical router that the IPSec VPN session is configured.

Prerequisites

m  Familiarize yourself with the IPSec VPN. See Understanding IPSec VPN.
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= You must have at least one Tier-0 or Tier-1 gateway configured and available for use. See Add
a Tier-0O Gateway or Add a Tier-1 Gateway for more information.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

2 Navigate to Networking > VPN > VPN Services.
3 Select Add Service > IPSec.
4 Enter a name for the IPSec service.

This name is required.

5 From the Gateway drop-down menu, select the Tier-0 or Tier-1 gateway to associate with this
IPSec VPN service.

6 Enable or disable Admin Status.

By default, the value is set to Enabled, which means the IPSec VPN service is enabled on the
Tier-0 or Tier-1 gateway after the new IPSec VPN service is configured.

7 Set the value for IKE Log Level.
The default is set to the Info level.
8 Enter a value for Tags if you want to include this service in a tag group.

9 Click Global Bypass Rules if you want to allow data packets to be exchanged between the
specified local and remote |IP addresses without any IPSec protection, even if the IP addresses
are specified in the IPSec session rules. In the Local Networks and Remote Networks text
boxes, enter the list of local and remote subnets between which the bypass rules are applied.

The default is to use the IPSec protection when data is exchanged between local and remote
sites. These rules apply for all IPSec VPN sessions created within this IPSec VPN service.

10 Click Save.

After the new IPSec VPN service is created successfully, you are asked whether you want to
continue with the rest of the IPSec VPN configuration. If you click Yes, you are taken back to
the Add IPSec VPN Service panel. The Sessions link is now enabled and you can click it to add
an IPSec VPN session.

What to do next

Use information in Adding IPSec VPN Sessions to guide you in adding an IPSec VPN session. You
also provide information for the profiles and local endpoint that are required to finish the IPSec
VPN configuration.

Add an L2 VPN Service

You configure an L2 VPN service on a Tier-O gateway. To enable the L2 VPN service, you must
first create an IPSec VPN service on the Tier-O gateway, if it does not exist yet. You then configure

VMware, Inc. 56



NSX-T Data Center Administration Guide

an L2 VPN tunnel between an L2 VPN server (destination gateway) and an L2 VPN client (source
gateway).

To configure an L2 VPN service, use the information in the topics that follow in this section.

Prerequisites

Familiarize yourself with IPsec VPN and L2 VPN. See Understanding IPSec VPN and
Understanding Layer 2 VPN.

You must have at least one Tier-O gateway configured and available for use. See Add a Tier-0
Gateway.

Procedure

Add an L2 VPN Server Service

To configure an L2 VPN Server service, you must configure the L2 VPN service in server
mode on the destination NSX Edge to which the L2 VPN client is to be connected.

Add an L2 VPN Client Service

After configuring the L2 VPN Server service, configure the L2 VPN service in the client mode
on another NSX Edge instance.

Add an L2 VPN Server Service

To configure an L2 VPN Server service, you must configure the L2 VPN service in server mode on
the destination NSX Edge to which the L2 VPN client is to be connected.

Procedure

1

From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

(Optional) If an IPSec VPN service does not exist yet on the Tier-O gateway that you want to
configure as the L2 VPN server, create the service using the following steps.

a Navigate to the Networking > VPN > VPN Services tab and select Add Service > IPSec.
b Enter a name for the IPSec VPN service.

¢ From the Tier-0 Gateway drop-down menu, select a Tier-O gateway to use with the L2
VPN server.

d If you want to use values different from the system defaults, set the rest of the properties
on the Add IPSec Service pane, as needed.

e Click Save and when prompted if you want to continue configuring the IPSec VPN service,
select No.

Navigate to the Networking > VPN > VPN Services tab and select Add Service > L2 VPN
Server to create an L2 VPN server.

4 Enter a name for the L2 VPN server.
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From the Tier-O Gateway drop-down menu, select the same Tier-0 gateway that you used
with the IPSec service you created a moment ago.

Enter an optional description for this L2 VPN server.
Enter a value for Tags if you want to include this service in a tag group.
Enable or disable the Hub & Spoke property.

By default, the value is set to pisabled, which means the traffic received from the L2 VPN
clients is only replicated to the segments connected to the L2 VPN server. If this property is set
to Enabled, the traffic from any L2 VPN client is replicated to all other L2 VPN clients.

Click Save.

After the new L2 VPN server is created successfully, you are asked whether you want to
continue with the rest of the L2 VPN service configuration. If you click Yes, you are taken back
to the Add L2 VPN Server pane and the Session link is enabled. You can use that link to create
an L2 VPN server session or use the Networking > VPN > L2 VPN Sessions tab.

What to do next

Configure an L2 VPN server session for the L2 VPN server that you configured using information
in Add an L2 VPN Server Session as a guide.

Add an L2 VPN Client Service

After configuring the L2 VPN Server service, configure the L2 VPN service in the client mode on
another NSX Edge instance.

Procedure

1

2

From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

(Optional) If one does not exist yet, create an IPSec VPN service for the L2 VPN client service
using the following steps.

a Navigate to the Networking > VPN > VPN Services tab and select Add Service > IPSec.
b Enter a name for the IPSec VPN service.

¢ From the Tier-0 Gateway drop-down menu, select a Tier-O gateway to use with the L2
VPN client.

d If you want to use values different from the system defaults, set the rest of the properties
on the Add IPSec Service pane, as needed.

e Click Save and when prompted if you want to continue configuring the IPSec VPN service,
select No.

Navigate to the Networking > VPN > VPN Services tab and select Add Service > L2 VPN
Client.

4 Enter a name for the L2 VPN Client service.
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5 From the Tier-0O Gateway drop-down menu, select the same Tier-O gateway that you used
with the route-based IPSec tunnel you created a moment ago.

6 Optionally set the values for Description and Tags.
7 Click Save.

After the new L2 VPN client service is created successfully, you are asked whether you want to
continue with the rest of the L2 VPN client configuration. If you click Yes, you are taken back
to the Add L2 VPN Client pane and the Session link is enabled. You can use that link to create
an L2 VPN client session or use the Networking > VPN > L2 VPN Sessions tab.

What to do next

Configure an L2 VPN client session for the L2 VPN Client service that you configured. Use the
information in Add an L2 VPN Client Session as a guide.

Adding IPSec VPN Sessions

After you have configured an IPSec VPN service, you must add either a policy-based IPSec VPN
session or a route-based IPSec VPN session, depending on the type of IPSec VPN you want to
configure. You also provide the information for the local endpoint and profiles to use to finish the
IPSec VPN service configuration.

Add a Policy-Based IPSec Session

When you add a policy-based IPSec VPN, IPSec tunnels are used to connect multiple local
subnets that are behind the NSX Edge node with peer subnets on the remote VPN site.

The following steps use the IPSec Sessions tab on the NSX Manager Ul to create a policy-based
IPSec session. You also add information for the tunnel, IKE, and DPD profiles, and select an
existing local endpoint to use with the policy-based IPSec VPN.

Note You can also add the IPSec VPN sessions immediately after you have successfully
configured the IPSec VPN service. You click Yes when prompted to continue with the IPSec VPN
service configuration and select Sessions > Add Sessions on the Add IPsec Service panel. The first
few steps in the following procedure assume you selected No to the prompt to continue with the
IPSec VPN service configuration. If you selected Yes, proceed to step 3 in the following steps to
guide you with the rest of the policy-based IPSec VPN session configuration.

Prerequisites

m  You must have configured an IPSec VPN service before proceeding. See Add an IPSec VPN
Service.

m  Obtain the information for the local endpoint, IP address for the peer site, local network
subnet, and remote network subnet to use with the policy-based IPSec VPN session you are
adding. To create a local endpoint, see Add Local Endpoints.

m |f you are using a Pre-Shared Key (PSK) for authentication, obtain the PSK value.
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If you are using a certificate for authentication, ensure that the necessary server certificates
and corresponding CA-signed certificates are already imported. See Setting Up Certificates.

If you do not want to use the defaults for the IPSec tunnel, IKE, or dead peer detection (DPD)
profiles provided by NSX-T Data Center, configure the profiles you want to use instead. See
Adding Profiles for information.

Procedure

1

a b W N

10

From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

Navigate to the Networking > VPN > IPSec Sessions tab.

Select Add IPSec Session > Policy Based.

Enter a name for the policy-based IPSec VPN session.

From the VPN Service drop-down menu, select the IPSec VPN service to which you want to

add this new IPSec session.

Note If you are adding this IPSec session from the Add IPSec Sessions dialog box, the VPN
Service name is already indicated above the Add IPSec Session button.

Select an existing local endpoint from the drop-down menu.

This local endpoint value is required and identifies the local NSX Edge node. If you want to

create a different local endpoint, click the three-dot menu ( f) and select Add Local Endpoint.
In the Remote IP text box, enter the required IP address of the remote site.

This value is required.

Enter an optional description for this policy-based IPSec VPN session.

The maximum length is 1024 characters.

To enable or disable the IPSec VPN session, click Admin Status .

By default, the value is set to Enabled, which means the IPSec VPN session is to be configured
down to the NSX Edge node.

(Optional) From the Compliance suite drop-down menu, select a security compliance suite.

Note Compliance suite support is provided beginning with NSX-T Data Center 2.5. See About
Supported Compliance Suites for more information.

The default value selected is None. If you select a compliance suite, the Authentication Mode
is set to certificate and in the Advanced Properties section, the values for IKE profile and
IPSec profile are set to the system-defined profiles for the selected security compliance suite.
You cannot edit these system-defined profiles.
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1

12

13

14

15

If the Compliance Suite is set to None, select a mode from the Authentication Mode drop-
down menu.

The default authentication mode used is psk, which means a secret key shared between NSX
Edge and the remote site is used for the IPSec VPN session. If you select certificate, the site
certificate that was used to configure the local endpoint is used for authentication.

In the Local Networks and Remote Networks text boxes, enter at least one IP subnet address
to use for this policy-based IPSec VPN session.

These subnets must be in a CIDR format.
If Authentication Mode is set to psk, enter the key value in the Pre-shared Key text box.
This secret key can be a string with a maximum length of 128 characters.

Be careful when sharing and storing a PSK value because it contains some sensitive
information.

To identify the peer site, enter a value in Remote ID.

For peer sites using PSK authentication, this ID value must be the public IP address or the
FQDN of the peer site. For peer sites using certificate authentication, this ID value must be the
common name (CN) or distinguished name (DN) used in the peer site's certificate.

Note If the peer site's certificate contains an email address in the DN string, for example,

C=US, ST=California, O=MyCompany, OU=MyOrg, CN=Sitel23/emailAddress=userl@mycompany.com

then enter the Remote ID value using the following format as an example.

C=US, ST=California, O=MyCompany, OU=MyOrg, CN=Sitel23, MAILTO=userl@mycompany.com"

If the local site's certificate contains an email address in the DN string and the peer site uses
the strongSwan IPsec implementation, enter the local site's ID value in that peer site. The
following is an example.

C=US, ST=California, O=MyCompany, OU=MyOrg, CN=Sitel23, E=userl@mycompany.com"

To change the profiles, initiation mode, TCP MSS clamping mode, and tags used by the
policy-based IPSec VPN session, click Advanced Properties.

By default, the system generated profiles are used. Select another available profile if you do
not want to use the default. If you want to use a profile that is not configured yet, click the

three-dot menu ( f) to create another profile. See Adding Profiles.

a If the IKE Profiles drop-down menu is enabled, select the IKE profile.
b Select the IPsec tunnel profile, if the IPSec Profiles drop-down menu is not disabled.

c Select the preferred DPD profile if the DPD Profiles drop-down menu is enabled.
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d Select the preferred mode from the Connection Initiation Mode drop-down menu.

Connection initiation mode defines the policy used by the local endpoint in the process of
tunnel creation. The default value is Initiator. The following table describes the different
connection initiation modes available.

Table 5-2. Connection Initiation Modes

Connection Initiation Mode Description

Initiator The default value. In this mode, the local endpoint
initiates the IPSec VPN tunnel creation and responds
to incoming tunnel setup requests from the peer
gateway.

On Demand In this mode, the local endpoint initiates the IPSec
VPN tunnel creation after the first packet matching
the policy rule is received. It also responds to the
incoming initiation request.

Respond Only The IPSec VPN never initiates a connection. The peer
site always initiates the connection request and the
local endpoint responds to that connection request.

e If you want to reduce the maximum segment size (MSS) payload of the TCP session during
the IPSec connection, enable TCP MSS Clamping, select the TCP MSS direction value, and
optionally set the TCP MSS Value.

See Understanding TCP MSS Clamping for more information.
f If you want to include this session as part of a specific group, enter the tag name in Tags.

16 Click Save.

Results

When the new policy-based IPSec VPN session is configured successfully, it is added to the list of
available IPsec VPN sessions. It is in read-only mode.

What to do next

m  Verify that the IPSec VPN tunnel status is Up. See Monitor and Troubleshoot VPN Sessions for
information.

m If necessary, manage the IPSec VPN session information by clicking the three-dot menu ( ] ) on
the left-side of the session's row. Select one of the actions you are allowed to perform.

Add a Route-Based IPSec Session

When you add a route-based IPSec VPN, tunneling is provided on traffic that is based on routes
that were learned dynamically over a virtual tunnel interface (VTI) using a preferred protocol, such
as BGP. IPSec secures all the traffic flowing through the VTI.

VMware, Inc. 62



NSX-T Data Center Administration Guide

The steps described in this topic use the IPSec Sessions tab to create a route-based IPSec
session. You also add information for the tunnel, IKE, and DPD profiles, and select an existing
local endpoint to use with the route-based IPSec VPN.

Note You can also add the IPSec VPN sessions immediately after you have successfully
configured the IPSec VPN service. You click Yes when prompted to continue with the IPSec VPN
service configuration and select Sessions > Add Sessions on the Add IPsec Service panel. The first
few steps in the following procedure assume you selected No to the prompt to continue with the
IPSec VPN service configuration. If you selected Yes, proceed to step 3 in the following steps to
guide you with the rest of the route-based IPSec VPN session configuration.

Prerequisites

= You must have configured an IPSec VPN service before proceeding. See Add an IPSec VPN
Service.

m  Obtain the information for the local endpoint, IP address for the peer site, and tunnel service
IP subnet address to use with the route-based IPSec session you are adding. To create a local
endpoint, see Add Local Endpoints.

m If you are using a Pre-Shared Key (PSK) for authentication, obtain the PSK value.

m |f you are using a certificate for authentication, ensure that the necessary server certificates
and corresponding CA-signed certificates are already imported. See Setting Up Certificates.

m If you do not want to use the default values for the IPSec tunnel, IKE, or dead peer detection
(DPD) profiles provided by NSX-T Data Center, configure the profiles you want to use instead.
See Adding Profiles for information.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

Navigate to Networking > VPN > IPSec Sessions.
Select Add IPSec Session > Route Based.

Enter a name for the route-based IPSec session.

a b W N

From the VPN Service drop-down menu, select the IPSec VPN service to which you want to
add this new IPSec session.

Note If you are adding this IPSec session from the Add IPSec Sessions dialog box, the VPN
Service name is already indicated above the Add IPSec Session button.

6 Select an existing local endpoint from the drop-down menu.

This local endpoint value is required and identifies the local NSX Edge node. If you want to

create a different local endpoint, click the three-dot menu ( f) and select Add Local Endpoint.
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In the Remote IP text box, enter the IP address of the remote site.
This value is required.

Enter an optional description for this route-based IPSec VPN session.
The maximum length is 1024 characters.

To enable or disable the IPSec session, click Admin Status .

By default, the value is set to Enabled, which means the IPSec session is to be configured
down to the NSX Edge node.

(Optional) From the Compliance suite drop-down menu, select a security compliance suite.

Note Compliance suite support is provided beginning with NSX-T Data Center 2.5. See About
Supported Compliance Suites for more information.

The default value is set to None. If you select a compliance suite, the Authentication Mode is
set to certificate and in the Advanced Properties section, the values for IKE profile and
IPSec profile are set to the system-defined profiles for the selected compliance suite. You
cannot edit these system-defined profiles.

Enter an IP subnet address in Tunnel Interface in the CIDR notation.
This address is required.

If the Compliance Suite is set to None, select a mode from the Authentication Mode drop-
down menu.

The default authentication mode used is psk, which means a secret key shared between NSX
Edge and the remote site is used for the IPSec VPN session. If you select certificate, the site
certificate that was used to configure the local endpoint is used for authentication.

If you selected psk for the authentication mode, enter the key value in the Pre-shared Key text
box.

This secret key can be a string with a maximum length of 128 characters.

Be careful when sharing and storing a PSK value because it contains some sensitive
information.
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Enter a value in Remote ID.

For peer sites using PSK authentication, this ID value must be the public IP address or the
FQDN of the peer site. For peer sites using certificate authentication, this ID value must be the
common name (CN) or distinguished name (DN) used in the peer site's certificate.

Note If the peer site's certificate contains an email address in the DN string, for example,

C=US, ST=California, O=MyCompany, OU=MyOrg, CN=Sitel23/emailAddress=userl@mycompany.com

then enter the Remote ID value using the following format as an example.

C=US, ST=California, O=MyCompany, OU=MyOrg, CN=Sitel23, MAILTO=userl@mycompany.com"

If the local site's certificate contains an email address in the DN string and the peer site uses
the strongSwan IPsec implementation, enter the local site's ID value in that peer site. The
following is an example.

C=US, ST=California, O=MyCompany, OU=MyOrg, CN=Sitel23, E=userl@mycompany.com"

If you want to include this IPSec session as part of a specific group tag, enter the tag name in
Tags.

To change the profiles, initiation mode, TCP MSS clamping mode, and tags used by the
route-based IPSec VPN session, click Advanced Properties.

By default, the system-generated profiles are used. Select another available profile if you do
not want to use the default. If you want to use a profile that is not configured yet, click the

three-dot menu ( f) to create another profile. See Adding Profiles.

a If the IKE Profiles drop-down menu is enabled, select the IKE profile.

b Select the IPsec tunnel profile, if the IPSec Profiles drop-down menu is not disabled.
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c Select the preferred DPD profile if the DPD Profiles drop-down menu is enabled.
d Select the preferred mode from the Connection Initiation Mode drop-down menu.

Connection initiation mode defines the policy used by the local endpoint in the process of
tunnel creation. The default value is Initiator. The following table describes the different
connection initiation modes available.

Table 5-3. Connection Initiation Modes

Connection Initiation Mode Description

Initiator The default value. In this mode, the local endpoint
initiates the IPSec VPN tunnel creation and responds
to incoming tunnel setup requests from the peer
gateway.

On Demand Do not use with the route-based VPN. This mode
applies to policy-based VPN only.

Respond Only The IPSec VPN never initiates a connection. The peer
site always initiates the connection request and the
local endpoint responds to that connection request.

17 If you want to reduce the maximum segment size (MSS) payload of the TCP session during
the IPSec connection, enable TCP MSS Clamping, select the TCP MSS direction value, and
optionally set the TCP MSS Value. []

See Understanding TCP MSS Clamping for more information.

18 If you want to include this IPSec session as part of a specific group tag, enter the tag name in
Tags.

19 Click Save.

Results

When the new route-based IPSec VPN session is configured successfully, it is added to the list of
available IPsec VPN sessions. It is in read-only mode.

What to do next

m  Verify that the IPSec VPN tunnel status is Up. See Monitor and Troubleshoot VPN Sessions for
information.

m  Configure routing using either a static route or BGP. See Configure a Static Route or Configure
BGP.

m If necessary, manage the IPSec VPN session information by clicking the three-dot menu ( : ) on
the left-side of the session's row. Select one of the actions you can perform.

About Supported Compliance Suites

Beginning with NSX-T Data Center 2.5, you can specify a security compliance suite to use to
configure the security profiles used for an IPSec VPN session.
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A security compliance suite has predefined values that are used for different security parameters
and that cannot be modified. When you select a compliance suite, the predefined values are
automatically used for the security profile of the IPSec VPN session you are configuring.

The following table lists the compliance suites that are supported for IKE profiles in NSX-T Data
Center and the values that are predefined for each.

Compliance Suite Encryption

Name IKE Version Algorithm Digest Algorithm Diffie Hellman Group
CNSA IKE V2 AES 256 SHA2 384 Group 15, Group 20
FIPS IKE FLEX AES 128 SHA2 256 Group 20

Foundation IKE V1 AES 128 SHA2 256 Group 14

PRIME IKE V2 AES GCM 128 Not Set Group 19
Suite-B-GCM-128 IKE V2 AES 128 SHA2 256 Group 19
Suite-B-GCM-256 IKE V2 AES 256 SHA2 384 Group 20

The following table lists the compliance suites that are supported for IPSec profiles in NSX-T Data
Center and the values that are predefined for each.

Compliance Suite Encryption

Name Algorithm Digest Algorithm PFS Group Diffie-Hellman Group
CNSA AES 256 SHA2 384 Enabled Group 15, Group 20
FIPS AES GCM 128 Not Set Enabled Group 20

Foundation AES 128 SHA2 256 Enabled Group 14

PRIME AES GCM 128 Not Set Enabled Group 19
Suite-B-GCM-128 AES GCM 128 Not Set Enabled Group 19
Suite-B-GCM-256 AES GCM 256 Not Set Enabled Group 20

Understanding TCP MSS Clamping

TCP MSS clamping enables you to reduce the maximum segment size (MSS) value used by a
TCP session during connection establishment through an IPSec tunnel. This feature is supported
starting with NSX-T Data Center 2.5.

TCP MSS is the maximum amount of data in bytes that a host is willing to accept in a single TCP
segment. Each end of a TCP connection sends its desired MSS value to its peer-end during a
three-way handshake, where MSS is one of the TCP header options used in a TCP SYN packet.
TCP MSS is calculated based on the maximum transmission unit (MTU) of the egress interface of
the sender host.
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When a TCP traffic goes through an IPSec VPN or any kind of VPN tunnel, additional headers
are added to the original packet to keep it secure. For IPSec tunnel mode, additional headers
used are IP, ESP, and optionally UDP (if port translation is present in the network). Because of
these additional headers, the size of the encapsulated packet goes beyond the MTU of the VPN
interface. The packet can get fragmented or dropped based on the DF policy.

To avoid packet fragmentation or drop, you can adjust the MSS value for the IPSec session by
enabling the TCP MSS clamping feature. Navigate to Networking > VPN > IPSec Sessions. When
you are adding an IPSec session or editing an existing one, expand the Advance Properties
section, and enable TCP MSS Clamping.

You can configure the pre-calculated MSS value suitable for the IPSec session by setting both TCP
MSS Direction and TCP MSS Value. The configured MSS value is used for MSS clamping. You can
opt to use the dynamic MSS calculation by setting the TCP MSS Direction and leaving TCP MSS
Value blank. The MSS value is auto-calculated based on the VPN interface MTU, VPN overhead,
and the path MTU (PMTU) when it is already determined. The effective MSS is recalculated during
each TCP handshake to handle the MTU or PMTU changes dynamically.

Adding L2 VPN Sessions

After you have configured an L2 VPN server and an L2 VPN client, you must add L2 VPN sessions
for both to complete the L2 VPN service configuration.

Add an L2 VPN Server Session

After creating an L2 VPN Server service, you must add an L2 VPN session and attach it to an
existing segment.

The following steps use the L2 VPN Sessions tab on the NSX Manager Ul to create an L2 VPN
Server session. You also select an existing local endpoint and segment to attach to the L2 VPN
Server session.

Note You can also add an L2 VPN Server session immediately after you have successfully
configured the L2 VPN Server service. You click Yes when prompted to continue with the L2 VPN
Server configuration and select Sessions > Add Sessions on the Add L2 VPN Server panel. The
first few steps in the following procedure assume you selected No to the prompt to continue with
the L2 VPN Server configuration. If you selected Yes, proceed to step 3 in the following steps to
guide you with the rest of the L2 VPN Server session configuration.

Prerequisites

= You must have configured an L2 VPN Server service before proceeding. See Add an L2 VPN
Server Service.

m  Obtain the information for the local endpoint and remote IP to use with the L2 VPN Server
session you are adding. To create a local endpoint, see Add Local Endpoints.

m  Obtain the values for the pre-shared key (PSK) and the tunnel interface subnet to use with the
L2 VPN Server session.
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Obtain the name of the existing segment you want to attach to the L2 VPN Server session you
are creating. See Add a Segment for information.

Procedure

1

a A W N

10

1

12
13

From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

Navigate to the Networking > VPN > L2 VPN Sessions tab.

Select Add L2 VPN Session > L2 VPN Server.

Enter a name for the L2 VPN Server session.

From the L2 VPN Service drop-down menu, select the L2 VPN Server service for which the L2

VPN session is being created.

Note If you are adding this L2 VPN Server session from the Set L2VPN Server Sessions dialog
box, the L2 VPN Server service is already indicated above the Add L2 Session button.

Select an existing local endpoint from the drop-down menu.

If you want to create a different local endpoint, click the three-dot menu ( 1) and select Add
Local Endpoint.

Enter the IP address of the remote site.
To enable or disable the L2 VPN Server session, click Admin Status.

By default, the value is set to Enabled, which means the L2 VPN Server session is to be
configured down to the NSX Edge node.

Enter the secret key value in Pre-shared Key.

Be careful when sharing and storing a PSK value because it is considered sensitive
information.

Enter an IP subnet address in the Tunnel Interface using the CIDR notation.
For example, 4.5.6.6/24. This subnet address is required.
Enter a value in Remote ID.

For peer sites using certificate authentication, this ID must be the common name in the peer
site's certificate. For PSK peers, this ID can be any string. Preferably, use the public IP address
of the VPN or an FQDN for the VPN services as the Remote ID.

If you want to include this session as part of a specific group, enter the tag name in Tags.

Click Save and click Yes when prompted if you want to continue with the VPN service
configuration.

You are returned to the Add L2VPN Sessions panel and the Segments link is now enabled.
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14 Attach an existing segment to the L2 VPN Server session.
a Click Segments > Set Segments.

b Inthe Set Segments dialog box, click Set Segment to attach an existing segment to the L2
VPN Server session.

¢ From the Segment drop-down menu, select the VNI-based or VLAN-based segment that
you want to attach to the session.

d Enter a unique value in the VPN Tunnel ID that is used to identify the segment that you
selected.

e Click Save and then Close.

In the Set L2VPN Sessions pane or dialog box, the system has incremented the Segments
count for the L2 VPN Server session.

15 To finish the L2 VPN Server session configuration, click Close Editing.

Results

In the VPN Services tab, the system incremented the Sessions count for the L2 VPN Server
service that you configured.

What to do next

To complete the L2 VPN service configuration, you must also create an L2 VPN service in Client
mode and an L2 VPN client session. See Add an L2 VPN Client Service and Add an L2 VPN Client
Session.

Add an L2 VPN Client Session

You must add an L2 VPN Client session after creating an L2 VPN Client service, and attach it to an
existing segment.

The following steps use the L2 VPN Sessions tab on the NSX Manager Ul to create an L2 VPN
Client session. You also select an existing local endpoint and segment to attach to the L2 VPN
Client session.

Note You can also add an L2 VPN Client session immediately after you have successfully
configured the L2 VPN Client service. Click Yes when prompted to continue with the L2 VPN
Client configuration and select Sessions > Add Sessions on the Add L2 VPN Client panel. The first
few steps in the following procedure assume you selected No to the prompt to continue with the
L2 VPN Client configuration. If you selected Yes, proceed to step 3 in the following steps to guide
you with the rest of the L2 VPN Client session configuration.

Prerequisites

m  You must have configured an L2 VPN Client service before proceeding. See Add an L2 VPN
Client Service.
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Obtain the IP addresses information for the local IP and remote IP to use with the L2 VPN
Client session you are adding.

Obtain the peer code that was generated during the L2 VPN server configuration. See
Download the Remote Side L2 VPN Configuration File.

Obtain the name of the existing segment you want to attach to the L2 VPN Client session you
are creating. See Add a Segment.

Procedure

1

a A W N

10

1

12
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From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

Select the Networking > VPN > L2 VPN Sessions.

Select Add L2 VPN Session > L2 VPN Client.

Enter a name for the L2 VPN Client session.

From the VPN Service drop-down menu, select the L2 VPN Client service with which the L2

VPN session is to be associated.

Note If you are adding this L2 VPN Client session from the Set L2VPN Client Sessions dialog
box, the L2 VPN Client service is already indicated above the Add L2 Session button.

In the Local IP address text box, enter the IP address of the L2 VPN Client session.
Enter the remote IP address of the IPSec tunnel to be used for the L2 VPN Client session.

In the Peer Configuration text box, enter the peer code generated when you configured the
L2 VPN Server service.

Enable or disable Admin Status.

By default, the value is set to Enabled, which means the L2 VPN Server session is to be
configured down to the NSX Edge node.

Click Save and click Yes when prompted if you want to continue with the VPN service
configuration.

Attach an existing segment to the L2 VPN Client session.
a Select Segments > Add Segments.
b Inthe Set Segments dialog box, click Add Segment.

¢ From the Segment drop-down menu, select the VNI-based or VLAN-based segment you
want to attach to the L2 VPN Client session.

d Enter a unique value in the VPN Tunnel ID that is used to identify the segment that you
selected.

e Click Close.

To finish the L2 VPN Client session configuration, click Close Editing.
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Results

In the VPN Services tab, the sessions count is updated for the L2 VPN Client service that you
configured.

Download the Remote Side L2 VPN Configuration File

To configure the L2 VPN client session, you must obtain the peer code that was generated when
you configured the L2 VPN server session.

Prerequisites

You must have configured an L2 VPN server service and a session successfully before
proceeding. See Add an L2 VPN Server Service.

Procedure

1

From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

Navigate to the Networking > VPN > L2 VPN Sessions tab.

In the table of L2 VPN sessions, expand the row for the L2 VPN server session you plan to use
for the L2 VPN client session configuration.

Click Download Config and click Yes on the Warning dialog box.

A text file with the name L2VPNSession <name-of-L2-VPN-server-session> config.txt
is downloaded. It contains the peer code for the remote side L2 VPN configuration.

Be careful when storing and sharing the peer code because it contains a PSK value,
which is considered sensitive information.

For example, L2VPNSession L2VPNServer config.txt contains the following
configuration.

"transport tunnel path": "/infra/tier-0s/ServerTO AS/locale-services/l-
policyconnectivity-693/ipsec-vpn-services/IpsecServicel/sessions/Routebasel”,

"peer code":
"MCw3ZjBjYzdjLHsic210ZU5hbWUi0iJSb3V0ZWIThc2UxIiwic3JjVGFwSXA101iIxNjkuMjUOLIYOLjIiLCJIJkc3RUYX
BJcCI6IjE20S4yNTQuUNFQuUMSIsImlrZzU9wdGl
vbiI6ImlrZXYyIliwiZW5)YXBQcm90byI6ImdyZS9pcHN1YyIsImROR3JVAXA10iJkaDEOTIiwiZW5)cnlwdEFUZERPZ2
VzdCI6ImFlcylnY20vc2hhLTI1INiIsInBzayl
6I1ZNd2FyZTEyMyIsInR1bm51bHMiOlt7ImxvY2FsSWQi01iI2MC42MC42MC4xTIiwicGV1cklkIjoiNTAUNTAUNTAUMS
IsImxvY2FsVnRpSXA10iIxNjkuMi4yLjMvMzEifv1o"

}
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5 Copy the peer code, which you use to configure the L2 VPN client service and session.

Using the preceding configuration file example, the following peer code is what you copy to
use with the L2 VPN client configuration.

MCw3ZjBjY¥zdjLHsic210Z2U5hbWUi01JSb3V0ZWIhc2UxIiwic3JjVGFwSXA10iIxNjkuMjUOLjYOLjIiLCJkc3RUYXB
JcCI6IJE20S4yNTQUNJQuUMSIsImlrZzU9wdGl
vbiT6ImlrzXYyIiwiZW53YXBOcmI0byI6ImdyZSIpcHN1YyIsImRoR3JvdXA101iTkaDEOTiwiZW5jcnlwdEFusZERpPZ2
VzdCI6ImFlcylnY20vc2hhLTIINiIsInBzayl
6I1ZNd2FyZTEyMyIsInR1bm51bHMiO1lt7ImxvY2FsSWQi01iI2MC42MC42MC4xTIiwicGV1cklkIjoiNTAUNTAUNTAUMS
IsImxvY2FsVnRpSXAiO0iIxNjkuMidyLjMvMzEifV19

What to do next

Configure the L2 VPN Client service and session. See Add an L2 VPN Client Service and Add an
L2 VPN Client Session.

Add Local Endpoints

You must configure a local endpoint to use with the IPSec VPN that you are configuring.

The following steps use the Local Endpoints tab on the NSX Manager Ul. You can also create
a local endpoint while in the process of adding an IPSec VPN session by clicking the three-dot

menu (:) and selecting Add Local Endpoint. If you are in the middle of configuring an IPSec VPN
session, proceed to step 3 in the following steps to guide you with creating a new local endpoint.

Prerequisites

m [f you are using a certificate-based authentication mode for the IPSec VPN session that is to
use the local endpoint you are configuring, obtain the information about the certificate that the
local endpoint must use.

m  Ensure that you have configured an IPSec VPN service to which this local endpoint is to be
associated.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

2 Navigate to Networking > VPN > Local Endpoints and click Add Local Endpoint.
3 Enter a name for the local endpoint.

4 From the VPN Service drop-down menu, select the IPSec VPN service to which this local
endpoint is to be associated.

5 Enter an IP address for the local endpoint.

For an IPSec VPN service running on a Tier-O gateway, the local endpoint IP address must be
different from the Tier-O gateway's uplink interface IP address. The local endpoint IP address
you provide is associated with the loopback interface for the Tier-O gateway and is also
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10

1

published as a routable IP address over the uplink interface. For IPSec VPN service running
on a Tier-1 gateway, in order for the local endpoint IP address to be routable, the route
advertisement for IPSec local endpoints must be enabled in the Tier-1 gateway configuration.
See Add a Tier-1 Gateway for more information.

If you are using a certificate-based authentication mode for the IPSec VPN session, from the
Site Certificate drop-down menu, select the certificate that is to be used by the local endpoint.

(Optional) Optionally add a description in Description.
Enter the Local ID value that is used for identifying the local NSX Edge instance.

This local ID is the peer ID on the remote site. The local ID must be either the public IP
address or FQDN of the remote site. For certificate-based VPN sessions defined using the
local endpoint, the local ID is derived from the certificate associated with the local endpoint.
The ID specified in the Local ID text box is ignored. The local ID derived from the certificate for
a VPN session depends on the extensions present in the certificate.

m  [f the X509v3 extension Xx509v3 Subject Alternative Name iS Not presentin the certificate,
then the Distinguished Name (DN) is used as the local ID value.

m  [f the X509v3 extension Xx509v3 Subject Alternative Name is found in the certificate, then
one of the Subject Alternative Name is taken as the local ID value.

From the Trusted CA Certificates and Certificate Revocation List drop-down menus, select
the appropriate certificates that are required for the local endpoint.

Specify a tag, if needed.
Click Save.

Adding Profiles

NSX-T Data Center provides the system-generated IPSec tunnel profile and an IKE profile that
are assigned by default when you configure either an IPSec VPN or L2 VPN service. A system-
generated DPD profile is created for an IPSec VPN configuration.

The IKE and IPSec profiles provide information about the algorithms that are used to authenticate,
encrypt, and establish a shared secret between network sites. The DPD profile provides
information about the number of seconds to wait in between probes.

If you decide not to use the default profiles provided by NSX-T Data Center, you can configure
your own using the information in the topics that follow in this section.

Add IKE Profiles

The Internet Key Exchange (IKE) profiles provide information about the algorithms that are used to
authenticate, encrypt, and establish a shared secret between network sites when you establish an
IKE tunnel.

NSX-T Data Center provides system-generated IKE profiles that are assigned by default when you
configure an IPSec VPN or L2 VPN service. The following table lists the default profiles provided.
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Table 5-4. Default IKE Profiles Used for IPSec VPN or L2 VPN Services

Default IKE Profile Name Description

nsx-default-12vpn-ike-profile m  Used for an L2 VPN service configuration.

m  Configured with IKE V2, AES 128 encryption
algorithm, SHA2 256 algorithm, and Diffie-
Hellman group14 key exchange algorithm.

nsx-default-13vpn-ike-profile m  Used for an IPSec VPN service configuration.

m  Configured with IKE V2, AES 128 encryption
algorithm, SHA2 256 algorithm, and Diffie-
Hellman group 14 key exchange algorithm.

Instead of the default IKE profiles used, you can also select one of the compliance suites
supported starting with NSX-T Data Center 2.5. See About Supported Compliance Suites for more
information.

If you decide not to use the default IKE profiles or compliance suites provided, you can configure
your own IKE profile using the following steps.

Procedure

1

a b W N

From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

Click the Networking > VPN > Profiles tab.
Select the IKE Profiles profile type, and click Add IKE Profile.
Enter a name for the IKE profile.

From the IKE Version drop-down menu, select the IKE version to use to set up a security
association (SA) in the IPSec protocol suite.

Table 5-5. IKE Versions

IKE Version Description

IKEV1 When selected, the IPSec VPN initiates and responds to an IKEv1 protocol
only.

IKEV2 This version is the default. When selected, the IPSec VPN initiates and

responds to an IKEv2 protocol only.

IKE-Flex If this version is selected and if the tunnel establishment fails with the IKEv2
protocol, the source site does not fall back and initiate a connection with
the IKEV1 protocol. Instead, if the remote site initiates a connection with the
IKEV1 protocol, then the connection is accepted.
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6 Select the encryption, digest, and Diffie-Hellman group algorithms from the drop-down
menus. You can select multiple algorithms to apply or deselect any selected algorithms you

do not want to be applied.
Table 5-6. Algorithms Used

Type of Algorithm Valid Values

AES 128 ( default)
AES 256

AES GCM 128
AES GCM 192
AES GCM 256

Encryption

Digest SHA2 256 (default)
SHA1
SHA2 384

SHA2 512

Diffie-Hellman Group Group 14 (default)

Group 2

Group 5
Group 15

Group 16

Group 19
Group 20
m Group 21

VMware, Inc.

Description

The encryption algorithm used during the Internet
Key Exchange (IKE) negotiation.

The AES-GCM algorithms are supported when used
with IKEv2. They are not supported when used with
IKEV1.

The secure hashing algorithm used during the IKE
negotiation.

If AES-GCM is the only encryption algorithm selected
in the Encryption Algorithm text box, then no hash
algorithms can be specified in the Digest Algorithm
text box, per section 8 in RFC 5282. In addition,

the Psuedo-Random Function (PRF) algorithm PRF-
HMAC-SHA2-256 is implicitly selected and used

in the IKE security association (SA) negotiation.

The PRF-HMAC-SHA2-256 algorithm must also be
configured on the peer gateway in order for the
phase 1 of the IKE SA negotiation to succeed.

If more algorithms are specified in the Encryption
Algorithm text box, in addition to the AES-GCM
algorithm, then one or more hash algorithms can

be selected in the Digest Algorithm text box. In
addition, the PRF algorithm used in the IKE SA
negotiation is implicitly determined based on the
hash algorithms configured. At least one of the
matching PRF algorithms must also be configured
on the peer gateway in order for the phase 1 of

the IKE SA negotiation to succeed. For example,

if the Encryption Algorithm text box contains AES
128 and AES GCM 128. and SHAT1 is specified in the
Digest Algorithm text box, then the PRF-HMAC-SHA1
algorithm is used during the IKE SA negotiation. It
must also be configured in the peer gateway.

The cryptography schemes that the peer site and the
NSX Edge use to establish a shared secret over an
insecure communications channel.
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Note When you attempt to establish an IPSec VPN tunnel with a GUARD VPN Client
(previously QuickSec VPN Client) using two encryption algorithms or two digest algorithms,
the GUARD VPN Client adds additional algorithms in the proposed negotiation list. For
example, if you specified AES 128 and AES 256 as the encryption algorithms and SHA2 256
and SHA2 512 as the digest algorithms to use in the IKE profile you are using to establish
the IPSec VPN tunnel, the GUARD VPN Client also proposes AES 192 and SHA2 384 in

the negotiation list. In this case, NSX-T Data Center uses the first encryption algorithm you
selected when establishing the IPSec VPN tunnel.

7 Enter a security association (SA) lifetime value, in seconds, if you want it different from the
default value of 86400 seconds (24 hours).

8 Provide a description and add a tag, as needed.

9 Click Save.

Results

A new row is added to the table of available IKE profiles. To edit or delete a non-system created

profile, click the three-dot menu ( f) and select from the list of actions available.

Add IPSec Profiles

The Internet Protocol Security (IPSec) profiles provide information about the algorithms that are
used to authenticate, encrypt, and establish a shared secret between network sites when you
establish an IPSec tunnel.

NSX-T Data Center provides system-generated |IPSec profiles that are assigned by default when
you configure an IPSec VPN or L2 VPN service. The following table lists the default IPSec profiles
provided.

Table 5-7. Default IPSec Profiles Used for IPSec VPN or L2 VPN Services

Name of Default IPSec Profile Description

nsx-default-12vpn-tunnel-profile m  Used for L2 VPN.

m  Configured with AES GCM 128 encryption
algorithm and Diffie-Hellman group 14 key
exchange algorithm.

nsx-default-13vpn-tunnel-profile m  Used for IPSec VPN.

m  Configured with AES GCM 128 encryption
algorithm and Diffie-Hellman group 14 key
exchange algorithm.

Instead of the default IPSec profile, you can also select one of the compliance suites supported
starting with NSX-T Data Center 2.5. See About Supported Compliance Suites for more
information.
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If you decide not to use the default IPSec profiles or compliance suites provided, you can
configure your own using the following steps.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

Navigate to the Networking > VPN > Profiles tab.
Select the IPSec Profiles profile type, and click Add IPSec Profile.

Enter a name for the IPSec profile.

a A W N

From the drop-down menus, select the encryption, digest, and Diffie-Hellman algorithms. You
can select multiple algorithms to apply.

Deselect the ones you do not want used.

Table 5-8. Algorithms Used

Type of Algorithm  Valid Values Description
Encryption m AES GCM 128 (default) The encryption algorithm used
m AES 128 during the Internet Protocol Security
B AES 256 (IPSec) negotiation.
m AES GCM 192
m  AES GCM 256
m  No Encryption Auth AES GMAC 128'
m  No Encryption Auth AES GMAC 192
m No Encryption Auth AES GMAC 256
m  No Encryption
Digest m  SHAI1 The secure hashing algorithm used
m SHA2 256 during the IPSec negotiation.
m  SHA2 384
m SHA2 512
Diffie-Hellman m Group 14 (default) The cryptography schemes that the
Group m  Group 2 peer site and NSX Edge use to
m Group5s establish a shared secret over an
= Group s insecure communications channel.
m Group 16
m Group19
m  Group 20
m Group 21

6 Deselect PFS Group if you decide not to use the PFS Group protocol on your VPN service.

It is selected by default.
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7 Inthe SA Lifetime text box, modify the default number of seconds before the IPSec tunnel
must be re-established.

By default, an SA lifetime of 24 hours (86400 seconds) is used.
8 Select the value for DF Bit to use with the IPSec tunnel.

The value determines how to handle the "Don't Fragment" (DF) bit included in the data packet
received. The acceptable values are described in the following table.

Table 5-9. DF Bit Values

DF Bit Value Description

COPY The default value. When this value is selected, NSX-T Data Center copies
the value of the DF bit from the received packet into the packet which is
forwarded. This value implies that if the data packet received has the DF bit
set, after encryption, the packet also has the DF bit set.

CLEAR When this value is selected, NSX-T Data Center ignores the value of the DF bit
in the data packet received, and the DF bit is always O in the encrypted packet.
9 Provide a description and add a tag, if necessary.

10 Click Save.

Results

A new row is added to the table of available IPSec profiles. To edit or delete a non-system created

profile, click the three-dot menu ( ] ) and select from the list of actions available.

Add DPD Profiles

A DPD (Dead Peer Detection) profile provides information about the number of seconds to wait in
between probes to detect if an IPSec peer is alive or not.

NSX-T Data Center provides a system-generated DPD profile, named nsx-default-13vpn-dpd-
profile, thatis assigned by default when you configure an IPSec VPN service.

If you decide not to use the default DPD profile provided, you can configure your own using the
following steps.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

2 Navigate to Networking > VPN > Profiles.
3 Select the DPD Profiles profile type, and click Add DPD Profile.

4 Enter a name for the DPD profile.
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5 Inthe DPD Probe Interval text box, enter the number of seconds you want NSX-T Data Center
to wait before sending the next DPD probe. The default is 60 seconds.

If the NSX Edge node receives a response from the remote peer site, the DPD probe interval
timer is restarted. If the NSX Edge node does not hear back from the peer site within 0.5
seconds after the next DPD probe is sent, a retransmission timer is set to 0.5 seconds. The
NSX Edge node retransmits the next DPD probe after the retransmission timer is reached.

If the remote peer site continues not to respond, the retransmission timer is exponentially
increased to the maximum limit of 6 seconds. The NSX Edge node continues to retransmit the
DPD probe every time the retransmission timer expires. The NSX Edge node retransmits up
to a maximum of 30 times before it declares the peer site to be dead and it tears down the
security association (SA) on the dead peer's link. The total time it takes to retransmit the DPD
probe 30 times is about 2 minutes and 45 seconds.

6 Provide a description and add a tag, as needed.

7 Click Save.

Results

A new row is added to the table of available DPD profiles. To edit or delete a non-system created

profile, click the three-dot menu ( ] ) and select from the list of actions available.

Add an Autonomous Edge as an L2 VPN Client

You can use L2 VPN to extend your Layer 2 networks to a site that is not managed by NSX-T

Data Center. An autonomous NSX Edge can be deployed on the site, as an L2 VPN client. The
autonomous NSX Edge is simple to deploy, easily programmable, and provides high-performance
VPN. The autonomous NSX Edge is deployed using an OVF file on a host that is not managed

by NSX-T Data Center. You can also enable HA for VPN redundancy by deploying primary and
secondary autonomous L2 VPN Edge clients.

Prerequisites
m Create a port group and bind it to the vSwitch on your host.
m  Create a port group for your internal L2 extension port.

m  Obtain the IP addresses for the local IP and remote IP to use with the L2 VPN Client session
you are adding.

m  Obtain the peer code that was generated during the L2 VPN server configuration.

Procedure

1 Using vSphere Web Client, log in to the vCenter Server that manages the non-NSX
environment.

2 Select Hosts and Clusters and expand clusters to show the available hosts.
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Right-click the host where you want to install the autonomous NSX Edge and select Deploy
OVF Template.

Enter the URL to download and install the OVF file from the Internet or click Browse to locate
the folder on your computer that contains the autonomous NSX Edge OVF file and click Next.

On the Select name and folder page, enter a name for the autonomous NSX Edge and select
the folder or data center where you want to deploy. Then click Next.

On the Select a compute resource page, select the destination of the compute resource.
On the OVF Template Details page, review the template details and click Next.
On the Configuration page, select a deployment configuration option.

On the Select storage page, select the location to store the files for the configuration and disk
files.

On the Select networks page, configure the networks that the deployed template must use.
Select the port group you created for the uplink interface, the port group that you created for
the L2 extension port, and enter an HA interface. Click Next.

On the Customize Template page, enter the following values and click Next.
a Type and retype the CLI admin password.

b Type and retype the CLI enable password.

¢ Type and retype the CLI root password.

d Enter the IPv4 address for the Management Network.

e Enter the External Port details for VLAN ID, exit interface, IP address, and IP prefix
length such that the exit interface maps to the Network with the port group of your uplink
interface.

If the exit interface is connected to a trunk port group, specify a VLAN ID. For example,
20,eth2,192.168.5.1,24. You can also configure your port group with a VLAN ID and
use VLAN O for the External Port.

f  (Optional) To configure High Availability, enter the HA Port details where the exit interface
maps to the appropriate HA Network.

g (Optional) When deploying an autonomous NSX Edge as a secondary node for HA, select
Deploy this autonomous-edge as a secondary node.

Use the same OVF file as the primary node and enter the primary node's IP address, user
name, password, and thumbprint.

To retrieve the thumbprint of the primary node, log in to the primary node and run the
following command:

get certificate api thumbprint
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Ensure that the VTEP IP addresses of the primary and secondary nodes are in the same
subnet and that they connect to the same port group. When you complete the deployment
and start the secondary-edge, it connects to the primary node to form an edge-cluster .

On the Ready to complete page, review the autonomous Edge settings and click Finish.

Note If there are errors during the deployment, a message of the day is displayed on the CLI.
You can also use an API call to check for errors:

GET https://<nsx-mgr>/api/vl/node/status

The errors are categorized as soft errors and hard errors. Use API calls to resolve the soft
errors as required. You can clear the message of day using an API call:

POST /api/vl/node/status?action=clear_bootup_error

Power on the autonomous NSX Edge appliance.

Log in to the autonomous NSX Edge client.

Select L2ZVPN > Add Session and enter the following values:
a Enter a session name.

b Enter the local IP address and the remote IP address.

c Enter the peer code from the L2VPN server. See Download the Remote Side L2 VPN
Configuration File for details on obtaining the peer code.

Click Save.

Select Port > Add Port to create an L2 extension port.
Enter a name, a VLAN, and select an exit interface.

Click Save.

Select L2ZVPN > Attach Port and enter the following values:
a Select the L2 VPN session that you created.

b Select the L2 extension port that you created.

¢ Enter atunnel ID.

Click Attach.

You can create additional L2 extension ports and attach them to the session if you need to
extend multiple L2 networks.

Use the browser to log in to the autonomous NSX Edge or use API calls to view the status of

the L2VPN session.

Note If the L2VPN server configuration changes, ensure that you download the peer code
again and update the session with the new peer code.
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Check the Realized State of an IPSec VPN Session

After you send a configuration update request for an IPSec VPN session, you can check to see if
the requested state has been successfully processed in the NSX-T Data Center local control plane
on the transport nodes.

When you create an IPSec VPN session, multiple entities are created: IKE profile, DPD profile,
tunnel profile, local endpoint, IPSec VPN service, and IPSec VPN session. These entities all share
the same IPsecVPNSession Span, SO you can obtain the realization state of all the entities of the
IPSec VPN session by using the same GeT API call. You can check the realization state using only
the API.

Prerequisites
m  Familiarize yourself with IPSec VPN. See Understanding IPSec VPN.
m  Verify the IPSec VPN is configured successfully. See Add an IPSec VPN Service.

m  You must have access to the NSX Manager API.

Procedure

1 Send a posT, PUT, Or DELETE request API call.

For example:

PUT https://<nsx-mgr>/api/vl/vpn/ipsec/sessions/8dd1c386-9b2c-4448-85pb8-51ff649faec4df
{
"resource_type": "PolicyBasedIPSecVPNSession",
"id": "8ddlc386-9b2c-4448-85b8-51ff649faedf",
"display name": "Test RZ_UPDATED",
"ipsec vpn_service id": "7adfa455-a6fc-4934-a919-£5728957364c",
"peer endpoint_ id": "17263ca6-dced4-4c29-bd8a-e7dl2bdla82d",
"local endpoint id": "9lebfala-820f-41lab-bd87-f0fblf24e7c8",
"enabled": true,
"policy rules": [
{
"id": "1026",
"sources": [
{
"subnet": "1.1.1.0/24"

i
"logged": true,

"destinations": [
{
"subnet": "2.1.4..0/24"
}
1,
"action": "PROTECT",

"enabled": true,
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_revision": 1

2 Locate and copy the value of x-nsx-requestid from the response header returned.

For example:
x-nsx-requestid e550100d-£722-40cc-9de6-cf84d3da3cch
3 Request the realization state of the IPSec VPN session using the following GeT call.
GET https://<nsx-mgr>/api/vl/vpn/ipsec/sessions/<ipsec-vpn-session-id>/state?request id=<request-id>

The following API call uses the id and x-nsx-requestid values in the examples used in the
previous steps.

GET https://<nsx-mgr>/api/vl1/vpn/ipsec/sessions/8dd1c386-9b2c-4448-85b8-51ff649faedf/state?
request_1d=e550100d-£722-40cc-9de6-cf84d3da3cch

Following is an example of a response you receive when the realization state is in_progress.

"details": [
{
"sub_system type": "TransportNode",
"sub_ system id": "fe651e63-04bd-43a4-a8ec-45381a3b71b9",
"state": "in progress",

"failure message": "CCP Id:ab5958df-d98a-468e-a72b-d89dcdae5346, Message:State
realization is in progress at the node."
by
{

"sub_system type": "TransportNode",
"sub system id": "ebel74ac-ed4fl1-4135-ba72-3dd2eb7099e3",
"state": "in sync"
}
i
"state": "in progress",
"failure message": "The state realization is in progress at transport nodes."

Following is an example of a response you receive when the realization state is in_sync.

"details": [
{
"sub_system type": "TransportNode",
"sub_ system id": "7046e8f4-a680-11e8-9bc3-020020593£59",
"state": "in sync"
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1

"state": "in sync"

The following are examples of possible responses you receive when the realization state is

unknown.
{
"state": "unknown",
"failure message": "Unable to get response from any CCP node. Please retry operation

after some time."

}

"details": [
{
"sub_ system type": "TransportNode",
"sub system id": "3e643776-5def-11e8-94ae-020022e7749b",
"state": "unknown",

"failure message": "CCP Id:ab5958df-d9%8a-468e-a72b-d89dcdae5346, Message: Unable
to get response from the node. Please retry operation after some time."
s
{

"sub_ system type": "TransportNode",
"sub system id": "4784cala-5def-11e8-93be-020022£94b73",
"state": "in sync"
}
1y
"state": "unknown",
"failure message": "The state realization is unknown at transport nodes"

After you perform an entity DELETE operation, you might receive the status of NoT FouND, as
shown in the following example.

"http status": "NOT FOUND",

"error code": 600,

"module name": "common-services",

"error message": "The operation failed because object identifier LogicalRouter/

61746£54-7ab8-4702-93fe-6ddeb804 is missing: Object identifiers are case sensitive.."
}

If the IPSec VPN service associated with the session is disabled, you receive the BAD REQUEST

response, as shown in the following example.

"httpStatus": "BAD REQUEST",
"error_code": 110199,
"module name": "VPN",
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"error message": "VPN service f9cfe508-05e3-4eld-b253-fed096bb2b63 associated with the
session 8ddl1c386-9b2c-4448-85b8-51ff649faedf is disabled. Can not get the realization
status."

}

Monitor and Troubleshoot VPN Sessions

After you configure an IPSec or L2 VPN session, you can monitor the VPN tunnel status and
troubleshoot any reported tunnel issues using the NSX Manager user interface.

Procedure

1

From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

Navigate to the Networking > VPN > IPSec Sessions or Networking > VPN > L2 VPN
Sessions tab.

Expand the row for the VPN session that you want to monitor or troubleshoot.

To view the status of the VPN tunnel status, click the info icon.

The Status dialog box appears and displays the available statuses.

To view the VPN tunnel traffic statistics, click View Statistics in the Status column.
The Statistics dialog box displays the traffic statistics for the VPN tunnel.

To view the error statistics, click the View More link in the Statistics dialog box.

To close the Statistics dialog box, click Close.
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Network address translation (NAT) maps one IP address space to another. You can configure NAT
on tier-0O and tier-1 gateways.

This chapter includes the following topics:

m  Configure NAT on a Gateway

Configure NAT on a Gateway
You can configure source NAT (SNAT), destination NAT (DNAT), or reflexive NAT on a tier-O or
tier-1 gateway.

If a tier-O gateway is running in active-active mode, you cannot configure SNAT or DNAT because
asymmetrical paths might cause issues. You can only configure reflexive NAT (sometimes called
stateless NAT). If a tier-O gateway is running in active-standby mode, you can configure SNAT,
DNAT, or reflexive NAT.

You can also disable SNAT or DNAT for an IP address or a range of addresses. If an address has
multiple NAT rules, the rule with the highest priority is applied.

Note DNAT is not supported on a tier-1 gateway where policy-based IPSec VPN is configured.

SNAT configured on a tier-O gateway's external interface will process traffic from a tier-1 gateway
as well as from another external interface on the tier-O gateway.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

Select Networking > NAT.
Select a gateway.

Click Add NAT Rule.

a A W N

Select an action.

For a tier-1 gateway, the available actions are SNAT, DNAT, Reflexive, NO SNAT, and NO
DNAT.
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For a tier-O gateway in active-standby mode, the available actions are SNAT, DNAT, NO
SNAT, and NO DNAT.

For a tier-O gateway in active-active mode, the available action is Reflexive.

In the Service column, click Set to select services.

(Required) For Source IP, specify an IP address or an IP address range in CIDR format.

If you leave this field blank, this NAT rule applies to all sources outside of the local subnet.
For Destination IP, specify an IP address or an IP address range in CIDR format.

For Translated IP, specify an IP address or an IP address range in CIDR format.

Enter a value for Translated Port.

Select a firewall setting from the following options:

= Match External Address - The packet is processed by firewall rules that match the
combination of translated IP address, and translated port.

m  For SNAT, the external address is the translated source address after NAT is done.
m  For DNAT, the external address is the original destination address before NAT is done.

m  For REFLEXIVE, to egress traffic, the firewall is applied to the translated source
address after NAT is done. For ingress traffic, the firewall is applied to the original
destination address before NAT is done.

= Match Internal Address - The packet is processed by firewall rules that match the
combination of original IP address, and original port.

m  For SNAT, the internal address is the original source address before NAT is done.
m  For DNAT, the internal address is the translated destination address after NAT is done.

m  For REFLEXIVE, for egress traffic, the firewall is applied to the original source address
before NAT is done. For ingress traffic, the firewall is applied to the translated
destination address after NAT is done.

m Bypass - The packet bypasses firewall rules.
(Required) Change the logging status.
(Required) For Applied To, select objects that this rule applies to.

The available objects are Tier-O Gateways, Interfaces, Labels, Service Instance Endpoints,
and Virtual Endpoints.

Specify a priority value.
A lower value means a higher priority. The default is 100.

Click Save.
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Load Balancing

The NSX-T Data Center logical load balancer offers high-availability service for applications and
distributes the network traffic load among multiple servers.

Load Balancer
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Virtual
Server 1

The load balancer distributes incoming service requests evenly among multiple servers in such a
way that the load distribution is transparent to users. Load balancing helps in achieving optimal
resource utilization, maximizing throughput, minimizing response time, and avoiding overload.

You can map a virtual IP address to a set of pool servers for load balancing. The load balancer
accepts TCP, UDP, HTTP, or HTTPS requests on the virtual IP address and decides which pool
server to use.

Depending on your environment needs, you can scale the load balancer performance by

increasing the existing virtual servers and pool members to handle heavy network traffic load.

Note Logical load balancer is supported only on the tier-1 gateway. One load balancer can be
attached only to a tier-1 gateway.

This chapter includes the following topics:
m  Key Load Balancer Concepts
m  Setting Up Load Balancer Components

m  Groups Created for Server Pools and Virtual Servers
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Key Load Balancer Concepts

Load balancer includes virtual servers, server pools, and health checks monitors.

A load balancer is connected to a Tier-1logical router. The load balancer hosts single or multiple
virtual servers. A virtual server is an abstract of an application service, represented by a unique
combination of IP, port, and protocol. The virtual server is associated to single to multiple server
pools. A server pool consists of a group of servers. The server pools include individual server pool
members.

To test whether each server is correctly running the application, you can add health check
monitors that check the health status of a server.

NSX Edge Node

Y

LA Y
Virtual Virtual Virtual
server 1 server 2 server 3

e
v

Scaling Load Balancer Resources

When you configure a load balancer, you can specify a size (small, medium, or large). The size
determines the number of virtual servers, server pools, and pool members the load balancer can
support.

A load balancer runs on a tier-1 gateway, which must be in active-standby mode. The gateway
runs on NSX Edge nodes. The form factor of the NSX Edge node (bare metal, small, medium, or
large) determines the number of load balancers that the NSX Edge node can support. Note that in
the Advanced Networking & Security tab, the term logical router is used to refer to a gateway.

For more information about what the different load balance sizes and NSX Edge form factors can
support, see https://configmax.vmware.com.

Note that using a small NSX Edge node to run a small load balancer is not recommended in a
production environment.
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You can call an API to get the load balancer usage information of an NSX Edge node. If you use
the Networking tab to configure load balancing, run the following command:

GET /policy/api/vl/infra/lb-node-usage?node path=<node-path>

If you use the Advanced Networking & Security tab to configure load balancing, run the following
command:

GET /api/vl/loadbalancer/usage-per-node/<node-id>

The usage information includes the number of load balancer objects (such as load balancer
services, virtual servers, server pools, and pool members) that are configured on the node. For
more information, see the NSX-T Data Center AP/ Guide.

Supported Load Balancer Features

NSX-T Data Center load balancer supports the following features.
m  Layer4 -TCP and UDP

m lLayer7 - HTTP and HTTPS with load balancer rules support

m  Server pools - static and dynamic with NSGroup

m  Persistence - Source-IP and Cookie persistence mode

m  Health check monitors - Active monitor which includes HTTP, HTPPS, TCP, UDP, and ICMP,
and passive monitor

m  SNAT - Transparent, Automap, and IP List

m  HTTP upgrade - For applications using HTTP upgrade such as WebSocket, the client or server
requests for HTTP Upgrade, which is supported. By default, NSX-T Data Center supports and
accepts HTTPS upgrade client request using the HTTP application profile.

To detect an inactive client or server communication, the load balancer uses the HTTP
application profile response timeout feature set to 60 seconds. If the server does not send
traffic during the 60 seconds interval, NSX-T Data Center ends the connection on the client
and server side.

Note: SSL -Terminate-mode and proxy-mode is not supported in NSX-T Data Center limited
export release.
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Load Balancer Topologies

Load balancers are typically deployed in either inline or one-arm mode. One-arm mode requires
virtual server Source NAT (SNAT) configuration, and inline mode does not.

Inline Topology

In the inline mode, the load balancer is in the traffic path between the client and the server. Clients
and servers should not be connected to overlay segments on the same tier-1logical router if SNAT
on the load balancer is not desired. If clients and servers are connected to overlay segments on
the same tier-1logical router, SNAT is required.
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One-Arm Topology

In one-arm mode, the load balancer is not in the traffic path between the client and the server.
In this mode, the client and the server can be anywhere. The load balancer performs Source
NAT (SNAT) to force return traffic from the server destined to the client to go through the load

balancer. This topology requires virtual server SNAT to be enabled.

When the load balancer receives the client traffic to the virtual IP address, the load balancer
selects a server pool member and forwards the client traffic to it. In the one-arm mode, the
load balancer replaces the client IP address with the load balancer IP address so that the server
response is always sent to the load balancer. The load balancer forwards the response to the

client.
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Tier-1 Service Chaining

If a tier-1 gateway or logical router hosts different services, such as NAT, firewall, and load
balancer, the services are applied in the following order:

m  Ingress

DNAT - Firewall - Load Balancer

Note: If DNAT is configured with Firewall Bypass, Firewall is skipped but not Load Balancer.
m  Egress

Load Balancer - Firewall - SNAT

Setting Up Load Balancer Components

To use logical load balancers, you must start by configuring a load balancer and attaching it to a
tier-1 gateway.

Note Inthe Advanced & Security tab, the term tier-1logical router is used to refer to a tier-1
gateway.

Next, you set up health check monitoring for your servers. You must then configure server pools
for your load balancer. Finally, you must create a layer 4 or layer 7 virtual server for your load
balancer and attach the newly created virtual server to the load balancer.

Load Balancer Server 1

o Virtual
Server 1

Server 2

AN 7
1

Server 3

Health Check  RIEIEEEESY = Pool 1

Add Load Balancers

Load balancer is created and attached to the tier-1 gateway.

Note Inthe Advanced & Security tab, the term tier-1logical router is used to refer to a tier-1
gateway.
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You can configure the level of error messages you want the load balancer to add to the error log.

Note Avoid setting the log level to DEBUG on load balancers with a significant traffic due to the
number of messages printed to the log that affect performance.

|

w

Load Balancer Server 1
4 Server 2
Virtual
1

: Server : Server 3
12 '
i | HealthCheck -+-----»  Pool1
:
1

Prerequisites

Verify that a tier-1 gateway is configured. See Chapter 3 Tier-1 Gateway.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

2 Select Networking > Load Balancing > Add Load Balancer.
3 Enter a name and a description for the load balancer.

4 Select the load balancer virtual server size and number of pool members based on your
available resources.

5 Select the already configured tier-1 gateway to attach to this load balancer from the drop-
down menu.

The tier-1 gateway must be in the Active-Standby mode.
6 Define the severity level of the error log from the drop-down menu.

Load balancer collects information about encountered issues of different severity levels to the
error log.

7 (Optional) Enter tags to make searching easier.
You can specify a tag to set a scope of the tag.
8 Click Save.

The load balancer creation and attaching the load balancer to the tier-1 gateway takes about
three minutes and the configuration status to appear green and Up.

If the status is Down, click the information icon and resolve the error before you proceed.
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9 (Optional) Delete the load balancer.
a Detach the load balancer from the virtual server and tier-1 gateway.
b Select the load balancer.
c Click the vertical ellipses button.

d Select Delete.

Add an Active Monitor

The active health monitor is used to test whether a server is available. The active health monitor
uses several types of tests such as sending a basic ping to servers or advanced HTTP requests to
monitor an application health.

Note Inthe Advanced & Security tab, the term tier-1logical router is used to refer to a tier-1
gateway.

Servers that fail to respond within a certain time period or respond with errors are excluded from
future connection handling until a subsequent periodic health check finds these servers to be
healthy.

Active health checks are performed on server pool members after the pool member is attached to
a virtual server and that virtual server is attached to a tier-1 gateway. The tier-1 uplink IP address is
used for the health check.

Note One active health monitor can be configured per server pool.

Load Balancer

-
Passive
health checks
i erver
Virtual . (optional)
(2) :
1

e e e e > Pool 1

, Active 3
1 health checks

(optional)

4

A\ 3
1

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

2 Select Networking > Load Balancing > Monitors > Active > Add Active Monitor.
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3 Select a protocol for the server from the drop-down menu.

You can also use predefined protocols; HTTP, HTTPS, ICMP, TCP, and UDP for NSX Manager.

4 Select the HTTP protocol.
5 Configure the values to monitor a service pool.

You can also accept the default active health monitor values.

Option Description

Name and Description Enter a name and description for the active health monitor.

Monitoring Port Set the value of the monitoring port.

Monitoring Interval Set the time in seconds that the monitor sends another connection request to
the server.

Timeout Period Set the number of times the server is tested before it is considered as
DOWN.

Fall Count Set a value when the consecutive failures reach this value, the server is

considered temporarily unavailable.

Rise Count Set a number after this timeout period, the server is tried again for a new
connection to see if it is available.
Tags Enter tags to make searching easier.

You can specify a tag to set a scope of the tag.

For example, if the monitoring interval is set as 5 seconds and the timeout as 15 seconds, the
load balancer send requests to the server every 5 seconds. In each probe, if the expected
response is received from the server within 15 seconds, then the health check result is OK. If

not, then the result is CRITICAL. If the recent three health check results are all UP, the server is

considered as UP.
6 Click Configure.

7 Enter the HTTP request and response configuration details.

Option Description

HTTP Method Select the method to detect the server status from the drop-down menu,
GET, OPTIONS, POST, HEAD, and PUT.

HTTP Request URL Enter the request URI for the method.

HTTP Request Version Select the supported request version from the drop-down menu.
You can also accept the default version, HTTP_VERSION_1.

HTTP Response Header Click Add and enter the HTTP response header name and corresponding
value.

The default header value is 4000. The maximum header value is 64,000.

HTTP Request Body Enter the request body.
Valid for the POST and PUT methods.
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Option

HTTP Response Code

HTTP Response Body

8 Select the HTTPS protocol.
9 Complete step 5.

10 Click Configure.

Description

Enter the string that the monitor expects to match in the status line of HTTP
response body.

The response code is a comma-separated list.
For example, 200,301,302,401.

If the HTTP response body string and the HTTP health check response body
match, then the server is considered as healthy.

11 Enter the HTTP request and response and SSL configuration details.

Option
Name and Description

HTTP Method

HTTP Request URL

HTTP Request Version

HTTP Response Header

HTTP Request Body

HTTP Response Code

HTTP Response Body

Server SSL

Client Certificate

Server SSL Profile

Trusted CA Certificates

Mandatory Server Authentication

VMware, Inc.

Description
Enter a name and description for the active health monitor.

Select the method to detect the server status from the drop-down menu,
GET, OPTIONS, POST, HEAD, and PUT.

Enter the request URI for the method.

Select the supported request version from the drop-down menu.
You can also accept the default version, HTTP_VERSION_1.

Click Add and enter the HTTP response header name and corresponding
value.

The default header value is 4000. The maximum header value is 64,000.

Enter the request body.
Valid for the POST and PUT methods.

Enter the string that the monitor expects to match in the status line of HTTP
response body.

The response code is a comma-separated list.

For example, 200,301,302,401.

If the HTTP response body string and the HTTP health check response body
match, then the server is considered as healthy.

Toggle the button to enable the SSL server.

(Optional) Select a certificate from the drop-down menu to be used if the
server does not host multiple host names on the same IP address or if the
client does not support an SNI extension.

(Optional) Assign a default SSL profile from the drop-down menu that defines
reusable and application-independent client-side SSL properties.

Click the vertical ellipses and create a custom SSL profile.

(Optional) You can require the client to have a CA certificate for
authentication.

(Optional) Toggle the button to enable server authentication.
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Option Description
Certificate Chain Depth (Optional) Set the authentication depth for the client certificate chain.
Certificate Revocation List (Optional) Set a Certificate Revocation List (CRL) in the client-side SSL profile

to reject compromised client certificates.

12 Select the ICMP protocol.

13 Complete step 5 and assign the data size in byte of the ICMP health check packet.
14 Select the TCP protocol.

15 Complete step 5 and you can leave the TCP data parameters empty.

If both the data sent and expected are not listed, then a three-way handshake TCP connection
is established to validate the server health. No data is sent.

Expected data if listed has to be a string. Regular expressions are not supported.
16 Select the UDP protocol.

17 Complete step 5 and configure the UDP data.

Required Option Description
UDP Data Sent Enter the string to be sent to a server after a connection is established.
UDP Data Expected Enter the string expected to receive from the server.

Only when the received string matches this definition, is the server is
considered as UP.

What to do next

Associate the active health monitor with a server pool. See Add a Server Pool.

Add a Passive Monitor

Load balancers perform passive health checks to monitor failures during client connections and
mark servers causing consistent failures as DOWN.

Passive health check monitors client traffic going through the load balancer for failures. For
example, if a pool member sends a TCP Reset (RST) in response to a client connection, the load
balancer detects that failure. If there are multiple consecutive failures, then the load balancer
considers that server pool member to be temporarily unavailable and stops sending connection
requests to that pool member for some time. After some time, the load balancer sends a
connection request to verify that the pool member has recovered. If that connection is successful,
then the pool member is considered healthy. Otherwise, the load balancer waits for some time and
tries again.

Passive health check considers the following scenarios to be failures in the client traffic.

m  For server pools associated with Layer 7 virtual servers, if the connection to the pool member
fails. For example, if the pool member sends a TCP RST when the load balancer tries to
connect or perform an SSL handshake between the load balancer and the pool member fails.
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For server pools associated with Layer 4 TCP virtual servers, if the pool member sends a TCP
RST in response to client TCP SYN or does not respond at all.

For server pools associated with Layer 4 UDP virtual servers, if a port is unreachable or a
destination unreachable ICMP error message is received in response to a client UDP packet.

Server pools associated to Layer 7 virtual servers, the failed connection count is incremented when
any TCP connection errors, for example, TCP RST failure to send data or SSL handshake failures
occur.

Server pools associated to Layer 4 virtual servers, if no response is received to a TCP SYN sent to
the server pool member or if a TCP RST is received in response to a TCP SYN, then the server pool
member is considered as DOWN. The failed count is incremented.

For Layer 4 UDP virtual servers, if an ICMP error such as, port or destination unreachable message
is received in response to the client traffic, then it is considered as DOWN.

Note One passive health monitor can be configured per server pool.

Procedure

1

From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

Select Networking > Load Balancing > Monitors > Passive > Add Passive Monitor.
Enter a name and description for the passive health monitor.
Configure the values to monitor a service pool.

You can also accept the default active health monitor values.

Option Description

Fall Count Set a value when the consecutive failures reach this value, the server is
considered temporarily unavailable.

Timeout Period Set the number of times the server is tested before it is considered as
DOWN.
Tags Enter tags to make searching easier.

You can specify a tag to set a scope of the tag.

For example, when the consecutive failures reach the configured value 5, that member is
considered temporarily unavailable for 5 seconds. After this period, that member is tried again
for a new connection to see if it is available. If that connection is successful, then the member
is considered available and the failed count is set to zero. However, if that connection fails,
then it is not used for another timeout interval of 5 seconds.

What to do next

Associate the passive health monitor with a server pool. See Add a Server Pool.
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Add a Server Pool

Server pool consists of one or more servers that are configured and running the same application.
A single pool can be associated to both Layer 4 and Layer 7 virtual servers.

l

Load Balancer
:
Virtual
1
2

Pool 1

Figure 7-1. Server Pool Parameter Configuration
SNAT

Pool Members
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Active Monitor Passive Monitor
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HTTP HTTPS TCP UDP ICMP

Prerequisites
m [f you use dynamic pool members, a NSGroup must be configured. See Create an NSGroup.

m  Verify that a passive health monitors is configured. See Add a Passive Monitor.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

2 Select Networking > Load Balancing > Server Pools > Add Server Pool.
3 Enter a name and description for the load balancer server pool.

You can optionally describe the connections managed by the server pool.
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Select the algorithm balancing method for the server pool.

Load balancing algorithm controls how the incoming connections are distributed among the
members. The algorithm can be used on a server pool or a server directly.

All load balancing algorithms skip servers that meet any of the following conditions:

= Admin state is set to DISABLED

m  Admin state is set to GRACEFUL_DISABLED and no matching persistence entry

m  Active or passive health check state is DOWN

m  Connection limit for the maximum server pool concurrent connections is reached.

Option

ROUND_ROBIN

WEIGHTED_ROUND_ROBIN

LEAST_CONNECTION

WEIGHTED_LEAST_CONNECTION

IP-HASH

5 Select the server pool members.

Description

Incoming client requests are cycled through a list of available servers capable
of handling the request.

Ignores the server pool member weights even if they are configured.

Each server is assigned a weight value that signifies how that server performs
relative to other servers in the pool. The value determines how many client
requests are sent to a server compared to other servers in the pool.

This load balancing algorithm focuses on fairly distributing the load among
the available server resources.

Distributes client requests to multiple servers based on the number of
connections already on the server.

New connections are sent to the server with the fewest connections. Ignores
the server pool member weights even if they are configured.

Each server is assigned a weight value that signifies how that server performs
relative to other servers in the pool. The value determines how many client
requests are sent to a server compared to other servers in the pool.

This load balancing algorithm focuses on using the weight value to distribute
the load among the available server resources.

By default, the weight value is 1if the value is not configured and slow start is
enabled.

Selects a server based on a hash of the source IP address and the total
weight of all the running servers.

Server pool consists of single or multiple pool members.
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Option

Enter individual members

Select a group

Description

Enter a pool member name, IP address, and a port.

Each server pool member can be configured with a weight for use in the

load balancing algorithm. The weight indicates how much more or less load a
given pool member can handle relative to other members in the same pool.
You can set the server pool admin state. By default, the option is enable
when a server pool member is added.

If the option is disabled, active connections are processed and the server
pool member is not selected for new connections. New connections are
assigned to other members of the pool.

If gracefully disabled, it allows you to remove servers for maintenance. The
existing connections to a member in the server pool in this state continue to
be processed.

Toggle the button to designate a pool member as a backup member to work
with the health monitor to provide an Active-Standby state. Traffic failover
occurs for backup members if active members fail a health check. Backup
members are skipped during the server selection. When the server pool is
inactive, the incoming connections are sent to only the backup members that
are configured with a sorry page indicating an application is unavailable.

Max Concurrent Connection value assigns a connection maximum so that

the server pool members are not overloaded and skipped during server
selection. If a value is not specified, then the connection is unlimited.

Select a pre-configured group of server pool members.

Enter a group name and an optional description.

Set the compute member from existing list or create one. You can specify
membership criteria, select members of the group, add IP and MAC
addresses as group members, and add Active Directory groups. The identity
members intersect with the compute member to define membership of the
group.

Enter tags to make searching easier. You can specify a tag to set a scope of
the tag.

You can optionally define the maximum group IP address list.

6 Select the active health check monitor for the server pool from the drop-down menu.

The load balancer periodically sends an ICMP ping to the servers to verify health independent
of data traffic. You can configure only one active health check monitor per server pool.
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10
1

12

Select the Source NAT (SNAT) translation mode.

Depending on the topology, SNAT might be required so that the load balancer receives the
traffic from the server destined to the client. SNAT can be enabled per server pool.

Mode

Auto Map Mode

Disable

IP Pool

Description

Load Balancer uses the interface IP address and ephemeral port to continue
the communication with a client initially connected to one of the server's
established listening ports.

SNAT is required.

Enable port overloading to allow the same SNAT IP and port to be used

for multiple connections if the tuple (source IP, source port, destination

IP, destination port, and IP protocol) is unique after the SNAT process is
performed.

You can also set the port overload factor to allow the maximum number of
times a port can be used simultaneously for multiple connections.

Disable the SNAT translation mode.

Specify a single IP address range, for example, 1.1.1.1-1.1.1.10 to be used for
SNAT while connecting to any of the servers in the pool.

By default, from 4000 through 64000-port range is used for all configured
SNAT IP addresses. Port ranges from 1000 through 4000 are reserved

for purposes such as, health checks and connections initiated from Linux
applications. If multiple IP addresses are present, then they are selected in a
Round Robin manner.

Enable port overloading to allow the same SNAT IP and port to be used

for multiple connections if the tuple (source IP, source port, destination

IP, destination port, and IP protocol) is unique after the SNAT process is
performed.

You can also set the port overload factor to allow the maximum number of
times a port can be used simultaneously for multiple connections.

Toggle the button to enable TCP Multiplexing.

With TCP multiplexing, you can use the same TCP connection between a load balancer and the
server for sending multiple client requests from different client TCP connections.

Set the maximum number of TCP multiplexing connections per pool that are kept alive to send

future client requests.

Enter the minimum number of active members the server pool must always maintain.

Select a passive health monitor for the server pool from the drop-down menu.

Enter tags to make searching easier.

You can specify a tag to set a scope of the tag.

Setting Up Virtual Server Components

You can set up the Layer 4 and Layer 7 virtual servers and configure several virtual server
components such as, application profiles, persistent profiles, and load balancer rules.
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Add an Application Profile

Application profiles are associated with virtual servers to enhance load balancing network traffic
and simplify traffic-management tasks.

Application profiles define the behavior of a particular type of network traffic. The associated
virtual server processes network traffic according to the values specified in the application profile.
Fast TCP, Fast UDP, and HTTP application profiles are the supported types of profiles.

TCP application profile is used by default when no application profile is associated to a virtual
server. TCP and UDP application profiles are used when an application is running on a TCP or
UDP protocol and does not require any application level load balancing such as, HTTP URL load
balancing. These profiles are also used when you only want Layer 4 load balancing, which has a
faster performance and supports connection mirroring.
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HTTP application profile is used for both HTTP and HTTPS applications when the load balancer
must take actions based on Layer 7 such as, load balancing all images requests to a specific server
pool member or stopping HTTPS to offload SSL from pool members. Unlike the TCP application
profile, the HTTP application profile stops the client TCP connection before selecting the server
pool member.

Figure 7-3. Layer 4 TCP and UDP Application Profile
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Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

2 Select Networking > Load Balancing > Profiles > Application > Add Application Profiles.
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Select a Fast TCP application profile and enter the profile details.

You can also accept the default FAST TCP profile settings.

Option
Name and Description

Idle Timeout

HA Flow Mirroring

Connection Close Timeout

Tags

Description
Enter a name and a description for the Fast TCP application profile.

Enter the time in seconds on how long the server can remain idle after a TCP
connection is established.

Set the idle time to the actual application idle time and add a few more
seconds so that the load balancer does not close its connections before the
application does.

Toggle the button to make all the flows to the associated virtual server
mirrored to the HA standby node.

Enter the time in seconds that the TCP connection both FINs or RST must be
kept for an application before closing the connection.

A short closing timeout might be required to support fast connection rates.

Enter tags to make searching easier.

You can specify a tag to set a scope of the tag.

4 Select a Fast UDP application profile and enter the profile details.

You can also accept the default UDP profile settings.

Option
Name and Description

Idle Timeout

HA Flow Mirroring

Tags

Description
Enter a name and a description for the Fast UDP application profile.

Enter the time in seconds on how long the server can remain idle after a UDP
connection is established.

UDP is a connectionless protocol. For load balancing purposes, all the UDP
packets with the same flow signature such as, source and destination IP
address or ports and IP protocol received within the idle timeout period are
considered to belong to the same connection and sent to the same server.

If no packets are received during the idle timeout period, the connection
which is an association between the flow signature and the selected server is
closed.

Toggle the button to make all the flows to the associated virtual server
mirrored to the HA standby node.

Enter tags to make searching easier.

You can specify a tag to set a scope of the tag.

5 Select a HTTP application profile and enter the profile details.

You can also accept the default HTTP profile settings.
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HTTP application profile is used for both HTTP and HTTPS applications.

Option Description
Name and Description Enter a name and a description for the HTTP application profile.
Idle Timeout Enter the time in seconds on how long an HTTP application can remain

idle, instead of the TCP socket setting which must be configured in the TCP
application profile.

Request Header Size Specify the maximum buffer size in bytes used to store HTTP request
headers.
X-Forwarded-For (XFF) m  Insert - If the XFF HTTP header is not present in the incoming request,

the load balancer inserts a new XFF header with the client IP address.
If the XFF HTTP header is present in the incoming request, the load
balancer appends the XFF header with the client IP address.

m  Replace - If the XFF HTTP header is present in the incoming request, the
load balancer replaces the header.

Web servers log each request they handle with the requesting client IP
address. These logs are used for debugging and analytics purposes. If the
deployment topology requires SNAT on the load balancer, then server uses
the client SNAT IP address which defeats the purpose of logging.

As a workaround, the load balancer can be configured to insert XFF HTTP
header with the original client IP address. Servers can be configured to log
the IP address in the XFF header instead of the source IP address of the
connection.

Request Body Size Enter value for the maximum size of the buffer used to store the HTTP
request body.

If the size is not specified, then the request body size is unlimited.

Redirection m  None - If a website is temporarily down, user receives a page not found
error message.

m HTTP Redirect - If a website is temporarily down or has moved, incoming
requests for that virtual server can be temporarily redirected to a URL
specified here. Only a static redirection is supported.

For example, if HTTP Redirect is set to http://sitedown.abc.com/
sorry.html, then irrespective of the actual request, for example,
http://original_app.site.com/home.html or http://original _app.site.com/
somepage.html, incoming requests are redirected to the specified URL
when the original website is down.

m  HTTP to HTTPS Redirect - Certain secure applications might want to force
communication over SSL, but instead of rejecting non-SSL connections,
they can redirect the client request to use SSL. With HTTP to HTTPS
Redirect, you can preserve both the host and URI paths and redirect the
client request to use SSL.

For HTTP to HTTPS redirect, the HTTPS virtual server must have port 443
and the same virtual server IP address must be configured on the same
load balancer.

For example, a client request for http://app.com/path/page.html is
redirected to https://app.com/path/page.html. If either the host name
or the URI must be modified while redirecting, for example, redirect to
https://secure.app.com/path/page.html, then load balancing rules must
be used.
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Option Description
NTLM Authentication Toggle the button for the load balancer to turn off TCP multiplexing and
enable HTTP keep-alive.

NTLM is an authentication protocol that can be used over HTTP. For load
balancing with NTLM authentication, TCP multiplexing must be disabled for
the server pools hosting NTLM-based applications. Otherwise, a server-side
connection established with one client's credentials can potentially be used
for serving another client's requests.

If NTLM is enabled in the profile and associated to a virtual server, and TCP
multiplexing is enabled at the server pool, then NTLM takes precedence. TCP
multiplexing is not performed for that virtual server. However, if the same
pool is associated to another non-NTLM virtual server, then TCP multiplexing
is available for connections to that virtual server.

If the client uses HTTP/1.0, the load balancer upgrades to HTTP/1.1 protocol
and the HTTP keep-alive is set. All HTTP requests received on the same
client-side TCP connection are sent to the same server over a single TCP
connection to ensure that reauthorization is not required.

Tags Enter tags to make searching easier.

You can specify a tag to set a scope of the tag.

Add a Persistence Profile

To ensure stability of stateful applications, load balancers implement persistence which directs all
related connections to the same server. Different types of persistence are supported to address
different types of application needs.

Some applications maintain the server state such as, shopping carts. Such state might be per client
and identified by the client IP address or per HTTP session. Applications might access or modify
this state while processing subsequent related connections from the same client or HTTP session.

The source IP persistence profile tracks sessions based on the source IP address. When a client
requests a connection to a virtual server that enables the source address persistence, the load
balancer checks if that client was previously connected, if so, returns the client to the same server.
If not, you can select a server pool member based on the pool load balancing algorithm. Source IP
persistence profile is used by Layer 4 and Layer 7 virtual servers.

The cookie persistence profile inserts a unique cookie to identify the session the first time a

client accesses the site. The client forwards the HTTP cookie in subsequent requests and the load
balancer uses that information to provide the cookie persistence. Layer 7 virtual servers can only
use the cookie persistence profile. Note that a blank space in a cookie name is not supported.

The generic persistence profile supports persistence based on the HTTP header, cookie, or URL
in the HTTP request. Therefore, it supports app session persistence when the session ID is part
of the URL. This profile is not associated with a virtual server directly. You can specify this profile
when you configure a load balancer rule for request forwarding and response rewrite.
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Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

2 Select Networking > Load Balancing > Profiles > Persistence > Add Persistence Profiles.
3 Select Source IP to add a source IP persistence profile and enter the profile details.

You can also accept the default Source IP profile settings.

Option Description
Name and Description Enter a name and a description for the Source IP persistence profile.
Share Persistence Toggle the button to share the persistence so that all virtual servers this

profile is associated with can share the persistence table.

If the persistence sharing is not enabled in the Source IP persistence profile
associated to a virtual server, each virtual server that the profile is associated
to maintains a private persistence table.

Persistence Entry Timeout Enter the persistence expiration time in seconds.

The load balancer persistence table maintains entries to record that client
requests are directed to the same server.

The very first connection from new client IP is load balanced to a pool
member based on the load balancing algorithm. NSX will store that
persistence entry on the LB persistence-table which is viewable on the Edge
Node hosting the T1-LB active via the CLI command:get load-balancer
<LB-UUID> persistence-tables.

m  When there are connections from that client to the VIP, the persistence
entry is kept.

m  When there are no more connections from that client to the VIP,
the persistence entry begins the timer count down specified in the
"Persistence Entry Timeout" value. If no new connection from that client
to the VIP is made before the timer expires, the persistence entry for that
client IP is deleted. If that client comes back after the entry is deleted,
it will be load balanced again to a pool member based on the load
balancing algorithm.
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Option

Purge Entries When Full

HA Persistence Mirroring

Tags

Description

A large timeout value might lead to the persistence table quickly filling up
when the traffic is heavy. When this option is enabled, the oldest entry is
deleted to accept the newest entry.

When this option is disabled, if the source IP persistance table is full, new
client connections are rejected.

Toggle the button to synchronize persistence entries to the HA peer. When
HA persistance mirroring is enabled, the client IP persistance remains in the
case of load balancer failover.

Enter tags to make searching easier.

You can specify a tag to set a scope of the tag.

4 Select a Cookie persistence profile and enter the profile details.

Option
Name and Description

Share Persistence

Cookie Mode

Cookie Name

Cookie Domain

Cookie Fallback

Cookie Path

Cookie Garbling

Cookie Type

VMware, Inc.

Description
Enter a name and a description for the Cookie persistence profile.

Toggle the button to share persistence across multiple virtual servers that are
associated to the same pool members.

The Cookie persistence profile inserts a cookie with the format,
<name>.<profile-id>.<pool-id>.

If the persistence shared is not enabled in the Cookie persistence profile
associated with a virtual server, the private Cookie persistence for each
virtual server is used and is qualified by the pool member. The load balancer
inserts a cookie with the format, <name>.<virtual_server_ id>.<pool_id>.

Select a mode from the drop-down menu.
m  INSERT - Adds a unique cookie to identify the session.

m  PREFIX - Appends to the existing HTTP cookie information.
m  REWRITE - Rewrites the existing HTTP cookie information.

Enter the cookie name. A blank space in a cookie name is not supported.

Enter the domain name.

HTTP cookie domain can be configured only in the INSERT mode.

Toggle the button so that the client request is rejected if cookie points to a
server thatis in a DISABLED or is in a DOWN state.

Selects a new server to handle a client request if the cookie points to a server
that is in a DISABLED or is in a DOWN state.

Enter the cookie URL path.
HTTP cookie path can be set only in the INSERT mode.

Toggle the button to disable encryption.

When garbling is disabled, the cookie server IP address and port information
is in a plain text. Encrypt the cookie server IP address and port information.

Select a cookie type from the drop-down menu.
Session Cookie - Not stored. Will be lost when the browser is closed.

Persistence Cookie - Stored by the browser. Not lost when the browser is
closed.
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Option

Max Idle Time

Max Cookie Age

Tags

Description

Enter the time in seconds that the cookie type can be idle before a cookie
expires.

For the session cookie type, enter the time in seconds a cookie is available.

Enter tags to make searching easier.

You can specify a tag to set a scope of the tag.

5 Select Generic to add a generic persistence profile and enter the profile details.

Option
Name and Description
Share Persistence

Persistence Entry Timeout

HA Persistence Mirroring

Tags

Add an SSL Profile

Description
Enter a name and a description for the Source IP persistence profile.
Toggle the button to share the profile among virtual servers.

Enter the persistence expiration time in seconds.

The load balancer persistence table maintains entries to record that client
requests are directed to the same server.

The very first connection from new client IP is load balanced to a pool
member based on the load balancing algorithm. NSX will store that
persistence entry on the LB persistence-table which is viewable on the Edge
Node hosting the T1-LB active via the CLI command:get load-balancer
<LB-UUID> persistence-tables.

m  When there are connections from that client to the VIP, the persistence
entry is kept.

®  When there are no more connections from that client to the VIP,
the persistence entry begins the timer count down specified in the
"Persistence Entry Timeout" value. If no new connection from that client
to the VIP is made before the timer expires, the persistence entry for that
client IP is deleted. If that client comes back after the entry is deleted,
it will be load balanced again to a pool member based on the load
balancing algorithm.

Toggle the button to synchronize persistence entries to the HA peer.

Enter tags to make searching easier.

You can specify a tag to set a scope of the tag.

SSL profiles configure application-independent SSL properties such as, cipher lists and reuse
these lists across multiple applications. SSL properties are different when the load balancer is
acting as a client and as a server, as a result separate SSL profiles for client-side and server-side

are supported.

Note SSL profile is not supported in the NSX-T Data Center limited export release.

Client-side SSL profile refers to the load balancer acting as an SSL server and stopping the
client SSL connection. Server-side SSL profile refers to the load balancer acting as a client and
establishing a connection to the server.

You can specify a cipher list on both the client-side and server-side SSL profiles.
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SSL session caching allows the SSL client and server to reuse previously negotiated security
parameters avoiding the expensive public key operation during the SSL handshake. SSL session
caching is disabled by default on both the client-side and server-side.

SSL session tickets are an alternate mechanism that allows the SSL client and server to reuse
previously negotiated session parameters. In SSL session tickets, the client and server negotiate
whether they support SSL session tickets during the handshake exchange. If supported by both,
server can send an SSL ticket, which includes encrypted SSL session parameters to the client. The
client can use that ticket in subsequent connections to reuse the session. SSL session tickets are
enabled on the client-side and disabled on the server-side.

Figure 7-5. SSL Offloading
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Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

2 Select Networking > Load Balancing > Profiles > SSL Profile.
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3 Select a Client SSL Profile and enter the profile details.

Option
Name and Description

SSL Suite

Session Caching

Tags

Supported SSL Ciphers

Supported SSL Protocols

Session Cache Entry Timeout

Prefer Server Cipher

Description
Enter a name and a description for the Client SSL profile.

Select the SSL Cipher group from the drop-down menu and available SSL
Ciphers and SSL protocols to be included in the Client SSL profile are
populated.

Balanced SSL Cipher group is the default.

Toggle the button to allow the SSL client and server to reuse previously
negotiated security parameters avoiding the expensive public key operation
during an SSL handshake.

Enter tags to make searching easier.

You can specify a tag to set a scope of the tag.

Depending on the SSL suite, you assigned the supported SSL Ciphers are
populated here. Click View More to view the entire list.

If you selected Custom, you must select the SSL Ciphers from the drop-down
menu.

Depending on the SSL suite, you assigned the supported SSL protocols are
populated here. Click View More to view the entire list.

If you selected Custom, you must select the SSL Ciphers from the drop-down
menu.

Enter the cache timeout in seconds to specify how long the SSL session
parameters must be kept and can be reused.

Toggle the button so that the server can select the first supported cipher from
the list it can support.

During an SSL handshake, the client sends an ordered list of supported
ciphers to the server.

4 Select a Server SSL Profile and enter the profile details.

Option
Name and Description

SSL Suite

Session Caching

Tags

Supported SSL Ciphers

VMware, Inc.

Description
Enter a name and a description for the Server SSL profile.

Select the SSL Cipher group from the drop-down menu and available SSL
Ciphers and SSL protocols to be included in the Server SSL profile are
populated.

Balanced SSL Cipher group is the default.

Toggle the button to allow the SSL client and server to reuse previously
negotiated security parameters avoiding the expensive public key operation
during an SSL handshake.

Enter tags to make searching easier.

You can specify a tag to set a scope of the tag.

Depending on the SSL suite, you assigned the supported SSL Ciphers are
populated here. Click View More to view the entire list.

If you selected Custom, you must select the SSL Ciphers from the drop-down
menu.
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Option Description

Supported SSL Protocols Depending on the SSL suite, you assigned the supported SSL protocols are
populated here. Click View More to view the entire list.

If you selected Custom, you must select the SSL Ciphers from the drop-down
menu.

Session Cache Entry Timeout Enter the cache timeout in seconds to specify how long the SSL session
parameters must be kept and can be reused.

Prefer Server Cipher Toggle the button so that the server can select the first supported cipher from
the list it can support.

During an SSL handshake, the client sends an ordered list of supported
ciphers to the server.

Add Layer 4 Virtual Servers

Virtual servers receive all the client connections and distribute them among the servers. A virtual
server has an |IP address, a port, and a protocol. For Layer 4 virtual servers, lists of ports ranges
can be specified instead of a single TCP or UDP port to support complex protocols with dynamic
ports.

A Layer 4 virtual server must be associated to a primary server pool, also called a default pool.

If a virtual server status is disabled, any new connection attempts to the virtual server are
rejected by sending either a TCP RST for the TCP connection or ICMP error message for UDP.
New connections are rejected even if there are matching persistence entries for them. Active
connections continue to be processed. If a virtual server is deleted or disassociated from a load
balancer, then active connections to that virtual server fail.

Prerequisites

m  Verify that application profiles are available. See Add an Application Profile.

m  Verify that persistent profiles are available. See Add a Persistence Profile.

m  Verify that SSL profiles for the client and server are available. See Add an SSL Profile.
m  Verify that server pools are available. See Add a Server Pool.

m  Verify that load balancer is available. See Add Load Balancers.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

2 Select Networking > Load Balancing > Virtual Servers > Add Virtual Server.
3 Select a L4 TCP protocol and enter the protocol details.

Layer 4 virtual servers support either the Fast TCP or Fast UDP protocol, but not both.

VMware, Inc. 15



NSX-T Data Center Administration Guide

For Fast TCP or Fast UDP protocol support on the same IP address and port, for example
DNS, a virtual server must be created for each protocol.

Option Description

Name and Description Enter a name and a description for the Layer 4 virtual server.

IP Address Enter the virtual server IP address.

Ports Enter the virtual server port number.

Load Balancer Select an existing load balancer to attach to this Layer 4 virtual server from

the drop down menu.

Server Pool Select an existing server pool from the drop-down menu.

The server pool consists of one or more servers, also called pool members
that are similarly configured and running the same application.

You can click the vertical ellipses to create a server pool.

Application Profile Based on the protocol type, the existing application profile is automatically
populated.

You can click the vertical ellipses to create an application profile.

Persistence Select an existing persistence profile from the drop-down menu.

Persistence profile can be enabled on a virtual server to allow Source IP
related client connections to be sent to the same server.

Max Concurrent Connection Set the maximum concurrent connection allowed to a virtual server so that
the virtual server does not deplete resources of other applications hosted on
the same load balancer.

Max New Connection Rate Set the maximum new connection to a server pool member so that a virtual
server does not deplete resources.

Sorry Server Pool Select an existing sorry server pool from the drop-down menu.
The sorry server pool serves the request when a load balancer cannot select
a backend server to the serve the request from the default pool.

You can click the vertical ellipses to create a server pool.

Default Pool Member Port Enter a default pool member port if the pool member port for a virtual server
is not defined.

For example, if a virtual server is defined with port range 2000-2999 and the
default pool member port range is set as 8000-8999, then an incoming client
connection to the virtual server port 2500 is sent to a pool member with a
destination port set to 8500.

Admin State Toggle the button to disable the admin state of the Layer 4 virtual server.
Access Log Toggle the button to enable logging for the Layer 4 virtual server.
Tags Enter tags to make searching easier.

You can specify a tag to set a scope of the tag.

4 Select a L4 UDP protocol and enter the protocol details.

Option Description
Name and Description Enter a name and a description for the Layer 4 virtual server.
IP Address Enter the virtual server IP address.
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Option
Ports

Load Balancer

Server Pool

Application Profile

Persistence

Max Concurrent Connection

Max New Connection Rate

Sorry Server Pool

Default Pool Member Port

Admin State
Access Log

Tags

Description
Enter the virtual server port number.

Select an existing load balancer to attach to this Layer 4 virtual server from
the drop down menu.

Select an existing server pool from the drop-down menu.

The server pool consists of one or more servers, also called pool members
that are similarly configured and running the same application.

You can click the vertical ellipses to create a server pool.

Based on the protocol type, the existing application profile is automatically
populated.

You can click the vertical ellipses to create an application profile.

Select an existing persistence profile from the drop-down menu.

Persistence profile can be enabled on a virtual server to allow Source IP
related client connections to be sent to the same server.

Set the maximum concurrent connection allowed to a virtual server so that
the virtual server does not deplete resources of other applications hosted on
the same load balancer.

Set the maximum new connection to a server pool member so that a virtual
server does not deplete resources.

Select an existing sorry server pool from the drop-down menu.

The sorry server pool serves the request when a load balancer cannot select
a backend server to the serve the request from the default pool.

You can click the vertical ellipses to create a server pool.
Enter a default pool member port if the pool member port for a virtual server
is not defined.

For example, if a virtual server is defined with port range 2000-2999 and the
default pool member port range is set as 8000-8999, then an incoming client
connection to the virtual server port 2500 is sent to a pool member with a
destination port set to 8500.

Toggle the button to disable the admin state of the Layer 4 virtual server.
Toggle the button to enable logging for the Layer 4 virtual server.

Enter tags to make searching easier.

You can specify a tag to set a scope of the tag.

Add Layer 7 HTTP Virtual Servers

Virtual servers receive all the client connections and distribute them among the servers. A virtual
server has an |P address, a port, and a protocol TCP.

Load balancer rules are supported for only Layer 7 virtual servers with an HTTP application profile.
Different load balancer services can use load balancer rules.

Note Layer 7 SSL passthrough is supported in NSX-T Data Center 3.0 and later.
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Each load balancer rule consists of single or multiple match conditions and single or multiple
actions. If the match conditions are not specified, then the load balancer rule always matches and
is used to define default rules. If more than one match condition is specified, then the matching
strategy determines if all conditions must match or any one condition must match for the load
balancer rule to be considered a match.

Each load balancer rule is implemented at a specific phase of the load balancing processing; HTTP
Request Rewrite, HTTP Request Forwarding, and HTTP Response Rewrite. Not all the match
conditions and actions are applicable to each phase.

If a virtual server status is disabled, any new connection attempts to the virtual server are
rejected by sending either a TCP RST for the TCP connection or ICMP error message for UDP.
New connections are rejected even if there are matching persistence entries for them. Active
connections continue to be processed. If a virtual server is deleted or disassociated from a load
balancer, then active connections to that virtual server fail.

Note SSL profile is not supported in the NSX-T Data Center limited export release.

If a client-side SSL profile binding is configured on a virtual server but not a server-side SSL profile
binding, then the virtual server operates in an SSL-terminate mode, which has an encrypted
connection to the client and plain text connection to the server. If both the client-side and server-
side SSL profile bindings are configured, then the virtual server operates in SSL-proxy mode,
which has an encrypted connection both to the client and the server.

Associating server-side SSL profile binding without associating a client-side SSL profile binding
is currently not supported. If a client-side and a server-side SSL profile binding is not associated
with a virtual server and the application is SSL-based, then the virtual server operates in an
SSL-unaware mode. In this case, the virtual server must be configured for Layer 4. For example,
the virtual server can be associated to a fast TCP profile.

Prerequisites

m  Verify that application profiles are available. See Add an Application Profile.

m  Verify that persistent profiles are available. See Add a Persistence Profile.

m  Verify that SSL profiles for the client and server are available. See Add an SSL Profile.

m  Verify that server pools are available. See Add a Server Pool.

m  Verify that CA and client certificate are available. See Create a Certificate Signing Request File.

m  Verify that a certification revocation list (CRL) is available. See Import a Certificate Revocation
List.

m  Verify that load balancer is available. See Add Load Balancers.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.
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2 Select Networking > Load Balancing > Virtual Servers > Add Virtual Server.

3 Select a L7 HTTP protocol and enter the protocol details.

Layer 7 virtual servers support the HTTP and HTTPS protocols.

Option

Name and Description
IP Address

Ports

Load Balancer

Server Pool

Application Profile

Persistence

Description

Enter a name and a description for the Layer virtual server.
Enter the virtual server IP address.

Enter the virtual server port number.

Select an existing load balancer to attach to this Layer 4 virtual server from
the drop down menu.

Select an existing server pool from the drop-down menu.

The server pool consists of one or more servers, also called pool members
that are similarly configured and running the same application.

You can click the vertical ellipses to create a server pool.

Based on the protocol type, the existing application profile is automatically
populated.

You can click the vertical ellipses to create an application profile.

Select an existing persistence profile from the drop-down menu.

Persistence profile can be enabled on a virtual server to allow Source IP and
Cookie related client connections to be sent to the same server.

4 Click Configure to set the Layer 7 virtual server SSL.

You can configure the Client SSL and Server SSL.

5 Configure the Client SSL.

Option

Client SSL

Default Certificate

Client SSL Profile

SNI Certificates

Trusted CA Certificates
Mandatory Client Authentication

Certificate Chain Depth

Certificate Revocation List
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Description

Toggle the button to enable the profile.

Client-side SSL profile binding allows multiple certificates, for different host
names to be associated to the same virtual server.

Select a default certificate from the drop-down menu.

This certificate is used if the server does not host multiple host names on
the same IP address or if the client does not support Server Name Indication
(SNI) extension.

Select the Client-side SSL Profile from the drop-down menu.
Select the available SNI certificate from the drop-down menu.
Select the available CA certificate.

Toggle the button to enable this menu item.

Set the certificate chain depth to verify the depth in the server certificates
chain.

Select the available CRL to disallow compromised server certificates.

19



NSX-T Data Center Administration Guide

6 Configure the Server SSL.

Option
Server SSL

Client Certificate

Server SSL Profile
Trusted CA Certificates

Mandatory Server Authentication

Certificate Chain Depth

Certificate Revocation List

Description
Toggle the button to enable the profile.

Select a client certificate from the drop-down menu.

This certificate is used if the server does not host multiple host names on
the same IP address or if the client does not support Server Name Indication
(SNI) extension.

Select the Server-side SSL Profile from the drop-down menu.
Select the available CA certificate.

Toggle the button to enable this menu item.

Server-side SSL profile binding specifies whether the server certificate
presented to the load balancer during the SSL handshake must be validated
or not. When validation is enabled, the server certificate must be signed by
one of the trusted CAs whose self-signed certificates are specified in the
same server-side SSL profile binding.

Set the certificate chain depth to verify the depth in the server certificates
chain.

Select the available CRL to disallow compromised server certificates.

OCSP and OCSP stapling are not supported on the server-side.

7 Configure additional Layer 7 virtual server properties.

Option

Max Concurrent Connection

Max New Connection Rate

Sorry Server Pool

Default Pool Member Port

Admin State
Access Log

Tags

8 Click Save.
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Description

Set the maximum concurrent connection allowed to a virtual server so that
the virtual server does not deplete resources of other applications hosted on
the same load balancer.

Set the maximum new connection to a server pool member so that a virtual
server does not deplete resources.

Select an existing sorry server pool from the drop-down menu.

The sorry server pool serves the request when a load balancer cannot select
a backend server to the serve the request from the default pool.

You can click the vertical ellipses to create a server pool.

Enter a default pool member port if the pool member port for a virtual server
is not defined.

For example, if a virtual server is defined with port range 2000-2999 and the
default pool member port range is set as 8000-8999, then an incoming client
connection to the virtual server port 2500 is sent to a pool member with a
destination port set to 8500.

Toggle the button to disable the admin state of the Layer 7 virtual server.
Toggle the button to enable logging for the Layer 7 virtual server.

Enter tags to make searching easier.

You can specify a tag to set a scope of the tag.

120



NSX-T Data Center Administration Guide

Add Load Balancer Rules

With Layer 7 HTTP virtual servers, you can optionally configure load balancer rules and customize
load balancing behavior using match or action rules.

Load Balancer rules support REGEX for match types. PCRE style REGEX patters is supported
with a few limitations on advanced use cases. When REGEX is used in match conditions, named
capturing groups are supported.

REGEX restrictions include:

m  Character unions and intersections are not supported. For example, do not use [a-z[0-9]] and
[a-z&&[aeiou]] instead use [a-z0-9] and [aeiou] respectively.

m  Only 9 back references are supported and \1through \9 can be used to refer to them.
m  Use \Odd format to match octal characters, not the \ddd format.

m  Embedded flags are not supported at the top level, they are only supported within groups. For
example, do not use "Case (?i:s)ensitive" instead use "Case ((?i:s)ensitive)".

m  Preprocessing operations \Il, \u, \L, \U are not supported. Where \| - lowercase next char \u -
uppercase next char \L - lower case until \E \U - upper case to \E.

m  (?(condition)X), (?{code}), (??{Code}) and (?#comment) are not supported.
m  Predefined Unicode character class \X is not supported

m  Using named character construct for Unicode characters is not supported. For example, do
not use \N{name} instead use \u2018.

When REGEX is used in match conditions, named capturing groups are supported. For example,
REGEX match pattern /news/(?<year>\d+)-(?<month>\d+)-(?<day>\d+)/(?<article>.*) can be used
to match a URI like /news/2018-06-15/news1234.html.

Then variables are set as follows, $year = "2018" $month = "06" $day = "15" $article

= "newsl1234.html". After the variables are set, these variables can be used in load

balancer rule actions. For example, URI can be rewritten using the matched variables like, /
news.py?year=$year&month=$month&day=$day&article=$article. Then the URI gets rewritten
as /news.py?year=2018&month=06&day=15&article=news1234.html.

Rewrite actions can use a combination of named capturing

groups and built-in variables. For example, URI can be written

as /news.py?year=$year&month=$month&day=%$day&article=$article&user_ip=$_remote_addr.
Then the example URI gets rewritten as /news.py?
year=2018&month=06&day=15&article=news1234.html&user_ip=1.1.1.1.

Note For named capturing groups, the name cannot start with an _ character.

In addition to named capturing groups, the following built-in variables can be used in rewrite
actions. All the built-in variable names start with _.

m  $_args - arguments from the request
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$_arg_<name> - argument <name> in the request line
$_cookie_<name> - value of <name> cookie

$_upstream_cookie_<name> - cookie with the specified name sent by the upstream server in
the "Set-Cookie" response header field

$_upstream_http_<name> - arbitrary response header field and <name> is the field name
converted to lower case with dashes replaced by underscores

$_host - in the order of precedence - host name from the request line, or host name from the
"Host" request header field, or the server name matching a request

$_http_<name> - arbitrary request header field and <name> is the field name converted to
lower case with dashes replaced by underscores

$_https - "on" if connection operates in SSL mode, or "" otherwise
$_is_args - "?" if a request line has arguments, or "" otherwise
$_query_string - same as $_args

$_remote_addr - client address

$_remote_port - client port

$_request_uri - full original request URI (with arguments)
$_scheme - request scheme, "http" or "https"

$_server_addr - address of the server which accepted a request
$_server_name - name of the server which accepted a request
$_server_port - port of the server which accepted a request
$_server_protocol - request protocol, usually "HTTP/1.0" or "HTTP/1.1"

(NSX-T Data Center 2.5.0 only) $_ssl_client_cert - returns the client certificate in the PEM
format for an established SSL connection, with each line except the first prepended with the
tab character.

(NSX-T Data Center 2.5.1 and later) $_ssl|_client_escaped_cert - returns the client certificate
in the PEM format for an established SSL connection.

$_ssl_server_name - returns the server name requested through SNI
$_uri - URI path in request
$_ssl_ciphers: returns the client SSL ciphers

$_ssl_client_i_dn: returns the "issuer DN" string of the client certificate for an established
SSL connection according to RFC 2253

$_ssl_client_s_dn: returns the "subject DN" string of the client certificate for an established
SSL connection according to RFC 2253

$_ssl_protocol: returns the protocol of an established SSL connection
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m  $_ssl_session_reused: returns "r" if an SSL session was reused, or "." otherwise

Prerequisites

Verify a Layer 7 HTTP virtual server is available. See Add Layer 7 HTTP Virtual Servers.

Procedure

1 Open the Layer 7 HTTP virtual server.

2 Inthe Load Balancer Rules section, click Set > Add Rule to configure the load balancer rules

for the HTTP Request Rewrite phase.

Supported match types are, REGEX, STARTS_WITH, ENDS_W!ITH, etc and inverse option.

Supported Match Condition

HTTP Request Method

HTTP Request URI

HTTP Request URI Arguments

HTTP Request Version

HTTP Request Header

HTTP Request Cookie

HTTP Request Body

Client SSL

TCP Header Port

IP Header Source
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Description

Match an HTTP request method.

http_request.method - value to match

Match an HTTP request URI without query arguments.

http_request.uri - value to match

Match an HTTP request URI query argument.

http_request.uri_arguments - value to match

Match an HTTP request version.

http_request.version - value to match

Match any HTTP request header.
http_request.header_name - header name to match

http_request.header_value - value to match

Match any HTTP request cookie.

http_request.cookie_value - value to match

Match an HTTP request body content.

http_request.body_ value - value to match

Match client SSL profile ID.

ssl_profile_id - value to match

Match a TCP source or the destination port.

tcp_header.source_port - source port to match

tcp_header.destination_port - destination port to match

Match an IP source or destination address.

ip_header.source_address - source address to match

ip_header.destination_address - destination address to match

123



NSX-T Data Center Administration Guide

Supported Match Condition Description

Variable Create a variable and assign a value to the variable.

Case Sensitive Set a case-sensitive flag for HTTP header value comparison.
Actions Description

HTTP Request URI Rewrite Modify an URI.

http_request.uri - URI (without query arguments) to write
http_request.uri_args - URI query arguments to write
HTTP Request Header Rewrite Modify value of an HTTP header.

http_request.header_name - header name

http_request.header_value - value to write

HTTP Request Header Delete Delete HTTP header.
http_request.header_delete - header name

http_request.header_delete - value to write

3 Click Request Forwarding > Add Rule to configure the load balancer rules for the HTTP
Request Forwarding.

All match values accept regular expressions.

Supported Match Condition Description

HTTP Request Method Match an HTTP request method.

http_request.method - value to match

HTTP Request URI Match an HTTP request URI.

http_request.uri - value to match

HTTP Request Version Match an HTTP request version.

http_request.version - value to match

HTTP Request Header Match any HTTP request header.
http_request.header_name - header name to match

http_request.header_value - value to match

HTTP Request Cookie Match any HTTP request cookie.

http_request.cookie_value - value to match

HTTP Request Body Match an HTTP request body content.

http_request.body_ value - value to match

Client SSL Match client SSL profile ID.

ssl_profile_id - value to match

TCP Header Port Match a TCP source or the destination port.
tcp_header.source_port - source port to match

tcp_header.destination_port - destination port to match

IP Header Source Match an IP source or destination address.
ip_header.source_address - source address to match

ip_header.destination_address - destination address to match
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Supported Match Condition
Variable

Case Sensitive

Description
Create a variable and assign a value to the variable.

Set a case-sensitive flag for HTTP header value comparison.

Action

HTTP Reject

HTTP Redirect

Select Pool

Variable Persistence On

Reply Status

Reply Message

Description

Reject a request, for example, by setting status to 5xx.
http_forward.reply_status - HTTP status code used to reject

http_forward.reply_message - HTTP rejection message

Redirect a request. Status code must be set to 3xx.
http_forward.redirect_status - HTTP status code for redirect
http_forward.redirect_url - HTTP redirect URL

Force the request to a specific server pool. Specified pool member's
configured algorithm (predictor) is used to select a server within the server
pool.

http_forward.select_pool - server pool UUID

Select a generic persistence profile and enter a variable name.

You can also enable Hash Variable. If the variable value is very long, hashing
the variable will ensure that it will be correctly stored in the persistence table.
If Hash Variable is not enabled, only the fixed prefix part of the variable value
is stored in the persistence table if the variable value is very long. As a result,
two different requests with long variable values might be dispatched to the
same backend server (because their variable values have the same prefix
part) when they should be dispatched to different backend servers.

Shows the status of the reply.

Server responds with a reply message that contains confirmed addresses and
configuration.

4 Click Response Rewrite > Add Rule to configure the load balancer rules for the HTTP

Response Rewrite.

All match values accept regular expressions.

Supported Match Condition

HTTP Response Header

HTTP Response Method

HTTP Response URI

HTTP Response URI Arguments

HTTP Response Version
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Description

Match any HTTP response header.
http_response.header_name - header name to match

http_response.header_value - value to match

Match an HTTP response method.

http_response.method - value to match

Match an HTTP response URI.

http_response.uri - value to match

Match an HTTP response URI arguments.

http_response.uri_args - value to match

Match an HTTP response version.

http_response.version - value to match
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Supported Match Condition

HTTP Response Cookie

Client SSL

TCP Header Port

IP Header Source

Variable

Case Sensitive

Description

Match any HTTP response cookie.

http_response.cookie_value - value to match

Match client SSL profile ID.

ssl_profile_id - value to match

Match a TCP source or the destination port.
tcp_header.source_port - source port to match

tcp_header.destination_port - destination port to match

Match an IP source or destination address.
ip_header.source_address - source address to match

ip_header.destination_address - destination address to match
Create a variable and assign a value to the variable.

Set a case-sensitive flag for HTTP header value comparison.

Action

HTTP Response Header Rewrite

HTTP Response Header Delete

Variable Persistence Learn

Description

Modify the value of an HTTP response header.
http_response.header_name - header name

http_response.header_value - value to write

Delete HTTP header.
http_request.header_delete - header name

http_request.header_delete - value to write

Select a generic persistence profile and enter a variable name.

You can also enable Hash Variable. If the variable value is very long, hashing

the variable will ensure that it will be correctly stored in the persistence table.

If Hash Variable is not enabled, only the fixed prefix part of the variable value

is stored in the persistence table if the variable value is very long. As a result,

two different requests with long variable values might be dispatched to the
same backend server (because their variable values have the same prefix
part) when they should be dispatched to different backend servers.

Groups Created for Server Pools and Virtual Servers

NSX Manager automatically creates groups for load balancer server pools and VIP ports.

Load Balancer created groups are visible under Inventory > Groups.

Server pool groups are created with the name NLB.PoolLB.Poo/_Name LB_ Name with group
member |P addresses assigned:

Pool configured with no LB-SNAT (transparent): 0.0.0.0/0

Pool configured with no LB-SNAT Automap: T1-Uplink IP 100.64.x.y and T1-Servicelnterface IP

Pool configured with no LB-SNAT IP-Pool: LB-SNAT IP-Pool

VIP Groups are created with the name NLB.VIP.virtual server name and the VIP group member IP
addresses are VIP IP@.
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For server pool groups, you can create an allow traffic distributed firewall rule from the load
balancer ( NLB.PoolILB. Poo/_Name LB_Name). For Tier-1 gateway firewall, you can create an
allow traffic from clients to LB VIP NLB.VIP.virtual server name.
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Forwarding Policies

This feature pertains to NSX Cloud.

Forwarding Policies or Policy-Based Routing (PBR) rules define how NSX-T handles traffic from an
NSX-managed VM. This traffic can be steered to NSX-T overlay or it can be routed through the
cloud provider's (underlay) network.

Note See Chapter 22 Using NSX Cloud for details on how to manage your public cloud workload
VMs with NSX-T Data Center.

Three default forwarding policies are set up automatically after you either deploy a PCG on a
Transit VPC/VNet or link a Compute VPC/VNet to the Transit.

1 One Route to Underlay for all traffic that is addressed within the Transit/Compute VPC/VNet
2 Another Route to Underlay for all traffic destined to the metadata services of the public cloud.

3 One Route to Overlay for all other traffic, for example, traffic that is headed outside the
Transit/Compute VPC/VNet. Such traffic is routed over the NSX-T overlay tunnel to the PCG
and further to its destination.

Note For traffic destined to another VPC/VNET managed by the same PCG: Traffic is
routed from the source NSX-managed VPC/VNet via the NSX-T overlay tunnel to the PCG and
then routed to the destination VPC/VNet.

For traffic destined to another VPC/VNet managed by a different PCG: Traffic is routed
from one NSX-managed VPC/VNet over the NSX overlay tunnel to the PCG of the source
VPC/VNet and forwarded to the PCG of the destination NSX-managed VPC/VNet.

If traffic is headed to the internet, the PCG routes it to the destination in the internet.

Micro-segmentation while Routing to Underlay
Micro-segmentation is enforced even for workload VMs whose traffic is routed to the underlay
network.

If you have direct connectivity from an NSX-managed workload VM to a destination outside the
managed VPC/VNet and want to bypass the PCG, set up a forwarding policy to route traffic from
this VM via underlay.
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When traffic is routed through the underlay network, the PCG is bypassed and therefore the
north-south firewall is not encountered by traffic. However, you still have to manage rules for
east-west or distributed firewall (DFW) because those rules are applied at the VM-level before
reaching the PCG.

Supported Forwarding Policies and Common Use Cases

You may see a list of forwarding policies in the drop-down menu but in this release only the
following forwarding policies are supported:

m  Route to Underlay

= Route from Underlay

= Route to Overlay

These are the common scenarios where forwarding policies are useful:

m  Route to Underlay: Access a service on underlay from an NSX-managed VM. For example,
access to the AWS S3 service on the AWS underlay network.

m  Route from Underlay: Access a service hosted on an NSX-managed VM from the underlay
network. For example, access from AWS ELB to the NSX-managed VM.
This chapter includes the following topics:

m  Add or Edit Forwarding Policies

Add or Edit Forwarding Policies

You can edit the auto-created forwarding policies or add new ones.

For example, to use services provided by the public cloud, such as S3 by AWS, you can manually
create a policy to allow a set of IP addresses to access this service by being routed through
underlay.

Prerequisites

You must have a VPC or VNet with a PCG deployed on it.

Procedure
1 Click Add Section. Name the section appropriately, for example, AWS Services.

2 Select the check box next to the section and click Add Rule. Name the rule, for example, S3

Rules.

3 Inthe Sources tab, select the VPC or VNet where you have the workload VMs to which you
want to provide the service access, for example, the AWS VPC. You can also create a Group
here to include multiple VMs matching one or more criteria.
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4 In the Destinations tab, select the VPC or VNet where the service is hosted, for example, a
Group that contains the IP address of the S3 service in AWS.

5 Inthe Services tab, select the service from the drop-down menu. If the service does not exist,
you can add it. You can also leave the selection to Any because you can provide the routing
details under Destinations.

6 Inthe Action tab, select how you want the routing to work, for example, select Route to
Underlay if setting up this policy for the AWS S3 service.

7 Click Publish to finish setting up the Forwarding Policy.
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|IP Address Management (IPAM)

To manage IP addresses, you can configure DNS (Domain Name System), DHCP (Dynamic Host
Configuration Protocol), IP address pools, and IP address blocks.

Note IP blocks are used by NSX Container Plug-in (NCP). For more info about NCP, see the NSX
Container Plug-in for Kubernetes and Cloud Foundry - Installation and Administration Guide.

This chapter includes the following topics:

m  Adda DNS Zone

m  Add a DNS Forwarder Service

m  Adda DHCP Server

m  Configure a DHCP Relay Server for a Tier-0O or Tier-1 Gateway

m  Addan IP Address Pool

s Add an IP Address Block

Add a DNS Zone

You can configure DNS zones for your DNS service. A DNS zone is a distinct portion of the domain
name space in DNS.

When you configure a DNS zone, you can specify a source |IP for a DNS forwarder to use when
forwarding DNS queries to an upstream DNS server. If you do not specify a source IP, the DNS
query packet's source IP will be the DNS forwarder's listener IP. Specifying a source IP is needed
if the listener IP is an internal address that is not reachable from the external upstream DNS
server. To ensure that the DNS response packets are routed back to the forwarder, a dedicated
source IP is needed. Alternatively, you can configure SNAT on the logical router to translate the
listener IP to a public IP. In this case, you do not need to specify a source IP.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

2 Select Networking > IP Address Management > DNS.

3 Click the DNS Zones tab.
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4 To add a default zone, select Add DNS Zone > Add Default Zone
a Enter a name and optionally a description.
b Enter the IP address of up to three DNS servers.
c (Optional) Enter an IP address in the Source IP field.
5 Toadd an FQDN zone, select Add DNS Zone > Add FQDN Zone
a Enter a name and optionally a description.
b Enter a FQDN for the domain.
c Enter the IP address of up to three DNS servers.
d (Optional) Enter an IP address in the Source IP field.
6 Click Save.

Add a DNS Forwarder Service

You can configure a DNS forwarder to forward DNS queries to external DNS servers.

Before you configure a DNS forwarder, you must configure a default DNS zone. Optionally, you
can configure one or more FQDN DNS zones. Each DNS zone is associated with up to 3 DNS
servers. When you configure a FQDN DNS zone, you specify one or more domain names. A DNS
forwarder is associated with a default DNS zone and up to 5 FQDN DNS zones. When a DNS
query is received, the DNS forwarder compares the domain name in the query with the domain
names in the FQDN DNS zones. If a match is found, the query is forwarded to the DNS servers
specified in the FQDN DNS zone. If a match is not found, the query is forwarded to the DNS
servers specified in the default DNS zone.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

Select Networking > IP Address Management > DNS.
Click Add DNS Service.
Enter a name and optionally a description.

Select a tier-0 or tier-1 gateway.

o u b~ W N

Enter the IP address of the DNS service.

Clients send DNS queries to this IP address, which is also known as the DNS forwarder's
listener IP.

7 Select a default DNS zone.
8 Select alog level.

9 Select up to five FQDN zones.
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10 Click the Admin Status toggle to enable or disable the DNS service.

11 Click Save.

Add a DHCP Server

DHCP (Dynamic Host Configuration Protocol) allows clients to automatically obtain network
configuration, such as IP address, subnet mask, default gateway, and DNS configuration, from
a DHCP server. You can create DHCP servers to handle DHCP requests.

Note The DHCP server that is created using this procedure is not supported on a VLAN-backed
segment. You must use the DHCP feature under Advanced Networking & Security to create a
DHCP server that is supported on a VLAN-backed logical switch.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

Select Networking > IP Address Management > DHCP.
Click Add Server.
Select DHCP Server as the server type.

Enter a name for the server.

o v A W N

Enter the server's IP address in CIDR format.

This step will create a two logical ports (one for a logical interface and one for the DHCP
server itself) and connect the DHCP server to a specific DHCP logical switch. This interface

will appear on the tier-0 or tier-1 gateway as a connected interface, so make sure you choose
a non-overlapping subnet for the tier-1 or tier-O gateway that you want to assign the DHCP
server to. You can specify <IP address>/30 for this purpose. The subnet range used here does
not get advertised to the connected tier-O gateway, but does appear in the tier-1 gateway's
forwarding table.

7 Enter a lease time.
8 Select an NSX Edge cluster.
9 Click Save.
10 To assign a DHCP server to a tier-0 or tier-1 gateway:
a Navigate to Networking > Tier-O Gateways or Networking > Tier-1 Gateways.
b Edit an existing gateway.
c Inthe IP Address Management field, click No IP Allocation.
d Select DHCP Local Server from the Type dropdown list.

e Select a DHCP server.
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f  Click Save.
g Click Save.
11 To assign a DHCP server to a segment:
a Navigate to Networking > Segments.
b Add or edit a segment.
The segment must be associated with a tier-0 or tier-1 gateway.

c Click Set Subnets if you are adding a new segment, or click the number under Subnets to
add or modify a subnet.

d Enter the appropriate DHCP ranges.
e Click Apply.

f  Click Save.

Configure a DHCP Relay Server for a Tier-O or Tier-1
Gateway

DHCP (Dynamic Host Configuration Protocol) allows clients to automatically obtain network
configuration, such as IP address, subnet mask, default gateway, and DNS configuration, from a
DHCP server. You can create a DHCP relay server to relay DHCP traffic to external DHCP servers.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

Select Networking > IP Address Management > DHCP.
Click Add Server.

Select DHCP Relay as the server type.

Enter a name for the relay server.

Enter one or more IP addresses for the server.

Click Save.

0o N o o » W N

Go to Networking > Tier-O Gateways or Networking > Tier-1 Gateways to configure a DHCP
relay server for a gateway.

9 Edit the appropriate gateway.

10 In the IP Address Management field, click No IP Allocation for a tier-O gateway or No IP
Allocation Set for a tier-1 gateway.

11 In the Type field, select DHCP Relay.

12 In the DHCP Relay field, select the DHCP relay server you created earlier.
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13 Click Save.

14 For each segment connected to the gateway that will use this DHCP relay service, you must
specify DHCP ranges for the relay to function.

a

b

Go to Networking > Segments.
Add or edit a segment.

Click Set Subnets if you are adding a new segment, or click the number under Subnets to
modify a subnet.

Specify one or more DHCP ranges.
This is required for the relay to function.
Click Apply.

Click Save.

Add an |IP Address Pool

You can configure IP address pools for use by components such as DHCP.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

2

3

4

5

6
a
b
c
d

Select Networking > IP Address Management > IP Address Pools.
Click Add IP Address Pool.

Enter a name and optionally a description.

Click Set in the Subnets column to add subnets.

To specify an address block, select Add Subnet > IP Block.

Select an IP block.
Specify a size.

Click the Auto Assign Gateway toggle to enable or disable automatic gateway IP
assignment.

Click Add.

7 To specify IP ranges, select Add Sunet > IP Ranges.

a Enter IPv4 or IPv6 IP ranges.
b Enter IP ranges in CIDR format.
c Enter an address for Gateway IP.
d Click Add.

8 Click Save.
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Add an |IP Address Block

You can configure IP address blocks for use by other components.

Note You can also add an IP address block by navigating to Advanced Networking & Security >
Networking > IPAM.
Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

Select Networking > IP Address Management > IP Address Pools.
Click the IP Address Blocks tab.

Click Add IP Address Block.

Enter a name and optionally a description.

Enter an IP block in CIDR format.

N oo o »~ W N

Click Save.
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Security

The topics in this section cover north-south and east-west security for distributed firewall rules,
identity firewall, network introspection, gateway firewall, and endpoint protection policies.

This chapter includes the following topics:

m  Security Configuration Overview

m  Security Terminology

m |dentity Firewall

m Layer 7 Context Profile

m  Distributed Firewall

m  East-West Network Security - Chaining Third-party Services
m  Configuring a Gateway Firewall

m  North-South Network Security - Inserting Third-party Service
= Endpoint Protection

m  Security Profiles

Security Configuration Overview

Configure east-west and north-south firewall policies under predefined categories for your
environment.

Distributed Firewall (east-west) and Gateway Firewall (north-south) offer multiple sets of
configurable rules divided by categories. You can configure an exclusion list that contains logical
switches, logical ports, or groups, to be excluded from firewall enforcement.

Security policies are enforced as follows:
m  Rules are processed in categories, left to right.
m  Rules are processed in top-to-bottom ordering.

m  Each packet is checked against the top rule in the rule table before moving down the
subsequent rules in the table.

m  The first rule in the table that matches the traffic parameters is enforced.
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No subsequent rules can be enforced as the search is then terminated for that packet. Because
of this behavior, it is always recommended to put the most granular policies at the top of the rule
table. This ensures they will be enforced before more specific rules.

Security Terminology

The following terms are used throughout distributed firewall.
Table 10-1. Security-Related Terminology

Construct Definition

Policy A security policy includes various security elements including firewall rules and service
configurations. Policy was previously called a firewall section.

Rule A set of parameters with which flows are evaluated against, and define which actions will be
taken upon a match. Rules include parameters such as source and destination, service, context
profile , logging, and tags.

Group Groups include different objects that are added both statically and dynamically, and can be
used as the source and destination field of a firewall rule. Groups can be configured to contain
a combination of virtual machines, IP sets, MAC sets, logical ports, logical switches, AD user
groups, and other nested groups. Dynamic inclusion of groups can be based on tag, machine
name, OS name, or computer name.

When you create a group, you must include a domain that it belongs to, and by default this is
the default domain.

Groups were previously called NSGroup or security group.

Service Defines a combination or port and protocol. Used to classify traffic based on port and protocol.
Pre-defined services and user-defined services can be used in firewall rules.

Context Profile Defines context aware attributes including APP-ID and domain name. Also includes sub
attributes such as application version, or cipher set. Firewall rules can include a context profile
to enable Layer-7 firewall rules.

Identity Firewall

With Identity Firewall (IDFW) features an NSX administrator can create Active Directory user-
based Distributed Firewall (DFW) rules.

IDFW can be used for Virtual Desktops (VDI) or Remote desktop sessions (RDSH support),
enabling simultaneous log ins by multiple users, user application access based on requirements,
and the ability to maintain independent user environments. VDI management systems control
what users are granted access to the VDI virtual machines. NSX-T controls access to the
destination servers from the source virtual machine (VM), which has IDFW enabled. With RDSH,
administrators create security groups with different users in Active Directory (AD), and allow

or deny those users access to an application server based on their role. For example, Human
Resources and Engineering can connect to the same RDSH server, and have access to different
applications from that server.

IDFW can also be used on VMs that have supported operating systems. See ldentity Firewall
Supported Configurations.
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A high level overview of the IDFW configuration workflow begins with preparing the
infrastructure. Preparation includes the administrator installing the host preparation components
on each protected cluster, and setting up Active Directory synchronization so that NSX can
consume AD users and groups. Next, IDFW must know which desktop an Active Directory user
logs on to in to apply IDFW rules. When network events are generated by a user, the thin agent
installed with VMware Tools on the VM gathers and forwards the information, and sends it to the
context engine. This information is used to provide enforcement for the distributed firewall.

IDFW processes the user identity at the source only in distributed firewall rules. Identity-based
groups cannot be used as the destination in DFW rules.

Note IDFW relies on the security and integrity of the guest operating system. There are multiple
methods for a malicious local administrator to spoof their identity to bypass firewall rules. User
identity information is provided by the NSX Guest Introspection Thin Agent inside guest VMs.
Security administrators must ensure that thin agent is installed and running in each guest VM.
Logged-in users should not have the privilege to remove or stop the agent.

For supported IDFW configurations see Identity Firewall Supported Configurations.
IDFW workflow:

1 Awuserlogsintoa VM and starts a network connection, by opening Skype or Outlook.

2 A userlogin event is detected by the Thin Agent, which gathers connection information and
identity information and sends it to the context engine.

3 The context engine forwards the connection and the identity information to Distributed
Firewall Wall for any applicable rule enforcement.

Identity Firewall Workflow

IDFW enhances traditional firewall by allowing firewall rules based on user identity. For example,
administrators can allow or disallow customer support staff to access an HR database with a single
firewall policy.

Identity based firewall rules are determined by membership in an Active Directory (AD) group
membership. See Identity Firewall Supported Configurations.

IDFW processes the user identity at the source only in distributed firewall rules. Identity-based
groups cannot be used as the destination in DFW rules.

Note For Identity Firewall rule enforcement, Windows Time service should be on for all VMs
using Active Directory. This ensures that the date and time is synchronized between Active
Directory and VMs. AD group membership changes, including enabling and deleting users, do
not immediately take effect for logged in users. For changes to take effect, users must log out and
then log back in. AD administrator's should force a logout when group membership is modified.
This behavior is a limitation of Active Directory.
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Prerequisites

If Windows auto-logon is enabled on VMs, go to Local Computer Policy > Computer
configuration > Administrative Templates > System > Logon and enable Always wait for the
network at computer startup and logon.

For supprted IDFW configurations see ldentity Firewall Supported Configurations.

Procedure

1 Enable NSX File Introspection driver and NSX Network Introspection driver. VMware Tools full
installation adds these by default.

Enable IDFW on cluster or standalone host: Enable Identity Firewall.
Configure Active Directory domain: Add an Active Directory.
Configure Active Directory sync operations: Synchronize Active Directory.

Create security groups (SG) with Active Directory group members: Add a Group.

o u A W N

Assign SG with AD group members to a distributed firewall rule: Add a Distributed Firewall .

Enable Identity Firewall

Identity Firewall must be enabled for IDFW firewall rules to take effect.

Procedure
1 Select Security > Distributed Firewall.
2 Inthe left corner, click Actions > General Setting.
3 Toggle the status button to enable IDFW.
Distributed firewall must also be enabled for IDFW to work.
4 To enable IDFW on standalone hosts or clusters, select the Identity Firewall Settings tab.

5 Toggle the Enable bar, and select the standalone hosts, or select the cluster where the IDFW
host must be enabled.

6 Click Save.

Identity Firewall Best Practices

The following best practices will help maximize the success of identity firewall rules.
m  IDFW supports the following protocols:
m  Single user (VDI, or Non-RDSH Server) use case support - TCP, UDP, ICMP

m  Multi-User (RDSH) use case support - TCP, UDP

= Asingle ID-based group can be used as the source only within a distributed firewall rule. If IP
and ID-based groups are needed at the source, create two separate firewall rules.
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= Any change on a domain, including a domain name change, will trigger a full sync with Active
Directory. Because a full sync can take a long time, we recommend syncing during off-peak or
non-business hours.

m  For local domain controllers, the default LDAP port 389 and LDAPS port 636 are used for the
Active Directory sync, and should not be edited from the default values.

Identity Firewall Supported Configurations

The following configurations are supported for IDFW on virtual machines (VMs). IDFW for physical
devices is not supported.

Guest Operating Systems Enforcement Type

Windows 8 Desktop - supports desktop users use case
Windows 10 Desktop - supports desktop users use case
Windows 2012 Server - supports server users use case
Windows 2012R2 Server - supports server users use case
Windows 2016 Server - supports server users use case
Windows 2012R2 RDSH - supports Remote Desktop Session Host
Windows 2016 RDSH - supports Remote Desktop Session Host

Active Directory Domain Controllers:
= Windows Server 2012

= Windows Server 2012R2

= Windows Server 2016

= Windows Server 2019

Host operating system: ESXi
VMware Tools - Version 11

m  VMCI Driver

m  NSX File Introspection Driver

m NSX Network Introspection Driver

Layer 7 Context Profile

Layer 7 Ap Ids are configured as part of a context profile.

A context profile can specify one or more Attributes, and can also include sub-attributes, for
use in distributed firewall (DFW) rules and gateway firewall rules. When a sub-attribute, such as
TLS version 1.2 is defined, multiple application identity attributes are not supported. In addition
to attributes, DFW also supports a Fully Qualified Domain Name (FQDN) or URL that can be
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specified in a context profile for FQDN whitelisting or blacklisting. Currently a predefined list of
domains is supported. FQDN can be configured with an attribute in a context profile, or each can
be set in different context profiles. After a context profile has been defined, it can be applied to
one or more distributed firewall rules.

Currently, a predefined list of domains is supported. You can see the list of FQDNs when

you add a new context profile of attribute type Domain (FQRDN) Name. You can also see

a list of FQDNs by running the API call /policy/api/vl/infra/context-profiles/attributes?
attribute key=DOMAIN NAME.

Note

m  Gateway firewall rules do not support the use of FQDN attributes or other sub attributes in
context profiles.

m  Context profiles are not supported on tier-O gateway firewall policy. Gateway firewall rules do
not support the use of FQDN attributes, or other sub attributes.

When a context-profile has been used in a rule, any traffic coming in from a virtual machine is
matched against the rule-table based on 5-tuple. If the rule matches the flow also includes a Layer
7 context profile, that packet is redirected to a user-space component called the vDPI engine. A
few subsequent packets are punted to that vDPI engine for each flow, and after it has determined
the App Id, this information is stored in the in-kernel context-table. When the next packet for

the flow comes in, the information in the context table is compared with the rule table again and
is matched on 5-tuple, and on the layer 7 App Id. The appropriate action as defined in the fully
matched rule is taken, and if there is an ALLOW-rule, all subsequent packets for the flow are
process in the kernel, and matched against the connection table. For fully matched DROP rule

a reject packet is generated. Logs generated by the firewall will include the Layer 7 App Id and
applicable URL, if that flow was punted to DPI.

Rule processing for an incoming packet:

1 Upon entering a DFW or Gateway filter, packets are looked up in the flow table based on
5-tuple.

2 If no flow/state is found, the flow is matched against the rule-table based on 5-tuple and an
entry is created in the flow table.

3 If the flow matches a rule with a Layer 7 service object, the flow table state is marked as “DPI
In Progress.”

4 The traffic is then punted to the DPI engine. The DPI Engine determines the App Id.

5 After the App Id has been determined, the DPI Engine sends down the attribute which is
inserted into the context table for this flow. The "DPI In Progress" flag is removed, and traffic is
no longer punted to the DPI engine.

6 The flow (now with App Id) is reevaluated against all rules that match the App Id, starting with
the original rule that was matched based on 5-tuple, and the first fully matched L4/L7 rule
is picked up. The appropriate action is taken (allow/deny/reject) and the flow table entry is
updated accordingly.
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Layer 7 Firewall Rule Workflow

Layer 7 App Ids are used in creating context profiles, which are used in distributed firewall rules
or gateway firewall rules. Rule enforcement based on attributes enables users to allow or deny
applications to run on any port.

NSX-T provides built in Attributes for common infrastructure and enterprise applications. App Ids
include versions (SSL/TLS and CIFS/SMB) and Cipher Suite (SSL/TLS). For distributed firewall,
App lds are used in rules through context profiles, and can be combined with FQDN whitelisting
and blacklisting. App Ids are supported on ESXi and KVM hosts.

Note
m  Gateway firewall rules do not support the use of FQDN attributes or other sub attributes in
context profiles.

m  Context profiles are not supported on tier-O gateway firewall policy. Gateway firewall rules do
not support the use of FQDN attributes, or other sub attributes.
Supported App lds and FQDNs:

m  For FQDN, users need to configure a high priority rule with a DNS App Id for the specified
DNS servers on port 53.

m  ALG App Ids (FTP, ORACLE, DCERPC, TFTP), require the corresponding ALG service for the
firewall rule.

m  SYSLOG App Id is detected only on standard ports.
KVM Supported App Ids and FQDNSs:

m  Sub attributes are not supported on KVM.

m FTP and TFTP ALG App Ids are supported on KVM.

Note that if you are using a combination of Layer 7 and ICMP, or any other protocols you need to
put the Layer 7 firewall rules last. Any rules above a Layer 7 any/any rule will not be executed.

Procedure
1 Create a custom context profile: Add a Context Profile.

2 Use the context profile in a distributed firewall rule, or a gateway firewall rule: Add a
Distributed Firewall or Add a Gateway Firewall Policy and Rule.

Multiple App Id context profiles can be used in a firewall rule with services set to Any. For ALG
profiles (FTP, ORACLE, DCERPC, TFTP), one context profile is supported per rule.

Attributes

Layer 7 attributes (App Ids) identify which application a particular packet or flow is generated by,
independent of the port that is being used.
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Enforcement based on App Ids enable users to allow or deny applications to run on any port,

or to force applications to run on their standard port. vDPI enables matching packet payload
against defined patterns, commonly referred to as signatures. Signature-based identification and
enforcement, enables customers not just to match the particular application/protocol a flow
belongs to, but also the version of that protocol, for example TLS version 1.0 version TLS version
1.2 or different versions of CIFS traffic. This allows customers to get visibility into or restrict the
use of protocols that have known vulnerabilities for all deployed applications and their E-W flows
within the datacenter.

Layer 7 App Ids are used in context profiles in distributed firewall and gateway firewall rules, and
are supported on ESXi and KVM hosts.

Note NFS version 4 is not a supported attribute.

Note

m  Gateway firewall rules do not support the use of FQDN attributes or other sub attributes in
context profiles.

m  Context profiles are not supported on tier-O gateway firewall policy. Gateway firewall rules do
not support the use of FQDN attributes, or other sub attributes.

Supported App Ids and FQDNSs:

m  For FQDN, users need to configure a high priority rule with a DNS App Id for the specified
DNS servers on port 53.

m  ALG App Ids (FTP, ORACLE, DCERPC, TFTP), require the corresponding ALG service for the
firewall rule.

m  SYSLOG App Id is detected only on standard ports.
KVM Supported App lds and FQDNs:
m  Sub attributes are not supported on KVM.

m FTP and TFTP ALG App lds are supported on KVM.

Attribute (App Id) Description Type

360ANTIV 360 Safeguard is a program developed by Qihoo 360, an IT Web Services
company based in China

ACTIVDIR Microsoft Active Directory Networking

AMQP Advanced Messaging Queuing Protocol is application layer Networking
protocol which supports business message communication
between applications or organizations

AVAST Traffic generated by browsing Avast.com official website of Web Services
Avast! Antivirus downloads

AVG AVG Antivirus/Security software download and updates File Transfer

AVIRA Avira Antivirus/Security software download and updates File Transfer
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Attribute (App Id)

BLAST

BDEFNDER

CA_CERT

CIFS

CLDAP

CTRXCGP

CTRXGOTO

CTRXICA

DCERPC

DIAMETER

DHCP

DNS

EPIC

ESET

FPROT

FTP

GITHUB

HTTP

HTTP2

VMware, Inc.

Description

A remote access protocol that compresses, encrypts, and
encodes a computing experiences at a data center and transmits
it across any standard IP network for VMware Horizon desktops.

BitDefender Antivirus/Security software download and updates.

Certification authority (CA) issues digital certificates which
certifies the ownership of a public key for message encryption

CIFS (Common Internet File System) is used to provide
shared access to directories, files, printers, serial ports, and
miscellaneous communications between nodes on a network

Connectionless Lightweight Directory Access Protocol is an
application protocol for accessing and maintaining distributed
directory information services over an Internet Protocol (IP)
network using UDP.

Citrix Common Gateway Protocol is an application protocol
for accessing and maintaining distributed directory information
services over an Internet Protocol (IP) network using UDP.

Hosting Citrix GoToMeeting, or similar sessions based on the
GoToMeeting platform. Includes voice, video, and limited crowd
management functions

ICA (Independent Computing Architecture) is a proprietary
protocol for an application server system, designed by Citrix
Systems

Distributed Computing Environment / Remote Procedure Calls, is
the remote procedure call system developed for the Distributed
Computing Environment (DCE)

An authentication, authorization, and accounting protocol for
computer networks

Dynamic Host Configuration Protocol is a protocol used
management for the distribution of IP addresses within a network

Querying a DNS server over TCP or UDP

Epic EMR is an electronic medical records application that
provides patient care and healthcare information.

Eset Antivirus/Security software download and updates
F-Prot Antivirus/Security software download and updates

FTP (File Transfer Protocol) is used to transfer files from a file
server to a local machine

Web-based Git or version control repository and Internet hosting
service

(HyperText Transfer Protocol) the principal transport protocol for
the World Wide Web

Traffic generated by browsing websites that support the HTTP
2.0 protocol

Type

Remote Access

File Transfer

Networking

File Transfer

Networking

Database

Collaboration

Remote Access

Networking

Networking

Networking

Networking

Client Server

File Transfer

File Transfer

File Transfer

Collaboration

Web Services

Web Services
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Attribute (App Id)

IMAP

KASPRSKY

KERBEROS

LDAP

MAXDB

MCAFEE

MSSQL

NFS

NNTP

NTBIOSNS

NTP

OCSsP

ORACLE

PANDA

PCOIP

pPOP2

POP3

RADIUS

RDP

VMware, Inc.

Description

IMAP (Internet Message Access Protocol) is an Internet standard
protocol for accessing email on a remote server

Kaspersky Antivirus/Security software download and updates

Kerberos is a network authentication protocol designed to
provide strong authentication for client/server applications by
using secret-key cryptography

LDAP (Lightweight Directory Access Protocol) is a protocol for
reading and editing directories over an IP network

SQL connections and queries made to a MaxDB SQL server
McAfee Antivirus/Security software download and updates
Microsoft SQL Server is a relational database.

Allows a user on a client computer to access files over a network
in @ manner similar to how local storage is accessed.

Note NFS version 4 is not a supported attribute.

An Internet application protocol used for transporting Usenet
news articles (netnews) between news servers, and for reading
and posting articles by end user client applications.

NetBIOS Name Service. In order to start sessions or distribute
datagrams, an application must register its NetBIOS name using
the name service

NTP (Network Time Protocol) is used for synchronizing the clocks
of computer systems over the network

An OCSP Responder verifying that a user's private key has not
been compromised or revoked

An object-relational database management system (ORDBMS)
produced and marketed by Oracle Corporation.

Panda Security Antivirus/Security software download and
updates.

A remote access protocol that compresses, encrypts, and
encodes a computing experiences at a data center and transmits
it across any standard IP network.

POP (Post Office Protocol) is a protocol used by local e-mail
clients to retrieve e-mail from a remote server.

Microsoft's implementation of NetBIOS Name Service (NBNS), a
name server and service for NetBIOS computer names.

Provides centralized Authentication, Authorization, and
Accounting (AAA) management for computers to connect and
use a network service

RDP (Remote Desktop Protocol) provides users with a graphical
interface to another computer

Type

Mail

File Transfer

Networking

Database

Database

File Transfer

Database

File Transfer

File Transfer

Networking

Networking

Networking

Database

File Transfer

Remote Access

Mail

Mail

Networking

Remote Access
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Attribute (App Id)

RTCP

RTP

RTSP

SIP

SMTP

SNMP

SSH

SSL

SYMUPDAT

SYSLOG

TELNET

TFTP

VNC

WINS

Description

RTCP (Real-Time Transport Control Protocol) is a sister protocol
of the Real-time Transport Protocol (RTP). RTCP provides out-of-
band control information for an RTP flow.

RTP (Real-Time Transport Protocol) is primarily used to deliver
real-time audio and video

RTSP (Real Time Streaming Protocol) is used for establishing and
controlling media sessions between end points

SIP (Session Initiation Protocol) is a common control protocol for
setting up and controlling voice and video calls

SMTP (Simple Mail Transfer Protocol) An Internet standard for
electronic mail (e-mail) transmission across Internet Protocol (IP)
networks.

SNMP (Simple Network Management Protocol) is an Internet-
standard protocol for managing devices on IP networks.

SSH (Secure Shell) is a network protocol that allows data to
be exchanged using a secure channel between two networked
devices.

SSL (Secure Sockets Layer) is a cryptographic protocol that
provides security over the Internet.

Symantec LiveUpdate traffic, this includes spyware definitions,
firewall rules, antivirus signature files, and software updates.

SYSLOG is a protocol that allows network devices to send event
messages to a logging server.

A network protocol used on the Internet or local area networks to
provide a bidirectional interactive text-oriented communications
facility using a virtual terminal connection.

TFTP (Trivial File Transfer Protocol) being used to list, download,
and upload files to a TFTP server like SolarWinds TFTP Server,
using a client like WinAgents TFTP client.

Traffic for Virtual Network Computing.

Microsoft's implementation of NetBIOS Name Service (NBNS), a
name server and service for NetBIOS computer names.

Distributed Firewall

Type

Streaming Media

Streaming Media

Streaming Media

Streaming Media

Mail

Network Monitoring

Remote Access

Web Services

File Transfer

Network Monitoring

Remote Access

File Transfer

Remote Access

Networking

Distributed firewall comes with predefined categories for firewall rules. Rules are evaluated top

down, and left to right.
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Table 10-2. Distributed Firewall Rule Categories

Category Description

Ethernet Used for Layer 2 based rules

Emergency Used for quarantine and allow rules

Infrastructure Define access to shared services. Global rules - AD, DNS,

NTP, DHCP, Backup, Managment Servers

Environment Rules between zones - production vs development, inter
business unit rules

Application Rules between applications, application tiers, or the rules
between micro services

Firewall Drafts

A draft is a complete distributed firewall configuration with policy sections and rules. Drafts can be
auto saved or manually saved, and immediately published or saved for publishing at a later date.

To save a manual draft firewall configuration, go to the upper right of the distributed firewall
screen and click Actions > Save. After saving, the configuration can be viewed by selecting
Actions > View. Auto drafts are enabled by default. Auto drafts can be disabled by going to
Actions > General Settings. When auto drafts are enabled, any changes to a firewall configuration
results in a system generated autodraft. A maximum of 100 auto drafts and 10 manual drafts can
be saved. Auto drafts can be edited and saved as a manual draft, for publishing now or later. To
prevent multiple users from opening and editing the draft, manual drafts can be locked. When a
draft is published, the current configuration is replaced by the configuration in the draft.

Save or View a Firewall Draft

A draft is a distributed firewall configuration that has been published, or saved for publishing at a
later date. Drafts are created automatically, and manually.

Manual drafts can be edited and saved. Auto drafts can be cloned, and saved as manual drafts,
and then edited. The maximum number of drafts that can be saved is 100 autodrafts and 10
manual drafts.

Procedure
1 Click Security > Distributed Firewall.
2 To save a firewall configuration manually, go to Actions > Save.

A manual draft can be saved, or edited and then saved. After saving, you can revert to the
original configuration.

3 Name the configuration.

4 To prevent multiple users from opening and editing a manual draft, Lock the configuration,
and add a comment.

5 Click Save.
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6 To view the saved configuration, click Actions > View.

A timeline opens up showing all saved configurations. To see details such as draft name, date,
time and who saved it, point to the dot or star icon of any draft. Saved configurations can be
filtered by time, showing all drafts in the last one day, one week, 30 days, or the last three
months. They can be filtered by aurodraft and saved by me. They can also be filtered by name,
by using the search tool on the top right.

7 Hover over a draft to view name, date and time details of the saved configuration. Click the
name to view draft details.

The detailed draft view shows the required changes to be made to the current firewall
configuration, in order to be in sync with this draft. If this draft is published, all of the changes
visible in this view will be applied to the current configuration.

Clicking the downward arrow expands each section, and displays the added, modified, and
deleted changes in each section. The comparison shows added rules with a green bar on the
left side of the box, modified elements (such as a name change) have a yellow bar, and deleted
elements have a red bar.

8 To edit the name or description of a selected draft, click the menu icon (three dots) from the
View Draft Details window, and select Edit.

Manual drafts can be locked. If locked, a comment for the draft must be provided.

Some roles, such as enterprise administrator have full access credentials, and cannot be
locked out. See Role-Based Access Control.

9 Auto drafts and manual drafts can also be cloned and saved by clicking Clone.

In the Saved Configurations window, you can accept the default name, or edit it. You can also
lock the configuration. If locked, a comment for the draft must be provided.

10 To save the cloned version of the draft configuration, click Save. The draft is now present in
the Saved Configurations section.

What to do next

After viewing a draft, you can load and publish it. It is then the active firewall configuration.

Publish or Revert a Firewall Draft

Both auto drafts and saved manual drafts can be loaded and published to become the active
configuration.

During publishing, a new auto draft is created. This auto draft can be published to revert to the
previous configuration.
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Procedure

1

To view the saved configuration, click Actions > View.

A timeline opens up showing all saved configurations. To see details such as draft name, date,
time and who saved it, point to the dot icon of any draft. Saved configurations are filtered by
time, showing all drafts created in 1 day, 1 week, 30 days, or the last 3 months.

Click a draft name and the View Draft Details window appears.
Click Load. The new firewall configuration appears on the main window.

Note A draft cannot be loaded if firewall filters are being used, or if there are unsaved
changes in the current configuration.

To commit the draft configuration and make it active, click Publish. To return to the previous
published configuration, click Revert.

After publishing, the changes in the draft will be present in the active configuration.

To edit the contents of the selected draft before publishing, after clicking Load, edit the
configuration.

To save the edited version of the draft configuration, click Actions > Save.

Manual drafts can be saved as a new configuration, or an update to the existing configuration.
Auto drafts can only be saved as a new configuration.

Enter a Name , and optional Description. You can also Lock the draft. If locked, a comment for
the draft must be provided.

Click Save.

To commit the draft configuration and make it active, click Publish, or to return to the previous
published configuration, click Revert.

Add a Distributed Firewall

Distributed firewall (DFW) monitors all the East-West traffic on your virtual machines.

Prerequisites

Guest VMs to be DFW-protected must have their vNIC connected to an N-VDS logical switch
associated with a transport zone.
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If you are creating rules for Identity Firewall, first create a group with Active Directory members.
IDFW only supports TCP-based firewall rules.

Note For Identity Firewall rule enforcement, Windows Time service should be on for all VMs
using Active Directory. This ensures that the date and time is synchronized between Active
Directory and VMs. AD group membership changes, including enabling and deleting users, do
not immediately take effect for logged in users. For changes to take effect, users must log out and
then log back in. AD administrator's should force a logout when group membership is modified.
This behavior is a limitation of Active Directory.

Note that if you are using a combination of Layer 7 and ICMP, or any other protocols you need to
put the Layer 7 firewall rules last. Any rules above a Layer 7 any/any rule will not be executed.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

2 Select Security > Distributed Firewall from the navigation panel.

3 Enable Distributed Firewall by selecting Actions > General Settings, and toggling the
Distributed Firewall Status. Click Save.

4 Ensure that you are in the correct pre-defined category, and click Add Policy. For more about
categories, see Distributed Firewall .

5 Enter a Name for the new policy section.
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6 (Optional) To configure the following policy settings, click the gear icon:

Option Description

TCP Strict A TCP connection begins with a three-way handshake
(SYN, SYN-ACK, ACK) and typically ends with a two-
way exchange (FIN, ACK). In certain circumstances, the
distributed firewall (DFW) might not see the three-way
handshake for a particular flow ( due to asymmetric
traffic or the distributed firewall being enabled while
a flow exists). By default, the distributed firewall does
not enforce the need to see a three-way handshake,
and picks up sessions that are already established. TCP
strict can be enabled on a per section basis to turn off
mid-session pick-up and enforce the requirement for a
three-way handshake.

When enabling TCP strict mode for a particular DFW
policy, and using a default ANY-ANY Block rule,
packets that do not complete the three-way handshake
connection requirements and that match a TCP-based
rule in this section are dropped. Strict is only applied

to stateful TCP rules, and is enabled at the distributed
firewall policy level. TCP strict is not enforced for
packets that match a default ANY-ANY Allow which has
no TCP service specified.

Stateful A stateful firewall monitors the state of active
connections and uses this information to determine
which packets to allow through the firewall.

Locked The policy can be locked to prevent multiple users from
editing the same sections. When locking a section, you
must include a comment.

Some roles such as enterprise administrator have full
access credentials, and cannot be locked out. See Role-
Based Access Control.
7 Click Publish. Multiple Policies can be added and then published together at one time.
The new policy is shown on the screen.
8 Select a policy section and click Add Rule.

9 Enter a name for the rule.

10 In the Sources column, click the edit icon and select the source of the rule. Groups with Active
Directory members can be used for the source field of an IDFW rule. See Add a Group for
more information.

IPv4, IPv6, and multicast addresses are supported..

Note: IPv6 firewall must have IP Discovery for IPv6 enabled on a connected segment. For
more information, see Understanding IP Discovery Segment Profile.
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1

12

13

14

15

16

17

In the Destinations column, click the edit icon and select the destination of the rule. If not
defined, the destination matches Any. See Add a Group for more information. IPv4, IPv6, and
multicast addresses are supported.

In the Services column, click the edit icon and select services. The service matches Any if not
defined.

The Profiles column is not available when adding a rule to the Ethernet category. For all other
rule categories, in the Profiles column, click the edit icon and select a context profile, or click
Add New Context Profile. See Add a Context Profile.

Context profiles use layer 7 APP ID attributes for use in distributed firewall rules and gateway
firewall rules. Multiple App ID context profiles can be used in a firewall rule with services set to
Any. For ALG profiles (FTP, and TFTP), one context profile is supported per rule.

Click Apply to apply the context profile to the rule.

By default, the Applied to column is set to DFW, and the rule is applied to all workloads.
You can also apply the rule or policy to selected groups. Applied to defines the scope of
enforcement per rule, and is used mainly for optimization or resources on ESXi and KVM
hosts. It helps in defining a targeted policy for specific zones and tenants, without interfering
with other policy defined for other tenants and zones.

Groups consisting of only IP addresses, MAC Addresses, or Active Directory groups cannot be
used in the Applied to text box.

In the Action column, select an action.

Option Description

Allow Allows all L3 or L2 traffic with the specified source, destination, and protocol
to pass through the current firewall context. Packets that match the rule, and
are accepted, traverse the system as if the firewall is not present.

Drop Drops packets with the specified source, destination, and protocol. Dropping
a packet is a silent action with no notification to the source or destination
systems. Dropping the packet causes the connection to be retried until the
retry threshold is reached.

Reject Rejects packets with the specified source, destination, and protocol.
Rejecting a packet is a more graceful way to deny a packet, as it sends a
destination unreachable message to the sender. If the protocol is TCP, a
TCP RST message is sent. ICMP messages with administratively prohibited
code are sent for UDP, ICMP, and other IP connections. One benefit of using
Reject is that the sending application is notified after only one attempt that
the connection cannot be established.

Click the status toggle button to enable or disable the rule.
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18 (Optional) Click the gear icon to configure the following rule options:

Option Description

Logging Logging is turned off by default. Logs are stored at /var/log/dfwpktlogs.log
file on ESXi and KVM hosts.

Direction Refers to the direction of traffic from the point of view of the destination
object. IN means that only traffic to the object is checked, OUT means that
only traffic from the object is checked, and In/Out, means that traffic in both
directions is checked.

IP Protocol Enforce the rule based on IPv4, IPv6, or both IPv4-IPv6.

Log Label Log Label is carried in the Firewall Log when logging is enabled.

19 Click Publish. Multiple rules can be added and then published together at one time.
20 On eachrule, click the Info icon to view the rule ID number, and where it is enforced.

This icon is grayed out until you publish the rule. You can also specify a rule ID when you click
the filter icon to display only policies and rules that satisfy the filter criteria.

21 The realization status API has been enhanced at a security policy level to provide additional
realization status information. This can be achieved by specifying the query parameter
include_ enforced_status=true along with the /intent_ path. Make the following API call.

GET https//<nsx>/policy/api/vl/infra/realized-state/status?intent path=/
infra/domains/default/security-policies/<security-policy-
id>&include enforced status=true

Distributed Firewall Packet Logs

If logging is enabled for firewall rules, you can look at the firewall packet logs to troubleshoot
issues.

The log file is /var/log/dfwpktlogs.log for both ESXiand KVM hosts.

The following is a regular log sample for distributed firewall rules:

2018-07-03T19:44:09.749Z b6507827 INET match PASS mainrs/1024 IN 52 TCP 192.168.4.3/49627-
>192.168.4.4/49153 SEW

2018-07-03T19:46:02.338Z 7396c504 INET match DROP mainrs/1024 OUT 52 TCP 192.168.4.3/49676-
>192.168.4.4/135 SEW

2018-07-06T18:15:49.647Z 028cd586 INET match DROP mainrs/1027 IN 36 PROTO 2 0.0.0.0->224.0.0.1

2018-07-06T18:19:54.764Z 028cd586 INET6 match DROP mainrs/1027 OUT 143 UDP
fe80:0:0:0:68c2:8472:2364:90e/546->££02:0:0:0:0:0:1:2/547

The elements of a DFW log file format include the following, separated by a space:
m  timestamp:

m last eight digits of the VIF ID of the interface
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INET type (v4 or v6)

reason (match)

action (PASS, DROP, REJECT)

rule set name/ rule ID

packet direction (IN/JOUT)

packet size

protocol (TCP, UDP, or PROTO #)

SVM direction for netx rule hit

source IP address/source port>destination IP address/destination port

TCP flags (SEW)

For passed TCP packets there is a termination log when the session has ended:

2018-07-03T19:44:30.5852 7396c504 INET TERM mainrs/1024 OUT TCP RST 192.168.4.3/49627-
>192.168.4.4/49153 20/16 1718/76308

The elements of a TCP termination log include the following, separated by a space:

timestamp:

last 8 digits of the VIF ID of the interface

INET type (v4 or v6)

action (TERM)

ruleset name/ rule ID

packet direction (IN/OUT)

protocol (TCP, UDP, or PROTO #)

TCP RST flag

SVM direction for netx rule hit

source |P address/source port>destination IP address/destination port
IN packet count/OUT packet count (all accumulated)

IN packet size/OUT packet size

The following is a sample of FQDN log file for distributed firewall rules:

2019-01-15T00:34:45.9032 7c607b29 INET match PASS 1031 OUT 48 TCP 10.172.178.226/32808-
>23.72.199.234/80 S www.sway.com(034fe78d-5857-0680-81led4-d8dab6b28d1lb4)

The elements of an FQDN log include the following, separated by a space:

timestamp:

last eight digits of the VIF ID of the interface
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m  INET type (v4 or vb6)

m  reason (match)

m action (PASS, DROP, REJECT)

m ruleset name/ rule ID

m packet direction (IN/JOUT)

m  packet size

m  protocol (TCP, UDP, or PROTO #)

m source IP address/source port>destination IP address/destination port

= domain name/UUID where UUID is the binary internal representation of the domain name

The following is a sample of Layer 7 log file for distributed firewall rules:

2019-01-15T00:35:07.221%Z 82f365ae INET match REJECT 1034 OUT 48 TCP 10.172.179.6/49818-
>23.214.173.202/80 S APP_HTTP

2019-01-15T00:34:46.486Z 7c607b29 INET match PASS 1030 OUT 48 UDP 10.172.178.226/42035-
>10.172.40.1/53 APP_DNS

The elements of a Layer 7 log include the following, separated by a space:
m  timestamp:

m last eight digits of the VIF ID of the interface

= INET type (v4 or vb)

m reason (match)

m  action (PASS, DROP, REJECT)

m  ruleset name/ rule ID

= packet direction (IN/OUT)

m packet size

m  protocol (TCP, UDP, or PROTO #)

m  source |IP address/source port>destination IP address/destination port

m  APP_XXX is the discovered application

Select a Default Connectivity Strategy

You can select a default connectivity strategy to enforce your security model.

The default connectivity strategy creates either an allow-all (blacklist) or deny-all (whitelist) firewall
policy on top of the other firewall rules you create, instead of having to modifying individual rules.
To set a default connectivity strategy, go to Distributed Firewall. At the top of the page, click the
connectivity status to select another option.
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Firewall policy and rules must have already been created to change the default selected
connectivity strategy, and have it to go into effect immediately. If no policy or rules are created,
the default connectivity strategy remains until a ploicy and rules are created.

The following options are available:

= Blacklist (with or without logging): This is the default option and creates an allow-all rule on
the DFW.

m  Whitelist (with or without logging): Creates a deny-all traffic firewall rule. Only
communication from sites or applications that have been defined in firewall rules is allowed,
and all other communication is denied access, including DHCP traffic.

= None: Select this option to disable both blacklisting or whitelisting of firewall rules. This is
useful if you have a set of rules already configured using previous versions of NSX-T Data
Center.

Manage a Firewall Exclusion List

Firewall exclusion lists are made of groups that can be excluded from a firewall rule based on
group membership.

Groups can be excluded from firewall rules, and there are a maximum of 100 groups that can be
on the list. IP sets, MAC sets, and AD groups cannot be included as members in a group that is
used in a firewall exclusion list.

Note NSX-T Data Center automatically adds NSX Manager and NSX Edge node virtual machines
to the firewall exclusion list.

Procedure

1 Navigate to Security > Distributed Firewall > Actions > Exclusion List.

A window appears listing available groups.

To add a group to the exclusion list, click the check box next to any group. Then click Apply.
To create a group, click Add Group. See Add a Group.

To edit a group, click the three dot menu next to a group and select Edit.

To delete a group, click the three dot menu and select Delete.

o v A W N

To display group details, click Expand All.

Filtering Specific Domains (FQDN/URLSs)

Set up a distributed firewall rule to filter specific domains identified with FQDN/URLs, for example,
* office365.com.
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Currently, a predefined list of domains is supported. You can see the list of FQDNs when

you add a new context profile of attribute type Domain (FQRDN) Name. You can also see

a list of FQDNs by running the API call /policy/api/vl/infra/context-profiles/attributes?
attribute key=DOMAIN NAME.

You must set up a DNS rule first, and then the FQDN allowlist or denylist rule below it. NSX-T
Data Center uses time to live (TTL) in the DNS response (coming from DNS server to the virtual
machine), for keeping the DNS to IP mapping cache entry for the virtuall machine (VM). To
override the DNS TTL using a DNS security profile, see Configure DNS Security. For FQDN
filtering to be effective, virtual machines need to use a DNS server for domain resolution (no
static DNS entries), and also need to honor the TTL received in the DNS response. NSX-T

Data Center uses DNS Snooping to obtain a mapping between the IP address and the FQDN.
SpoofGuard should be enabled across the switch on all logical ports to protect against the risk
of DNS spoofing attacks. A DNS spoofing attack is when a malicious VM can inject spoofed DNS
responses to redirect traffic to malicious endpoints or bypass the firewall. For more information
about SpoofGuard, see Understanding SpoofGuard Segment Profile.

This feature works at layer 7 and does not cover ICMP. If a user creates a denylist rule for all
services on example.com the feature is working as intended if ping example.com responds, but curl
example.com does not.

Selecting a wild card FQDN is a best practice because it includes sub domains. For example,
selecting *example.com , would include sub domains such as americas.example.com and
emea.example.com. USiNg example.comwould not include any sub domains.

FQDN-based rules are retained during vMotion for ESXi hosts.

Note ESXiand KVM hosts are supported. KVM hosts support the FQDN allowlist only. FQDN
filtering is available only with TCP and UDP traffic.

Procedure

1 From your browser, log in with admin privileges to an NSX Manager at https://<nsx-manager-
ip-address>.

2 Navigate to Security > Distributed Firewall.

3 Add a firewall policy section by following the steps in Add a Distributed Firewall . An existing
firewall policy section can also be used.

4 Select the new or existing firewall policy section and click Add Rule to create the DNS firewall
rule first.

5 Provide a name for the firewall rule, such as DNS rule, and provide the following details:

Option Description

Services Click the edit icon and select the DNS or DNS-UDP service as applicable to
your environment.

Profile Click the edit icon and select the DNS context profile. This is precreated and
is available in your deployment by default.
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Option Description
Applied To Select a group as required.
Action Select Allow.

6 Click Add Rule again to set up the FQDN allowlist or denylist rule.

7 Name the rule appropriately, such as, FQDN/URL Allowlist. Drag the rule under the DNS
rule under this policy section.

8 Provide the following details:

Option Description

Services Click the edit icon and select the service you want to associate with this rule,
for example, HTTP.

Profile Click the edit icon and click Add New Context Profile. Click in the column
titled Attribute, and select Domain (FQDN) Name. Select the list of Attribute
Name/Values from the predefined list. Click Add. See Add a Context Profile

for details.
Applied To Select DFW or a group as required.
Action Select Allow, Drop, or Reject.

9 Click Pubilish.

Extending Security Policies to Physical Workloads

NSX-T Data Center can act as a single point of administration for both virtual and physical
workloads.

Starting in NSX-T Data Center 2.5.1, integration with Arista CloudVision eXchange (CVX) is
supported. This integration facilitates consistent networking and security services, across virtual
and physical workloads, independent of your application frameworks or physical network
infrastructure. NSX-T Data Center does not directly program the physical network switch or router
but integrates at the physical SDN controller level, therefore preserving the autonomy of security
administrators and physical network administrators.

Starting in NSX-T Data Center 2.5.1, integration with Arista EOS 4.22.1FX-PCS and later is
supported.
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Limitations

m  Arista switches require ARP traffic to exist before firewall rules are applied to an end host that
is connected to an Arista switch. Packets can therefore pass through the switch before firewall
rules are configured to block traffic.

m  Allowed traffic does not resume when a switch crashes or is reloaded. The ARP tables need
to be populated again, after the switch comes up, for the firewall rules to be enforced on the
switch.

m  Firewall rules cannot be applied on the Arista Physical Switch, for FTP passive clients that
connect to FTP Server connected to the Arista Physical Switch.

m  In CVX HA setup that uses Virtual IP for the CVX cluster, the CVX VM’s dvpg’s Promiscuous
mode, and Forged transmits must be set to Accept. In case they are set to default (Reject), the
CVX HA Virtual IP will not be reachable from NSX Manager.

Configure Arista CVX to interact with NSX-T Manager

After configuring NSX-T Data Center, complete the configuration procedure on Arista CloudVision
eXchange (CVX) to enable CVX to interact with NSX-T Data Center.

Prerequisites

NSX-T Data Center has registered the CVX as an enforcement point.
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Procedure

1 Log into NSX Manager as a root user and run the following command to create a thumbprint
for CVX to communicate with NSX Manager:

openssl s client -connect <IP address of nsx-manager>:443 | openssl x509 -pubkey -noout |
openssl rsa -pubin -outform der | openssl dgst -sha256 -binary | openssl base64

Sample output:

depth=0 C = US, ST = CA, L = Palo Alto, O = VMware Inc., OU = NSX, CN = nsx-mgr
verify error:num=18:self signed certificate

verify return:1
depth=0 C = US, ST

verify return:1

= CA, L = Palo Alto, O = VMware Inc., OU = NSX, CN = nsx-mgr
writing RSA key
S+zwADluzeNf+dnffDpYvgs4YrS60Q0BgyeDry40bPgms=

2 Run the following commands from the CVX CLI:

CVX

no shutdown

service pcs

no shutdown

controller <IP address of nsx-manager>

username <NSX administrator user name>

password <NSX administrator password>

enforcement-point cvx-default-ep

pinned-public-key <thumbprint for CVX to communicate with NSX
Manager>

notification-id <notification ID created while registering CVX with NSX>

end

3 Run the following command from the CVX CLI to check the configuration:

show running-config

Sample ouput:

CVX
no shutdown
source-interface Managementl
g
service hsc

no shutdown

!
service pcs
no shutdown
controller 192.168.2.80

username admin
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password 7 046D26110E33491F482F2800131909556B

enforcement-point cvx-default-ep

pinned-public-key sha256//S+zwADluzeNf+dnffDpYvgs4YrS6QBgyeDry40bPgms=
notification-id a0286cb6-ded4d-41de-99a0-294465345b80

4 Configure tag on the ethernet interface of the physical switch that connects to the physical
server. Run the following commands on the physical switch managed by CVX.

configure terminal

interface ethernet 4

tag phy app server

end

copy running-config startup-config
Copy completed successfully.

5 Run the following command to verify tag configuration for the switch:

show running-config section tag

Sample output:

interface Ethernet4
description connected-to-7150s-3
switchport trunk allowed vlan 1-4093
switchport mode trunk
tag sx4 app_ server

IP addresses that are learnt on the tagged interfaces, using ARP, are shared with NSX-T Data
Center.

6 Log into NSX Manager to create and publish firewall rules for the physical workloads managed
by CVX. See Chapter 10 Security for more information on creating rules. For example:

T+ ADD POLICY
\7\ Name Sources Destinations Services Profiles Applied To Action

P [} Firewall_Services ) Applied To DFW euUp CO o)
(] vm_t [©) vm phy_server Any None DFW @ Allow () o ™
(J  phy_server_to_vm [©) phy_server vm Any None DFW ® Allow O & ™

NSX-T Data Center policies and rules published in NSX-T Data Center appear as dynamic
ACLs on the physical switch managed by CVX.
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prmh-nsx-tor-7050sx-4#show 1p acce
IP Access List et4.v4.1n [dynamic]
10 permit ip host 71.1.1.3 host

IP Access List et4.v4.out [dynamic]
10 permit ip host 27.1.1.11 ho

For more information, see CVX HA set up, CVX HA Virtual IP setup, and Physical Switch Mlag
Setup

Configure NSX-T Data Center to interact with Arista CVX
Complete the configuration procedure on NSX-T Data Center so that CVX can be added as an
enforcement point in NSX-T Data Center and NSX-T Data Center can interact with CVX.

Prerequisites

Obtain the virtual IP address for the Arista CVX cluster.

Procedure

1 Log into NSX Manager as a root user and run the following command to retrieve the
thumbprint for CVX:

openssl s client -connect <virtual IP address of CVX cluster> | openssl x509 -noout

—-fingerprint -sha256

Sample output:

depth=0 CN = self.signed

verify error:num=18:self signed certificate

verify return:1

depth=0 CN = self.signed

verify return:1

SHA256
Fingerprint=35:C1:42:BC:7A:2A:57:46:E8:72:F4:C8:B8:31:E3:13:5F:41:95:EF:D8:1E:E9:3D:F0:CC:3
B:09:A2:FE:22:DE

2 Edit the retrieved thumbprint to use only lower case characters and exclude any colons in the
thumbprint.

Sample of edited thumbprint for CVX:

35cl42bc7a2a5746e872£4c8b831e3135£4195efd81lee93df0cc3b09%a2fe22de
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3 Callthe PATCH /policy/api/vl/infra/sites/default/enforcement-points APl and use the
CVX thumbprint to create an enforcement endpoint for CVX. For example:

PATCH https://<nsx-manager>/policy/api/vl/infra/sites/default/enforcement-points/cvx-

default-ep

{

"auto_enforce": "false",

"connection info": {

"enforcement point address": "<IP address of CVX>",

"resource type": "CvxConnectionInfo",

"username": "cvpadmin",

"password": "lg2w3e4drT",

"thumbprint": "65a9785e88b784£54269e908175ada662be55f156a2dc5£3alb0c339ceab5e343"

}
}

4 Callthe GET /policy/api/vl/infra/sites/default/enforcement-points API to retrieve the

endpoint information. For example:

https://<nsx-manager>/policy/api/vl/infra/sites/default/enforcement-points/cvx-default-ep

{

"auto enforce": "false",

"connection info": {

"enforcement point address": "<IP address of CVX>",

"resource type": "CvxConnectionInfo",

"username": "admin",

"password": "lg2w3e4drT",

"thumbprint": "35cl42bc7a2a5746e872f4c8b831e3135f4195efd81lee93df0cc3b09%az2fe22de"

}
}

Sample output:

"connection info": {
"thumbprint": "35cl42bc7a2a5746e872f4c8b831e3135£4195efd81ee93df0cc3b09%a2fe22de",
"enforcement point address": "192.168.2.198",

"resource_ type": "CvxConnectionInfo"

by

"auto_enforce": false,

"resource type": "EnforcementPoint",

"id": "cvx-default-ep",

"display name": "cvx-default-ep",

"path": "/infra/sites/default/enforcement-points/cvx-default-ep",

"relative path": "cvx-default-ep",

"parent path": "/infra/sites/default",

"marked for delete": false,

" system owned": false,

" create user": "admin",

" create time": 1564036461953,

" last modified user": "admin",
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" last modified time": 1564036461953,
" protection": "NOT_ PROTECTED",

_revision": 0

5 Callthe posST /api/vl/notification-watchers/ APl and use the CVX thumbprint to create a
notification ID. For example:

POST https://<nsx-manager>/api/vl/notification-watchers/
{

"server": "<virtual IP address of CVX cluster>",
"method": "POST",

"uri": "/pcs/vl/nsgroup/notification",

"use https": true,

"certificate sha256 thumbprint":
"35cl42bc7a2a5746e872f4c8b831e3135£4195e£d81ee93df0cc3b0%a2fe22de",
"authentication scheme": ({

"scheme name":"BASIC AUTH",

"username":"cvpadmin",

"password":"1lg2w3ed4rT"

}

}

6 Callthe GET /api/vl/notification-watchers/ to retrieve the notification ID.

Sample output:

"id": "a0286cb6-ded4d-41de-99a0-294465345b80",
"server": "192.168.2.198",
"port": 443,
"use https": true,
"certificate sha256 thumbprint":
"35cl42bc7a2a5746e872f4c8b831e3135f4195efd81ee93df0cc3b0%a2fe22de",
"method": "POST",
"uri": "/pcs/vl/nsgroup/notification",
"authentication scheme": {
"scheme name": "BASIC_AUTH",
"username": "cvpadmin"
by
"send timeout": 30,

"max send uri count": 5000,

"resource type": "NotificationWatcher",

"display name": "a0286cb6-de4d-41de-99a0-294465345b80",
" create user": "admin",

" create time": 1564038044780,

" last modified user": "admin",

" last modified time": 1564038044780,
" system owned": false,
" _protection": "NOT_PROTECTED",

" _revision": 0O
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7 Callthe PATCH /policy/api/vl/inf