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Workload update
Query for vulnerabilities

Congratulations! You have successfully deployed your application on the
Tanzu Application Platform.

Section 4: Configure image signing and verification in your supply chain
Configure your supply chain to sign your image builds
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Build profile

Run profile
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Execute bit not set for App Accelerator build scripts

“No live information for pod with ID” error

“image-policy-webhook-service not found” error

“Increase your cluster resources” error

MutatingWebhookConfiguration prevents pod admission

Priority class of webhook’s pods preempts less privileged pods

CrashLoopBackOff from password authentication fails

Password authentication fails

metadata-store-db pod fails to start

Missing persistent volume

Supply Chain Security Tools - Sign rejects images

Supply Chain Security Tools - Scan unable to decode CycloneDX

Troubleshoot Tanzu Application Platform components

Uninstalling Tanzu Application Platform

Delete the packages

VMware, Inc

135

137

138

140

140
140
140

141
142
142
146

146
146
147
147
148
148
148
148
149
149
149
150
150
151
152
153
153
154
154
155

155

156
156



Tanzu Application Platform v1.1

Delete the Tanzu Application Platform package repository
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Component documentation
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Install

Create a workload
Prerequisites
Get started with an example workload
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Next steps
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Tanzu apps
Options

See also

Tanzu apps workload

Options
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Options inherited from parent commands 169
See also 169
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See also 173
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See also 175
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Examples 175
Options 175
Options inherited from parent commands 175
See also 175
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Examples 176
Options 176
Options inherited from parent commands 176
See also 176
Tanzu apps workload list 176
Examples 176
Options 176
Options inherited from parent commands 177
See also 177
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Tanzu apps workload tail 177
Examples 177
Options 177
Options inherited from parent commands 177
See also 177

Tanzu apps cluster supply chain 178
Options 178
Options inherited from parent commands 178
See also 178

Tanzu apps cluster supply chain list 178
Examples 178
Options 178
Options inherited from parent commands 178
See also 179

Usage and examples 179
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Zsh 180

Tanzu Insight plug-in overview 180
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Configure target endpoint and certificate 182
Use Ingress 182
Not use Ingress 183
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Configure access tokens
Service accounts
Read-only service account
Read-write service account
Getting the Access Token

Setting the Access Token

Query data
Supported use cases
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Add data
Supported formats and file types
Generate a CycloneDX file
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Example #1: Add an image report

Example #2: Add a source report

Command reference
Synopsis
Options

See also

Tanzu insight config set-target
Tanzu insight config set-target
Synopsis
Examples
Options

See also

Tanzu insight config
Options

See also

Tanzu insight health
Tanzu insight health
Synopsis
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Examples
Options

See also

Tanzu insight image
Options

See also

Tanzu insight image add
Examples
Options

See also

Tanzu insight image get
Synopsis
Examples
Options

See Also

Tanzu insight image packages
Synopsis
Examples
Options

See also

Tanzu insight image vulnerabilities
Examples
Options

See also

Tanzu insight package
Options

See also

Tanzu insight package get
Synopsis
Examples
Options

See also

Tanzu insight Package Images
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Synopsis 196
Examples 196
Options 197
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Tanzu insight package sources 197
Synopsis 197
Examples 197
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See also 197
Tanzu insight Package Vulnerabilities 197
Synopsis 197
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See also 198
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Examples 198
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Options

See also

Tanzu insight version
Options

See also

Tanzu insight vulnerabilities
Options

See also

Tanzu insight vulnerabilities get
Synopsis
Examples
Options

See also

Tanzu insight vulnerabilities images
Synopsis
Examples
Options

See also

Tanzu insight vulnerabilities packages
Synopsis
Examples
Options

See also

Tanzu insight vulnerabilities sources
Synopsis
Examples
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See also

Overview

Default roles

Working with roles using the RBAC CLI plug-in

Disclaimer

Setting up authentication for Tanzu Application Platform
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Installing Pinniped on a single cluster

Prerequisites

Install Pinniped Supervisor
Create Certificates (letsencrypt/cert-manager)
Create Ingress resources
Create Pinniped-Supervisor configuration
Apply the resources

Install Pinniped Concierge

Log in to the cluster

Integrating Azure Active Directory

Integrate Azure AD with a new or existing AKS without Pinniped
Prerequisites
Set up a platform operator
Set up a Tanzu Application Platform default role group
Set up kubeconfig

Integrate Azure AD with Pinniped
Prerequisites
Set up the Azure AD app
Set up the Tanzu Application Platform default role group

Set up kubeconfig

Role descriptions
app-editor
app-viewer
app-operator
workload

deliverable

Detailed role permissions breakdown

Native Kubernetes Resources
apps.tanzu.vmware.com/aggregate-to-app-viewer: "true"
apps.tanzu.vmware.com/aggregate-to-app-operator: "true"

App Accelerator
apps.tanzu.vmware.com/aggregate-to-app-viewer: "true"
apps.tanzu.vmware.com/aggregate-to-app-operator: "true"

Cartographer
apps.tanzu.vmware.com/aggregate-to-app-editor: "true"

apps.tanzu.vmware.com/aggregate-to-app-viewer: "true"
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apps.tanzu.vmware.com/aggregate-to-app-viewer-cluster-access: "true"
apps.tanzu.vmware.com/aggregate-to-app-operator-cluster-access

Cloud Native Runtimes
apps.tanzu.vmware.com/aggregate-to-app-viewer: "true"
apps.tanzu.vmware.com/aggregate-to-app-operator: "true"

Convention Service
apps.tanzu.vmware.com/aggregate-to-app-viewer: "true"
apps.tanzu.vmware.com/aggregate-to-app-viewer-cluster-access: "true"
apps.tanzu.vmware.com/aggregate-to-app-operator-cluster-access

Developer Conventions
apps.tanzu.vmware.com/aggregate-to-app-editor: "true"

OOTB Templates
apps.tanzu.vmware.com/aggregate-to-app-viewer: "true"
apps.tanzu.vmware.com/aggregate-to-workload: "true"
apps.tanzu.vmware.com/aggregate-to-deliverable: "true"

Service Bindings
apps.tanzu.vmware.com/aggregate-to-app-viewer: "true"

Services Toolkit
apps.tanzu.vmware.com/aggregate-to-app-viewer: "true"
apps.tanzu.vmware.com/aggregate-to-app-viewer-cluster-access: "true"
apps.tanzu.vmware.com/aggregate-to-app-operator: "true"
apps.tanzu.vmware.com/aggregate-to-app-operator-cluster-access

Source Controller
apps.tanzu.vmware.com/aggregate-to-app-viewer: "true"

Supply Chain Security Tools — Store
apps.tanzu.vmware.com/aggregate-to-app-viewer: "true"
apps.tanzu.vmware.com/aggregate-to-app-operator: "true"

Tanzu Build Service
apps.tanzu.vmware.com/aggregate-to-app-editor: "true"
apps.tanzu.vmware.com/aggregate-to-app-viewer: "true"
apps.tanzu.vmware.com/aggregate-to-app-viewer-cluster-access: "true"
apps.tanzu.vmware.com/aggregate-to-app-operator: "true"
apps.tanzu.vmware.com/aggregate-to-app-operator-cluster-access

Tekton
apps.tanzu.vmware.com/aggregate-to-app-viewer: "true"
apps.tanzu.vmware.com/aggregate-to-app-viewer-cluster-access: "true"
apps.tanzu.vmware.com/aggregate-to-app-operator: "true"

apps.tanzu.vmware.com/aggregate-to-app-operator-cluster-access
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Bind a user or group to a default role 221
Prerequisites 221
Install the Tanzu Application Platform RBAC CLI plug-in 222
Use a different kubeconfig location 222
Add the specified user or group to a role 222
Get a list of users and groups from a role 223
Remove the specified user or group from a role 223
Error logs 223
Troubleshooting 225

Login using Pinniped 225
Generate and distribute kubeconfig to users 225
Login with provided kubeconfig 225

Additional resources 226
Install 226

Install default roles independently 226
Prerequisites 226
Install 226

Application Accelerator for VMware Tanzu 227

Install Application Accelerator 227
Prerequisites 227
Configure properties and resource usage 228
Install 229

Application Live View for VMware Tanzu 230

Install Application Live View 231
Prerequisites 231
Install Application Live View 231
Install Application Live View Backend 231
Install Application Live View Connector 233
Install Application Live View Conventions 235

Convention Service 236
Overview 236
About applying conventions 237

Applying conventions by using image metadata 237
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Applying conventions without using image metadata

Install Convention Service
Prerequisites

Install

Creating conventions
Introduction
Convention server
Convention controller
Getting started
Prerequisites
Define convention criteria
Define the convention behavior
Matching criteria by labels or annotations
Matching criteria by environment variables
Matching criteria by image metadata
Configure and install the convention server
Deploy a convention server

Next Steps

Troubleshoot Convention Service

No server in the cluster
Symptoms
Cause
Solution

Server with wrong certificates configured
Symptoms
Cause
Solution

Server fails when processing a request
Symptoms
Cause
Solution

Connection refused due to unsecured connection
Symptoms
Cause

Solution

Convention Resources
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Convention Service Resources

API Structure

Template Status
Chaining Multiple Conventions
Collecting Logs from the Controller

References

ImageConfig

PodConventionContextSpec

PodConventionContextStatus

PodConventionContext

PodConventionContext Structure

ClusterPodConvention

Podlintent

BOM

cert-manager, Contour, and FluxCD Source Controller

Install cert-manager, Contour, and FluxCD Source Controller
Prerequisites
Install cert-manager
Install Contour

Install FluxCD source-controller
Cloud Native Runtimes

Install Cloud Native Runtimes
Prerequisites

Install

Spring Boot conventions

Overview

Install Spring Boot conventions
Prerequisites

Install Spring Boot conventions
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Conventions 276
Set a JAVA_TOOL_OPTIONS property for a workload 277
Spring Boot convention 278
Spring boot graceful shut down convention 279
Spring Boot web convention 280
Spring Boot Actuator convention 281
Spring Boot Actuator Probes convention 282
Service intent conventions 283

Example 284

Troubleshoot Spring Boot Conventions 286
Collect logs 286

Service Bindings for Kubernetes 286

Install Service Bindings 287
Prerequisites 287
Install Service Bindings 287

Troubleshoot Service Bindings 288
Collect logs 288

Resources 290
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Services Toolkit 291

Install Services Toolkit 291
Prerequisites 291
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Install 293
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Developer Conventions for Tanzu Application Platform
Overview
Features
Enabling Live Updates
Enabling debugging

Next steps

Install Developer Conventions
Prerequisites
Install
Resource limits

Uninstall

Learning Center for Tanzu Application Platform
Overview
Use cases
Use case requirements
Platform architectural overview

Next steps

Install Learning Center
Prerequisites
Install
Procedure to install the Self-Guided Tour Training Portal and Workshop

Supported Learning Center Values Configuration
Learning Center workshops
Getting started with Learning Center

Learning Center operator
Installing and setting up Learning Center operator
Cluster pod security policies
Specifying the ingress domain
Set the environment variable manually
Enforcing secure connections
Configuration YAML
Create the TLS secret manually
Specifying the ingress class
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Set the environment variable manually 313
Trusting unsecured registries 313
Deleting Learning Center 314
Learning Center Workshops 314
Creating the workshop environment 315
Requesting a workshop instance 315
Deleting the workshop instance 316
Deleting the workshop environment 317
TrainingPortal 317
Working with multiple workshops 317
Loading the workshop definition 317
Creating the workshop training portal 318
Accessing workshops via the web portal 320
Deleting the workshop training portal 322
Learning Center local install guides 322
Installing on Kind 322
Prerequisites 323
Kind cluster creation 323
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Install carvel tools 324
Install Tanzu package repository 324
Create a configuration YAML file for Learning Center package 325
Using a nip.io DNS address 326
Install Learning Center package onto a Kubernetes cluster 327
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Run the workshop 327
Trusting insecure registries 327
Installing on Minikube 329
Trusting insecure registries 329
Prerequisites 330
Ingress controller with DNS 330
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Install Learning Center package onto a minikube cluster
Install workshop tutorial package onto a minikube cluster
Run the workshop

Working with large images

Limited resource availability

Storage provisioner issue
Creating Learning Center workshops

Workshop configuration
Specifying structure of the content
Specifying the runtime configuration

Next steps

Workshop images
Templates for creating a workshop
Workshop content directory layout

Directory for workshop exercises

Workshop content
Deactivating reserved sessions
Live updates to the content
Custom workshop image changes
Custom workshop image overlay
Changes to workshop definition

Local build of workshop image

Building an image
Structure of the Dockerfile
Base images and version tags
Custom workshop base images
Installing extra system packages

Installing third-party packages

Workshop instructions
Annotation of executable commands
Annotation of text to be copied
Extensible clickable actions
Clickable actions for the dashboard
Clickable actions for the editor

Clickable actions for file download

VMware, Inc

333
333
334
334
334
334

335

335
335
337
338

338
338
339
339

340
340
340

341
342
343
343

344
344
344
345
345
346

346
346
347
348

350
352
354

24



Tanzu Application Platform v1.1

Clickable actions for the examiner 354
Clickable actions for sections 356
Overriding title and description 357
Escaping of code block content 358
Interpolation of data variables 358
Adding custom data variables 359
Passing environment variables 360
Handling embedded URL links 360
Conditional rendering of content 361
Embedding custom HTML content 361
Workshop runtime 362
Predefined environment variables 362
Running steps on container start 363
Running background applications 363
Terminal user shell environment 364
Overriding terminal shell command 364
Presenter slides 365
Using reveal.js presentation tool 365
Using a PDF file for presenter slides 365
Learning Center runtime environment 365
Custom resources 366
Workshop definition resource 366
Workshop environment resource 367
Workshop request resource 367
Workshop session resource 368
Training portal resource 368
System profile resource 368
Loading the workshop CRDs 369
Workshop resource 369
Workshop title and description 369
Downloading workshop content 371
Container image for the workshop 373
Setting environment variables 375
Overriding the memory available 375
Mounting a persistent volume 376
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Resource budget for namespaces 376
Patching workshop deployment 379
Creation of session resources 380
Overriding default role-based access control (RBAC) rules 382
Running user containers as root 383
Creating additional namespaces 384
Shared workshop resources 387
Workshop pod security policy 388
Custom security policies for user containers 390
Defining additional ingress points 391
External workshop instructions 393
Disabling workshop instructions 395
Enabling the Kubernetes console 395
Enabling the integrated editor 396
Enabling workshop downloads 396
Enabling the test examiner 397
Enabling session image registry 398
Enabling ability to use Docker 400
Enabling WebDAYV access to files 401
Customizing the terminal layout 402
Adding custom dashboard tabs 403
WorkshopEnvironment resource 404
Specifying the workshop definition 404
Overriding environment variables 404
Overriding the ingress domain 405
Controlling access to the workshop 407
Overriding the login credentials 408
Additional workshop resources 408
Creation of workshop instances 409
WorkshopRequest resource 410
Specifying workshop environment 410
Specifying required access token 41
TrainingPortal resource 41
Specifying the workshop definitions an
Limit the number of sessions 412
Capacity of individual workshops 412
Set reserved workshop instances 413
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Override initial number of sessions 414
Setting defaults for all workshops 414
Set caps on individual users 415
Expiration of workshop sessions 415
Updates to workshop environments 417
Override the ingress domain 417
Override the portal host name 419
Set extra environment variables 419
Override portal credentials 420
Control registration type 421
Specify an event access code 422
Make a list of workshops public 423
Use an external list of workshops 423
Override portal title and logo 424
Allow the portal in an iframe 424
Collect analytics on workshops 425
Track using Google Analytics 426
SystemProfile resource 427
Operator default system profile 427
Defining configuration for ingress 428
Defining container image registry pull secrets 428
Defining storage class for volumes 429
Defining storage group for volumes 429
Restricting network access 431
Running Docker daemon rootless 431
Overriding network packet size 432
Image registry pull through cache 432
Setting default access credentials 434
Overriding the workshop images 434
Tracking using Google Analytics 435
Overriding styling of the workshop 436
Additional custom system profiles 437
WorkshopSession resource 437
Specifying the session identity 437
Specifying the login credentials 438
Specifying the ingress domain 438
Setting the environment variables 440
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Learning Center Portal Rest API
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Overview of Tanzu Application Platform

VMware Tanzu Application Platform is an application development platform that provides a rich set of
developer tools. It offers developers a paved path to production to build and deploy software quickly
and securely on any compliant public cloud or on-premises Kubernetes cluster.

Tanzu Application Platform delivers a superior developer experience for enterprises building and
deploying cloud-native applications on Kubernetes. It enables application teams to get to production
faster by automating source-to-production pipelines. It clearly defines the roles of developers and
operators so they can work collaboratively and integrate their efforts.

Tanzu Application Platform includes elements that enable developers to quickly begin building and
testing applications regardless of their familiarity with Kubernetes.

Operations teams can create application scaffolding templates with built-in security and compliance
guardrails, making those considerations mostly invisible to developers. Starting with the templates,
developers turn source code into a container and get a URL to test their app in minutes.

After the container is built, it updates every time there’s a new code commit or dependency patch.
And connecting to other applications and data, regardless of how they’re built or what kind of
infrastructure they run on, has never been easier, thanks to an internal APl management portal.

Learn
(Learning Center)

Discover & Start

(API Portal + App

& "i Accelerator)
D Iterate
oy (IDE Plugin + Dev Tooling)
Ops
§ ’

Debug
Test & Build .
Scan, Sign & Store Deploy
(F"’""“ES:;"“::;* +Build (Security Tools) {App Delivery)

Choreograph (Supply Chain + Convention Service)

(IDE Plugin + App Live
View)

Customers can simplify workflows in both the inner loop and outer loop of Kubernetes-based app
development with Tanzu Application Platform while creating supply chains.

« Inner Loop:

« The inner loop describes a developer’s development cycle of iterating on code.
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Inner loop activities include coding, testing, and debugging before making a commit.

On cloud-native or Kubernetes platforms, developers in the inner loop often build
container images and connect their apps to all necessary services and APIs to deploy
them to a development environment.

« Outer Loop:

The outer loop describes how operators deploy apps to production and maintain
them over time.

On a cloud-native platform, outer loop activities include building container images,
adding container security, and configuring continuous integration and continuous
delivery (CI/CD) pipelines.

Outer loop activities are challenging in a Kubernetes-based development
environment due to app delivery platforms being constructed from various third-
party and open source components with numerous configuration options.

¢ Supply Chains and choreography:

Tanzu Application Platform uses the choreography pattern inherited from the context
of microservices”1 and applies it to continuous integration and continuous
deployment (CI/CD) to create a path to production.”2

Supply Chains provide a way of codifying all of the steps of your path to production, or what is more
commonly known as CI/CD. A supply chain differs from CI/CD in that you can add any and every
step that is necessary for an application to reach production or a lower environment.

Cl

4
g
5

Y

v

Build Image > Image Scan P  CAB Approval Deployment

To address the developer experience gap, the path to production allows users to create a unified
access point for all of the tools required for their applications to reach a customer-facing
environment.

Instead of having separate tools that are loosely coupled to each other for testing and building,
security, deploying, and running apps, a path to production defines all four tools in a single, unified
layer of abstraction. Where tools typically can’t integrate with one another and additional scripting or
webhooks are necessary, a unified automation tool codifies all the interactions between each of the
tools.

Tanzu Application Platform provides a default set of components that automates pushing an app to
staging and production on Kubernetes. This removes the pain points for both inner and outer loops.
It also allows operators to customize the platform by replacing Tanzu Application Platform
components with other products.
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Tanzu Application Platform: Layered APl & Capabilities
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The following packages are part of the Tanzu Application Platform:

¢ API portal for VMware Tanzu

API portal for VMware Tanzu enables APl consumers to find APIs they can use in their own

applications.

Consumers can view detailed APl documentation and try out an API to see if it meets their

needs. API portal assembles its dashboard and detailed APl documentation views by

ingesting OpenAPIl documentation from the source URLs. An API portal operator can add

any number of OpenAPI source URLs to be displayed in a single instance.

o Application Accelerator for VMware Tanzu

The Application Accelerator component helps app developers and app operators through

the creation and generation of application accelerators.

Accelerators are templates that codify best practices and ensure important configurations
and structures are in place from the start. Developers can bootstrap their applications and get

started with feature development right away.

Application operators can create custom accelerators that reflect their desired architectures

and configurations and enable fleets of developers to use them, decreasing operator
concerns about whether developers are implementing their desired best practices.

o Application Live View for VMware Tanzu

Application Live View is a lightweight insight and troubleshooting tool that helps application

developers and application operators look inside running applications.

It is based on the concept of Spring Boot Actuators. Fundamentally, the application provides

information from inside the running processes by using endpoints (in our case, HTTP

endpoints). Application Live View uses those endpoints to get the data from the application

and to interact with it.

¢« Cloud Native Runtimes for VMware Tanzu
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Cloud Native Runtimes for Tanzu is a serverless application runtime for Kubernetes that is
based on Knative and runs on a single Kubernetes cluster. For information about Knative,
see the Knative documentation.

« Convention Service for VMware Tanzu

The convention service provides a means for people in operational roles to express their
hard-won knowledge and opinions about how apps should run on Kubernetes as a
convention. The convention service applies these opinions to fleets of developer workloads
as they are deployed to the platform, saving operator and developer time.

o Default roles for Tanzu Application Platform

This package includes five default roles for users including app-editor, app-viewer, app-
operator, and service accounts including workload, and deliverable. These roles are available
to help operators limit the permissions that a user or service account requires on a cluster
that runs Tanzu Application Platform. They are built by using aggregated cluster roles in
Kubernetes role-based access control (RBAC).

Default roles only apply to a user interacting with the cluster using kubectl and Tanzu CLI.
Tanzu Application Platform GUI support for default roles is planned for a future release.

« Developer Conventions
Developer conventions configure workloads to prepare them for inner loop development.

It’s meant to be a “deploy and forget” component for developers: after it is installed on the
cluster with the Tanzu Package CLI, developers do not need to directly interact with it.
Developers instead interact with the Tanzu Developer Tools for VS Code IDE Extension or
Tanzu CLI Apps plug-in, which rely on the Developer Conventions to modify the workload to
enable inner loop capabilities.

e Flux Source Controller

The main role of the source management component is to provide a common interface for
artifact acquisition.

« Grype
Grype is a vulnerability scanner for container images and file systems.
« Services Toolkit

Services Toolkit comprises a number of Kubernetes-native components which support the
management, life cycle, discoverability, and connectivity of Service Resources (databases,
message queues, DNS records, etc) on Kubernetes.

¢ Supply Chain Choreographer for VMware Tanzu

Supply Chain Choreographer is based on open-source Cartographer. It enables app
operators to create pre-approved paths to production by integrating Kubernetes resources
with the elements of their existing toolchains, such as Jenkins.

Each pre-approved supply chain creates a paved road to production. It orchestrates supply
chain resources - test, build, scan, and deploy - enabling developers to focus on delivering
value to their users while also providing app operators with the peace of mind that all code in
production has passed through all the steps of an approved workflow.
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o Supply Chain Security tools for Tanzu - Scan

With Supply Chain Security Tools for VMware Tanzu - Scan, Tanzu customers can build and
deploy secure trusted software that complies with their corporate security requirements.

To enable this, Supply Chain Security Tools - Scan provides scanning and gatekeeping
capabilities that Application and DevSecOps teams can incorporate earlier in their path to
production. This is an established industry best practice for reducing security risk and
ensuring more efficient remediation.

« Supply Chain Security Tools - Sign

Supply Chain Security Tools - Sign provides an admission controller that allows a cluster
operator to specify a policy that allows or denies images from running based on signature
verification against public keys. It works with cosign signature format and allows for fine-
tuned configuration based on image source patterns.

« Supply Chain Security Tools - Store

Supply Chain Security Tools - Store saves software bills of materials (SBoMs) to a database
and enables you to query for image, source, package, and vulnerability relationships. It
integrates with Supply Chain Security Tools - Scan to automatically store the resulting source
and image vulnerability reports.

e« Tanzu Application Platform GUI

Tanzu Application Platform GUI lets your developers view your organization’s running
applications and services. It provides a central location for viewing dependencies,
relationships, technical documentation, and even service status. Tanzu Application Platform
GUI is built from the Cloud Native Computing Foundation’s project Backstage.

e« Tanzu Build Service

Tanzu Build Service uses the open-source Cloud Native Buildpacks project to turn application
source code into container images.

Build Service executes reproducible builds that align with modern container standards, and
keeps images up to date. It does so by leveraging Kubernetes infrastructure with kpack, a
Cloud Native Buildpacks Platform, to orchestrate the image life cycle.

The kpack CLI tool, kp, can aid in managing kpack resources. Build Service helps you
develop and automate containerized software workflows securely and at scale.

« Tanzu Developer Tools for Visual Studio Code

Tanzu Developer Tools for Visual Studio Code is the official VMware Tanzu IDE extension for
VS Code to help you develop code using the Tanzu Application Platform. The VSCode
extension enables live updates of your application while it runs on the cluster and lets you
debug your application directly on the cluster.

« Tanzu Learning Center

Learning Center provides a platform for creating and self-hosting workshops. With Learning
Center, content creators can create workshops from markdown files that learners can view in
a terminal shell environment with an instructional wizard Ul. The Ul can embed slide content,
an integrated development environment (IDE), a web console for accessing the Kubernetes
cluster, and other custom web applications.
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Although Learning Center requires Kubernetes to run, and it teaches users about
Kubernetes, you can use it to host training for other purposes as well. For example, you can

use it to train users on web-based applications, use of databases, or programming languages.

« Tekton

Tekton is a powerful and flexible open-source framework for creating CI/CD systems,
enabling developers to build, test, and deploy across cloud providers and on-premise
systems.

Installation profiles in Tanzu Application Platform v1.1

Tanzu Application Platform can be deployed through predefined profiles or individual packages. The
profiles are designed to allow the Tanzu Application Platform to scale across an organization’s
multicluster, multicloud, or hybrid cloud infrastructure. These profiles are not meant to cover all
customer’s use cases, but rather serve as a starting point to allow for further customization.

The following profiles are available in Tanzu Application Platform:
« Full: This profile contains all of the Tanzu Application Platform packages.
« lIterate: This profile is intended for iterative application development.

o Build: This profile is intended for the transformation of source revisions to workload
revisions. Specifically, hosting Workloads and SupplyChains.

o Run: This profile is intended for the transformation of workload revisions to running Pods.
Specifically, hosting Deliveries and Deliverables.

« View: This profile is intended for instances of applications related to centralized developer
experiences. Specifically, Tanzu Application Platform GUI and Metadata Store.

About Tanzu Application Platform package profiles

Tanzu Application Platform can be installed through predefined profiles or through individual
packages. This section explains how to install a profile.

Tanzu Application Platform contains the following five profiles:
o Full (full)
o lterate (iterate)
e Build (build)
e« Run (run)
o View (view)

The following table lists the packages contained in each profile:

Capability Name Full Iterate Build Run View
API Portal v 4
Application Accelerator v v
Application Live View (Build) v v v
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Application Live View (Run) v v v
Application Live View GUI Backend v v
Cloud Native Runtimes v v v
Convention Controller v v 4

Default Roles v v 4 v 4
Developer Conventions v v

Flux Source Controller v v 4 v 4
Grype v v

Image Policy Webhook v v v
Learning Center v v
Out of the Box Delivery - Basic v v v

Out of the Box Supply Chain - Basic v v v

Out of the Box Supply Chain - Testing v v v

Out of the Box Supply Chain - Testing and Scanning v v

Out of the Box Templates v v v v

Service Bindings v v v
Services Toolkit v v v

Source Controller v v 4 v 4
Spring Boot Convention v v v

Supply Chain Choreographer v v v v

Supply Chain Security Tools - Scan v v

Supply Chain Security Tools - Store v v
Tanzu Build Service v v 4

Tanzu Application Platform GUI v v
Tekton Pipelines v v v

Telemetry v v v v v

! Only one supply chain should be installed at any given time. For information on switching from one
supply chain to another, see Getting Started with Tanzu Application Platform.

About installing the Tanzu Application Platform v1.1

To install the Tanzu Application Platform profiles, see Installing Tanzu Application Platform.

Notice of telemetry collection for Tanzu Application Platform
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Tanzu Application Platform participates in the VMware Customer Experience Improvement Program
(CEIP). As part of CEIP, VMware collects technical information about your organization’s use of
VMware products and services in association with your organization’s VMware license keys. For
information about CEIP, see the Trust & Assurance Center. You may join or leave CEIP at any time.
The CEIP Standard Participation Level provides VMware with information to improve its products and
services, identify and fix problems, and advise you on how to best deploy and use VMware products.
For example, this information can enable a proactive product deployment discussion with your
VMware account team or VMware support team to help resolve your issues. This information cannot
directly identify any individual.

You must acknowledge that you have read the VMware CEIP policy before you can proceed with
the installation. For more information, see Install your Tanzu Application Platform profile. To opt out
of telemetry participation after installation, see Opting out of telemetry collection.
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Release notes

This topic contains release notes for Tanzu Application Platform v1.1

v1.1.2

Release Date: June 14, 2022
Security fixes

Tanzu Application Platform GUI

¢ CVE-2022-1664: Improper Limitation of a Pathname to a Restricted Directory
o CVE-2022-1292: Improper Neutralization of Special Elements used in an OS Command

¢ CVE-2022-25878: Improperly Controlled Modification of Object Prototype Attributes

Resolved issues

This release includes the following changes, listed by component and area.
Application Live View

« Application Live View Connector package now supports values without quotes in ssIDisabled
boolean flag.

« Application Live View Convention Service sets tanzu.app.live.view.application.name to
carto.run/workload-name if not set in workload yaml.

« Application Live View now supports environment editing for newer Spring Boot apps.
Grype scanner

o« Added useful error message when the Syft schema version embeded in images is not
compatible with the current Syft schema version supported by the Grype version.

¢ zlib has been updatedto 1.2.11-2.ph3

e subversion has been updated to 1.10.8-2.ph3

Supply Chain Security Tools - Scan

e« Fixed sourcescans failing for a blob scan without sourcescan.spec.revision set and without
a .git folder in the source code.
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o« Fixed the values schema to include an importFromNamespace key for the authentication token
needed to communicate to the Metadata Store.

Tanzu Application Platform GUI

« CVE fixes

« Various styling and bug fixes

Known issues

This release has the following known issues, listed by area and component.
Grype scanner

Scanning Java source code may not reveal vulnerabilities: Source Code Scanning only scans files
present in the source code repository. No network calls are made to fetch dependencies. For
languages using dependency lock files, such as Golang and Node.js, Grype uses the lock files to
check the dependencies for vulnerabilities.

For Java, dependency lock files are not guaranteed, so Grype uses the dependencies present in the
built binaries (.jar or .war files) instead.

Because VMware discourages committing binaries to source code repositories, Grype fails to find
vulnerabilities during a Source Scan. The vulnerabilities are still found during the Image Scan, after
the binaries are built and packaged as images.

Supply Chain Security Tools - Scan

Blob Source Scan is reporting wrong source URL: - When running a Source Scan of a blob
compressed file, SCST - Scan looks for a .git directory present in the files to extract useful
information for the report sent to the SCST - Store deployment.

¢ Workaround - The following workarounds fix this issue:

1. This problem is resolved in SCST - Scan v1.2.0. Upgrade your SCST - Scan and
Grype Scanner deployment to version v1.2.0 or later.

2. Configure your SourceScan or Workload to connect using HTTPS to the repository
instead of using SSH.

3. Edit the FIluxCD GitRepository resource to not include the .git directory.

Error: Unable to decode cyclonedx: Supply Chain Security Tools - Scan has a known issue where it
will set the phase to Error and show an unable to decode cyclonedx error in the Succeeded
condition. The root cause of the problem is not known, but it is an intermittent issue that cuts the
CycloneDX XML stream to the logs and then the scan controller can’t process the results properly.

Workaround: As this is an intermittent issue, if you’re applying the scan manually, you can delete the
scan and re-apply it again to retry the scan. If this problem happened while running a Supply Chain
from the OOTB Supply Chains, you can run kubectl get imagescans -n <workload namespace> O
kubectl get sourcescans -n <workload namespace> to get the scan name, delete it running
kubectl delete <imagescan or sourcescan> <scan name> -n <workload namespace> and the

Choreographer controller will recreate it for you.
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Supply Chain Security Tools - Sign

Supply Chain Security Tools - Sign rejects images from private registries when the image is deployed
to a non-default namespace. For a workaround, see Supply Chain Security Tools - Sign rejects
images.

v1.1.1

Release Date: May 10, 2022

Resolved issues

The following issues, listed by area and component, are resolved in this release.
Supply Chain Choreographer plug-in

« ImageScan stage shows incorrect status
« Workloads page does not show errors

« Build stage shows error while building
Supply Chain Security Tools - Scan

¢« Resolved edge case for scan phase to correctly indicate Error when error occurs during
scanning

¢ Added missing secretImport for the RBAC Auth token store-auth-token for multicluster

« Resolved race condition involving reading Store secrets and exporting to the Scan Controller
namespace

Supply Chain Security Tools - Sign
¢ Updated golang to v1.17.9 to address CVE-2022-27191
Supply Chain Security Tools - Store

¢ Updated containerd versionto v1.5.10 to resolve GHSA-crp2-qrr5-8pq7 in Github
« Updated postgres image to resolve CVE-2018-25032

o Updated brancz/kube-rbac-proxy image to 0.12.0 to resolve GHSA-c3h9-896r-86jm in
Github

« Fixed the issue where new vulnerabilities are not appended to the existing packages

o« Fixed the issue where Insight CLI plug-in fails to start on Windows platforms
Grype Scanner

¢ Removed package gnutls to address CVE-2021-20232 and CVE-2021-20231
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¢ Removed package lua to address CVE-2022-28805

« Updated module golang.org/x/crypto to v0.0.0-20210220033148-5ea612d1eb83 to address
CVE-2022-27191

Tanzu Application Platform GUI

¢ CVE fixes
o Various styling fixes
e TLS Certificate and Ingress bug fix

o Supply Chain plug-in upgrade

Known issues

This release has the following known issues, listed by area and component.

Grype scanner

Scanning Java source code may not reveal vulnerabilities: Source Code Scanning only scans files
present in the source code repository. No network calls are made to fetch dependencies. For
languages using dependency lock files, such as Golang and Node.js, Grype uses the lock files to
check the dependencies for vulnerabilities.

For Java, dependency lock files are not guaranteed, so Grype uses the dependencies present in the
built binaries (.jar or .war files) instead.
Because VMware discourages committing binaries to source code repositories, Grype fails to find

vulnerabilities during a Source Scan. The vulnerabilities are still found during the Image Scan, after
the binaries are built and packaged as images.

Supply Chain Choreographer for Tanzu

¢ SourceScan error when deploying Java functions workloads: Using Out of the Box Supply
Chain with Testing and Scanning to deploy Java functions workloads causes a SourceScan
error. The workload deployed shows an error for sourceScan because it cannot find the scan
template. You can receive enhanced scanning coverage for Java and Node.js workloads,
including application runtime layer dependencies, by using both Tanzu Build Service and
Grype in your Tanzu Application Platform supply chain. Python workloads are not supported.

Supply Chain Security Tools - Scan

The Supply Change Security Tools - Scan has the following CVEs at high severity from the kube-

rbac-proxy v0.11.0-vmware.l image:
Supply Chain Security Tools - Store

The Supply Change Security Tools - Store has CVE-2022-21698 at high severity from brancz/kube-
rbac-proxy:0.12.0 image.
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Tanzu Application Platform GUI

o Accelerators not appearing on Accelerator page: If the app config.backend.reading.allow
section is configured during the tap-gui package installation, no accelerators show on the
accelerator page. For more information, see Troubleshooting.

v1.1

Release Date: April 12, 2022

Prerequisites

Installation requires Kubernetes clusters v1.21, v1.22, or v1.23. See prerequisites for supported
Kubernetes platforms.

New features

This release includes the following changes, listed by component and area.
Installing
There are four new profiles available, and additions to the Full profile. The inclusion of new profiles

supports a multicluster deployment architecture.

« Tanzu Application Platform profile - Iterate is intended for iterative development in
contrast to the path to production.

« Tanzu Application Platform profile - Build is intended for the transformation of source
revisions to workload revisions. Specifically, it’s for hosting workloads and SupplyChains.

« Tanzu Application Platform profile - Run is intended for the transformation of workload
revisions to running pods. Specifically, it’s for hosting deliveries and deliverables.

« Tanzu Application Platform profile - View is intended for instances of applications related
to centralized developer experiences, such as Tanzu Application Platform GUI and Metadata
Store.

« Tanzu Application Platform profile - Full contains all of the Tanzu Application Platform
packages. New packages in the Full profile:

Application Live View (Build)
Application Live View (Run)
Application Live View (GUI)
Default Roles

Telemetry
Default roles for Tanzu Application Platform

There are five new default roles and related permissions that apply to Kubernetes resources. These
roles help operators set up common sets of permissions to limit the access that users and service
accounts have on a cluster that runs Tanzu Application Platform.
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Three roles are for users, including app-editor, app-viewer and app-operator. Two roles are for
“robot” or system permissions, including workload and deliverable.

For more information, see Overview of Default Roles.
Application Accelerator

« Option values can now be validated using regex

e TLSfor ingress is enabled using ingress.enable tls flag during package install

Application Live View

« Application Live View supports a multicluster setup now

« Application Live View components are split into three bundles with new package reference
names (backend, connector, conventions)

« Application Live View Convention Service is compatible with cert-manager v1.7.1

« Application Live View Convention takes the management port setting from the Spring Boot
Convention into account

o Structured JSON logging is integrated into Application Live View Backend and Application
Live View Convention

¢ Updated Spring Native v0.10.5 to v0.10.6
Tanzu CLI - Apps plug-in

e workload create/update/apply:

= Accept workload.yaml from stdin (through --file -).
= Enable providing spec.build.env values (through new -build.env flag).
= When --git-repo and --git-tag are provided, git-branch is not required.

= Add new --annotations flag. Annotations provided are propagated to the running
pod for the workload.

e workload list:

= Shorthand -2 can be passed in for --all-namespaces.

e workload get:

+ Service Claim details are returned in command output.

= The existing STATUS value in the pods table in the output reflects when a pod is
terminating.

« Deprecation

= The namespace value you can pass for the --service-ref flag is deprecated.

= A deprecation warning message is added to the workload create/update/apply...
when user specifies a namespace in the --service-ref object.

Service Bindings

VMware, Inc

62



Tanzu Application Platform v1.1

« Applied RFC-3339 timestamps to service binding logs.

¢ Added Tanzu Application Platform aggregate roles to support Tanzu Application Platform
Authentication and Authorization (new feature referenced above).

« Added support for servicebinding.io/vibetal

o« Corrected Postgres resource pluralization error.
Source Controller

« Enable Source Controller to connect to image registries that use self-signed or private
certificate authorities to support air-gapped installations. This is an optional configuration. See
Source Controller Installation for details.

« Applied RFC-3339 timestamps to source controller logs.

« Added Tanzu Application Platform aggregate roles to support Tanzu Application Platform
Authentication and Authorization (new feature referenced above).

Spring Boot Conventions

¢« Set the management port to 8081: This is instead of the default port 8080.

This change increases the security of Spring Boot apps running on the platform by
preventing access to actuator endpoints. Actuator endpoints can leak sensitive
information and allow access to trigger actions that can impact the app.

If the app explicitly sets the management port using the gava ToOL OPTIONS in the
workload.yaml, the Spring Boot conventions respect that setting and do not set the
management port to 8081. For more information, see Set the JAvA TOOL OPTIONS
property for a workload.

The convention overrides other common management port configuration methods

such as application.properties/yml and config server.
¢ RFC-3339 timestamps: Applied RFC-3339 timestamps to service binding logs.

« Added Kubernetes liveness and readiness probes by using Spring Boot health endpoints:
This convention is applied to Spring Boot v2.6 and later apps.
The probes are exposed on the main serving port for the app, which is port 8080 by

default.

Supply Chain Choreographer

o All Supply Chains provided by Tanzu Application Platform support pre-built images for
workloads
o« Supply Chains can select workloads by fields and expressions in addition to labels

¢ Supply Chains can select which template to stamp out based on optional criteria

« Workloads include stamped resource references in their status

Supply Chain Security Tools - Scan
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Support for configuring Supply Chain Security Tools - Scan to remotely connect to Supply Chain
Security Tools - Store in a different cluster.

Supply Chain Security Tools - Sign

e Support configuring Webhook resources
o Support configuring Namespace where webhook is installed

e« Support for registries with self-signed certificates

Supply Chain Security Tools - Store

¢ Added Contour Ingress support with custom domain name
o« Created Tanzu CLI plug-in called insight. Currently, insight plug-in only supports macOS
and Linux.
Tanzu Application Platform GUI
« Added improvements to the information presentation and filtering mechanisms of the
Runtime Resources tab
¢« Added the new Supply Chain plug-in
« Added the Backstage APl Documentation plug-in
« Updated overall theme to Clarity City
« Added compatibility with vibeta3 Backstage Templates
« Small security fixes
o Various accessibility and styling fixes
Plug-in improvements and additions include:
¢« Runtime Resources Visibility plug-in:
Textual and enumerated table column filters for ease of search
Meaningful error messages and paths forward to troubleshoot issues
Tags in Knative revision table on the details page

Kubernetes Service on the resources page to provide more insights into Kubernetes
service details

Improved Ul components for a more accessible user experience

¢ Supply Chain Choreographer plug-in:

Added a graphical representation of the execution of a workload by using an installed

supply chain. This includes CRDs in the supply chain, the source results of each
stage, and details to facilitate the troubleshooting of workloads on their path to
production.

Functions (Beta)
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Tanzu Application Platform enables developers to deploy functions, use starter templates to
bootstrap their functions and write only the code that matters to your business. Developers can run a
single CLI command to deploy their functions to an auto-scaled cluster. This feature is in beta and
subject to changes based on user feedback. It is intended for evaluation and test purposes only.

For more information, see Functions.

Breaking changes

This release has the following breaking changes, listed by area and component.

Application Accelerator

When enabling ingress, the TLS support must now be explicitly enabled using ingress.tls enable.
Supply Chain Security Tools - Scan

API version scanning.apps.tanzu.vmware.com/vlalphal is deprecated.

Supply Chain Security Tools - Store

« Theindependent insight CLI is deprecated. You can now use the Tanzu CLI plug-in Tanzu
Insight, which currently supports macOS and Linux only.

¢ Renamed all instances of the create verb as add for all CLI commands.

Resolved issues

This following issues, listed by area and component, are resolved in this release.
Application Accelerator

Accelerator engine no longer fails with java.lang.OutOfMemoryError: Direct buffer memory when
processing very large Git repositories.

Application Live View
Updated Spring Boot to v2.5.12 to address CVE-2022-22965 and CVE-2020-36518
Services Toolkit

o Resolved an issue with the tanzu services CLI plug-in that meant it was not compatible with
Kubernetes clusters running on GKE.

« Fixed a potential race condition during reconciliation of ResourceClaims which might have
caused the Services Toolkit manager to stop responding.

« Updated configuration of the Services Toolkit carvel Package to prevent an unwanted build
up of ConfigMap resources.

Supply Chain Security Tools - Scan
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« Resolved two scan jobs and two scan pods that are created when reconciling ScanTemplates

and ScanPolicies

« Updated package client golang to v1.11.1to address CVE-2022-21698
Grype Scanner

¢ Updated golang to v1.17.8 to address CVE-2022-24921

« Updated photon to address CVE-2022-23308 and CVE-2022-0778
Supply Chain Security Tools - Store
« Fixed an issue where querying a source report with local path name returned the following
error: { "message": "Not found" }.
« Return related packages when querying image and source vulnerabilities.
¢« Ratings are updated when updating vulnerabilities.
o Fixed CVE-2022-24407 and CVE-2022-0778 found in the PostgreSQL image.

¢ Updated package client golang to v1.17.8 to address CVE-2022-24921.
Tanzu CLI - Apps plug-in

o« Apps plug-in no longer fails when KUBECONFIG includes the colon (:) config file delimiter.

e tanzu apps workload get: Passingin --output json and --export flags together exports the
workload in JSON rather than YAML.

e tanzu apps workload tail: Duplicate log entries created for init containers are removed.

e tanzu apps workload create/update/apply

When the --wait flag passed and the dialog box “Do you want to create this
workload?” is declined, the command immediately exits O, rather than hanging and
continuing to wait.

Workload name is now validated when the workload values are passed in by using —-

file workload.yaml.

When creating or applying a workload from —local-path, if user answers “No” to the
prompt “Are you sure you want to publish your local code to [registry name] where
others may be able to access it?”, the command now exits O immediately rather than
showing the workload diff and prompting to continue with workload creation.

.spec.build.env in workload YAML definition file is being removed when using
Tanzu apps workload apply command.

Tanzu Application Platform GUI

Applied a fix for CVE-2021-3918 from the json-schema package

Known issues
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This release has the following known issues, listed by area and component.

Tanzu Application Platform

Deprecated profile: Tanzu Application Platform light profile is deprecated.

Tanzu Cluster Essentials

o Feature Disabled error: When adding Tanzu Application Platform clusters with pre-installed
Tanzu Cluster Essentials to a Tanzu Mission Control instance, the tanzunet-secret export
ShOwsS Feature Disabled.

« —export-all-namespaces not properly observed: When deploying Tanzu Application
Platform on Google Kubernetes Engine (GKE) v1.23.5-gke.200 and running tanzu secret

registry add tanzunet-creds, the --export-all-namespaces is not properly observed.

Application Live View

« Application Live View Connector sometimes does not connect to the back end: Search
the Application Live View Connector pod logs for issues with rsocket connection to the back
end. If you find any issues, delete the connector pod to recreate it:

kubectl -n app-live-view delete pods -l=name=application-live-view-connector

« Application Live View Convention auto-exposes all actuators: Application Live View
Convention exposes all Spring Boot actuator endpoints by default to whatever is configured
using the Spring Boot Convention for the management port. You can change this
configuration if it does not suit your needs. For more information, see Convention Server.

« Frequent Application Live View Connector restarts: In some cases, the Application Live
View Connector component restarts frequently. This usually doesn’t cause problems when
using Application Live View.

o« No structured JSON logging on the connector: The format of the log output of the
Application Live View Connector component is not currently aligned with the standard Tanzu
Application Platform logging format. A fix is planned for Tanzu Application Platform v1.1.1.

Grype scanner

Scanning Java source code may not reveal vulnerabilities: Source Code Scanning only scans files
present in the source code repository. No network calls are made to fetch dependencies. For
languages using dependency lock files, such as Golang and Node.js, Grype uses the lock files to
check the dependencies for vulnerabilities.

For Java, dependency lock files are not guaranteed, so Grype instead uses the dependencies
present in the built binaries (.jar or .war files).

Because VMware discourages committing binaries to source code repositories, Grype fails to find
vulnerabilities during a Source Scan. The vulnerabilities are still found during the Image Scan, after
the binaries are built and packaged as images.

Supply Chain Choreographer plug-in
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o Details for ConfigMap CRD not appearing: The error Unable to retrieve conditions for
ConfigMap. .. appears in the details section after clicking on the ConfigMap stage in the
graph view of a supply chain. This error does not necessarily mean that the workload failed
its execution through the supply chain.

o Scan results not shown: Current CVEs found during Image or Build scanning do not appear.
However, results are still present in the metadata store and are available by using the Tanzu
CLI.

Supply Chain Security Tools - Scan

o Scan Phase indicates scanning incorrectly: Scans have an edge case that when an error
occurs during scanning, the scan pPhase field is not updated to Exrror and remains in the
Scanning phase. Read the scan pod logs to verify the existence of an error.

o Multicluster Support: Error sending results to SCST - Store running in a different cluster:
During installation, Supply Chain Security Tools - Scan (Scan) creates the secretImport for
ingesting the TLS CA certificate secret, but misses the secretImport for the RBAC Auth
token. See, Troubleshooting Supply Chain Security Tools - Store.

o User sees error message indicating Supply Chain Security Tools - Store (Store) is not
configured even though configuration values were supplied: The Scan Controller
experiences a race-condition when deploying Store in the same cluster, that shows Store as
not configured, even when it is present and properly configured. This happens when the
Scan Controller is deployed and reconciled before the Store is reconciled and the
corresponding secrets are exported to the Scan Controller namespace. As a workaround,
after your Store is successfully reconciled, restart your Supply Chain Security Tools - Scan
deployment by running:

kubectl rollout restart deployment.apps/scan-link-controller-manager -n scan-11i
nk-system

Note: If you deploy Supply Chain Security Tools - Scan to a different namespace than the

default one, replace -n scan-link-system With -n <my custom namespace>.
Supply Chain Security Tools - Store

e« Tanzu Insight CLI plug-in does not support Windows:
Currently, the Tanzu Insight plug-in only supports macOS and Linux.
o Existing packages with new vulnerabilities not updated:

It is a known issue that Supply Chain Security Tools - Store does not correctly save new
vulnerabilities for a package that was already submitted in a previous report. This issue
causes new vulnerabilities not saved to the database.

« Persistent volume retains data:

If Supply Chain Security Tools - Store is deployed, deleted, redeployed, and the database
password is changed during the redeployment, the metadata-store-db pod fails to start. The
cause is the persistent volume that PostgreSQL uses retaining old data, even though the
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retention policy is set to DELETE.
To resolve this issue, see solution.
e Missing persistent volume:

After Supply Chain Security Tools - Store is deployed, metadata-store-db pod might fail for
missing volume while postgres-db-pv-claim pVvcC is in the PENDING state. This issue might
occur if the cluster where Supply Chain Security Tools - Store is deployed does not have
storageclass defined.

The provisioner of storageclass is responsible for creating the persistent volume after

metadata-store-db attaches postgres-db-pv-claim. TO resolve this issue, see solution.
o« No support for installing in custom namespaces:

Supply Chain Security Tools — Store is deployed to the metadata-store namespace. There is
no support for configuring the namespace.

Tanzu Application Platform GUI

o« Tanzu Application Platform GUI doesn’t work in Safari: Tanzu Application Platform GUI
does not work in the Safari web browser.

« Runtime Resources errors: The Runtime Resources tab shows cluster query errors when
attempting to retrieve Kubernetes object details from clusters that are not on the Full profile.
For more information, see Troubleshooting

o Supply Chain displays incorrect data if there are workloads with same name and
namespace: When there are two workloads that have the same name and namespace, but
exist on different clusters, clicking either of them in the supply chain page always shows the
details for the first one. There is no way to access details for the second.

« Back-end Kubernetes plug-in reporting failure in multicluster environments:

In a multicluster environment when one request to a Kubernetes cluster fails, backstage-
kubernetes-backend reports a failure to the front end. This is a known issue with upstream
Backstage and it applies to all released versions of Tanzu Application Platform GUI. For more
information, see this Backstage code in GitHub. This behavior arises from the API at the
Backstage level. There are currently no known workarounds. There are plans for upstream
commits to Backstage to resolve this issue.
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Installing Tanzu Application Platform

This topic provides an overview to installing Tanzu Application Platform.

Installation process

The process of installing Tanzu Application Platform includes the following tasks:

Step Task

1.

Review the prerequisites to ensure that you have set up everything
required before beginning the installation

2. Accept the end-user license agreements

3. Install the Tanzu command line interface (CLI) and plug-ins for the
Tanzu CLI

4. Create a namespace, add a secret, and add the Tanzu Application
Platform package repository

5. Prepare your Tanzu Application Platform profile

6. Install the profile to the cluster

7. (Optional) Install any additional packages that were not in the profile

8. Install developer tools into your integrated development environment
(IDE)

Prerequisites

The following are required to install Tanzu Application Platform:

Link

Prerequisites

Accept the EULAS

Install the Tanzu CLI and plug-ins

Add the Tanzu Application Platform
Package Repository

Prepare to install your Tanzu
Application Platform profile

Install your Tanzu Application
Platform package

Installing Individual Packages

Installing Tanzu Developer Tools for
Visual Studio Code

VMware Tanzu Network and container image registry
requirements

Installation requires:

¢ Accessto VMware Tanzu Network:

A Tanzu Network account to download Tanzu Application Platform packages.

Network access to https://registry.tanzu.vmware.com.

o Cluster-specific registry:

A container image registry, such as Harbor or Docker Hub for application images,
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base images, and runtime dependencies. When available, VMware recommends
using a paid registry account to avoid potential rate-limiting associated with some free
registry offerings.

If installing using the 1ite descriptor for Tanzu Build Service, 1 GB of available
storage is recommended.

If installing using the full descriptor for Tanzu Build Service, which is suitable for
offline environments, 10 GB of available storage is recommended.

Note: For production environments, the full descriptor is recommended to optimize
security and performance. For more information about Tanzu Build Service
descriptors, see About descriptors.

Registry credentials with read and write access made available to Tanzu Application Platform
to store images.

Network access to your chosen container image registry.

DNS Records

There are some optional but recommended DNS records you must allocate if you decide to use

these particular components:

Cloud Native Runtimes (knative) - Allocate a wildcard subdomain for your developer’s
applications. This is specified in the cnrs.domain name key of the tap-values.yaml
configuration file that you input with the installation. This wildcard must be pointed at the
external IP address of the tanzu-system-ingress’s envoy service. See Access with the
shared Ingress method for more information about tanzu-system-ingress.

Tanzu Learning Center - Similar to Cloud Native Runtimes, allocate a wildcard subdomain for
your workshops and content. This is specified in the learningcenter.ingressbomain key of
the tap-values.yaml configuration file that you input with the installation. This wildcard must
be pointed at the external IP address of the tanzu-system-ingress’s envoy Service.

Tanzu Application Platform GUI - If you decide to implement the shared ingress and include
Tanzu Application Platform GUI, allocate a fully Qualified Domain Name (FQDN) that can be
pointed at the tanzu-system-ingress service. The default host name consists of tap-gui and

an IngressbDomain Of your choice. For example, tap-gui.example.com.

Tanzu Application Platform GUI

Latest version of Chrome, Firefox, or Edge. Tanzu Application Platform GUI currently does
not support Safari browser.

Git repository for Tanzu Application Platform GUI’s software catalogs, with a token allowing
read access. For more information about how to use your Git repository, see the Using
accelerator.yaml section in Getting started with the Tanzu Application Platform. Supported Git
infrastructure includes:

GitHub
GitLab

Azure DevOps
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e« Tanzu Application Platform GUI Blank Catalog from the Tanzu Application section of VMware
Tanzu Network
To install, navigate to Tanzu Network. Under the list of available files to download,
there is a folder titled tap-gui-catalogs-latest. Inside that folder is a compressed
archive titled Tanzu Application Platform GUI Blank Catalog. YOU must extract
that catalog to the preceding Git repository of choice. This serves as the configuration
location for your Organization’s Catalog inside Tanzu Application Platform GUI.

« The Tanzu Application Platform GUI catalog allows for two approaches towards storing
catalog information:

The default option uses an in-memory database and is suitable for test and
development scenarios. This reads the catalog data from Git URLs that you specify in
the tap-values.yaml file. This data is temporary, and any operations that cause the
server pod in the tap-gui namespace to be re-created also cause this data to be
rebuilt from the Git location. This can cause issues when you manually register
entities by using the Ul because they only exist in the database and are lost when
that in-memory database gets rebuilt.

For production use-cases, use a PostgreSQL database that exists outside the Tanzu
Application Platform packaging. The PostgreSQL database stores all the catalog data
persistently both from the Git locations and the Ul manual entity registrations. For
more information, see Configuring the Tanzu Application Platform GUI database

Kubernetes cluster requirements

Installation requires Kubernetes cluster v1.21, v1.22, or v1.23 on one of the following Kubernetes
providers:

« Azure Kubernetes Service.

« Amazon Elastic Kubernetes Service.
containerd must be used as the Container Runtime Interface (CRI). Some versions of
EKS default to Docker as the container runtime and must be changed to containerd.
EKS clusters on Kubernetes version 1.23 require the Amazon EBS CSI Driver due to
the CSIMigrationAWS is enabled by default in Kubernetes 1.23.

s Users currently on EKS Kubernetes version 1.22 must install the Amazon EBS
CSI Driver before upgrading to Kubernetes version 1.23. See AWS
documentation for more information.

AWS Fargate is not supported.

« Google Kubernetes Engine.

GKE Autopilot clusters do not have the required features enabled.

GKE clusters that are set up in zonal mode might detect Kubernetes API errors when
the GKE control plane is resized after traffic increases. Users can mitigate this by
creating a regional cluster with three control-plane nodes right from the start.

¢ Minikube

Reference the following resource requirements

Hyperkit driver is supported on macOS only. Docker driver is not supported.
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¢ Tanzu Kubernetes Grid multicloud

e« VSphere with Tanzu v7.0 U3a.
For vSphere with Tanzu, pod security policies must be configured so that Tanzu Application
Platform controller pods can run as root. For more information, see the Kubernetes
documentation.

To set the pod security policies, run:

kubectl create clusterrolebinding default-tkg-admin-privileged-binding --cluste

rrole=psp:vmware-system-privileged --group=system:authenticated

For more information about Pod Security Policies on Tanzu for vSphere, see Using Pod
Security Policies with Tanzu Kubernetes Clusters in VMware vSphere Product
Documentation.

Resource requirements

« To deploy all Tanzu Application Platform packages, your cluster must have at least:
8 CPUs for i9 (or equivalent) available to Tanzu Application Platform components
12 CPUs for i7 (or equivalent) available to Tanzu Application Platform components
8 GB of RAM across all nodes available to Tanzu Application Platform

12 GB of RAM is available to build and deploy applications, including Minikube.
VMware recommends 16 GB of RAM for an optimal experience.

70 GB of disk space available per node

o« For the full profile or use of Security Chain Security Tools - Store, your cluster must have a
configured default StorageClass.

« Pod Security Policies must be configured so that Tanzu Application Platform controller pods
can run as root. See Kubernetes documentation for more information.

Tools and CLI requirements

Installation requires:

« The Kubernetes CLI, kubectl, v1.20, v1.21 or v1.22, installed and authenticated with admin
rights for your target cluster. See Install Tools in the Kubernetes documentation.

Accepting Tanzu Application Platform EULAS, installing
Cluster Essentials and the Tanzu CLI
This topic describes how to:

¢ Accept Tanzu Application Platform EULAs

o Set the Kubernetes cluster context

¢ Install Cluster Essentials for Tanzu

o Install or update the Tanzu CLI and plug-ins
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Accept the End User License Agreements

Before downloading and installing Tanzu Application Platform packages, you must accept the End
User License Agreements (EULAS) as follows:

1. Signin to VMware Tanzu Network.

2. Accept or confirm that you have accepted the EULAs for each of the following:
Cluster Essentials for VMware Tanzu
Tanzu Application Platform

Tanzu Build Service associated components:

s Tanzu Build Service Dependencies
=« Buildpacks for VMware Tanzu

s Stacks for VMware Tanzu

Example of accepting the Tanzu Application Platform EULA
To accept the Tanzu Application Platform EULA:
1. Go to Tanzu Application Platform.

2. Select the Click here to sign the EULA link in the yellow warning box under the release
drop-down menu. If the yellow warning box is not visible, the EULA has already been
accepted.
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() VMware Tanzu Application Platform

i GET EMAI

LERTS

| RELEASE: 1.1.2 .

‘Warning: Before you can download any components of this release
you will need to sign an end user license agreement (EULA). After
signing the EULA you will be able to download the components of this
release until a new major version of this product is released {for
generally available products), until any new release of this product is
released (for alpha or beta products) or when the EULA itself changes.
Cick - EuLA

learning-center-workshop-samples.zip

MKE  1oa

Tanzu Developer Tools for Wisual Studio Code

1EME  0.6.0

tanzu-cli-wv0.1.6
3 Files

tap-gui-catalogs-latest
2 Files

Artifact References
| 679 Artifacts

Release Details

Release Date 2022-06-14
Release Type Patch Release
End of General Support 2023-06-30

Release Description

Patch release includes multiple CVE fixes.

Depends On

Products in the "Depends On” section must be installed prior to installing or upgrading
to VMware Tanzu Application Platform 1.1.2. Please install or upgrade these products to
one of the listed versions.

Cluster Essentials for VMware Tanzu
11.00r1.0.0

Upgrades From

VMware Tanzu Applicaticn Platform wersions in the "Upgrades From" section can be
directly upgraded to VMware Tanzu Application Platform 1.1.2. If your current version of
WMware Tanzu Applicaticn Platform is not on this list, please contact Tanzu Customer
Service for assistance

1.0.%11.00r111

For any assistance with upgrades please use the Tanzu Upgrade Planner Tocl

License Files

W VMWARE TANZU APPLICATION PLATFORM 1.1.2 OPEN SOURCE LICENSE

RELEASE NOTES®

END USER LICENSE AGREEMENT

*Releaze notes can possibly take up ta 1-2 business days to publish

3. Select Agree in the bottom-right of the dialog box as seen in the following screenshot.
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VMware Software EULA X

You must agree to these terms and conditions in order to download software.

VMWARE END USER LICENSE AGREEMENT

PLEASE NOTE THAT THE TERMS OF THIS END USER LICENSE AGREEMENT
SHALL GOVERN YOUR USE OF THE SOFTWARE, REGARDLESS OF ANY
TERMS THAT MAY APPEAR DURING THE INSTALLATION OF THE SOFTWARE.

IMPORTANT-READ CAREFULLY: BY DOWNLOADING, INSTALLING, OR USING
THE SOFTWARE, YOU (THE INDIVIDUAL OR LEGAL ENTITY) AGREE TO BE
BOUND BY THE TERMS OF THIS END USER LICENSE AGREEMENT (“EULA").
IF YOU DO NOT AGREE TO THE TERMS OF THIS EULA, YOU MUST NOT
DOWNLOAD, INSTALL, OR USE THE SOFTWARE, AND YOU MUST DELETE OR
RETURN THE UNUSED SOFTWARE TO THE VENDOR FROM WHICH YOU
ACQUIRED IT WITHIN THIRTY (30) DAYS AND REQUEST AREFUND OF THE
LICENSE FEE, IF ANY, THAT YOU PAID FOR THE SOFTWARE.

EVALUATION LICENSE. If You are licensing the Software for evaluation purposes,
Your use of the Software is only permitted in a non-production environment and for

1 1
1 1

This example shows that you have now accepted the EULASs for Tanzu Application Platform. In
addition, you must accept the EULASs for Cluster Essentials for VMware Tanzu and for Tanzu Build
Services and its associated components as stated above.

Set the Kubernetes cluster context

To set the Kubernetes cluster context:

1. List the existing contexts by running:

kubectl config get-contexts

For example:

$ kubectl config get-contexts
CURRENT NAME CLUSTER AUTHINFO
NAMESPACE
aks-repo-trial aks-repo-trial clusterUser_ aks-r
g-01_aks-repo-trial
* aks-tap-cluster aks-tap-cluster clusterUser_ aks-r
g-01_ aks-tap-cluster

2. Set the context to the cluster that you want to use for the Tanzu Application Platform
packages installation by running:
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kubectl config use-context CONTEXT
Where coNTEXT is the cluster that you want to use. For example, aks-tap-cluster.
For example:

$ kubectl config use-context aks-tap-cluster

Switched to context "aks-tap-cluster".

Install Cluster Essentials for Tanzu

Cluster Essentials for VMware Tanzu simplifies the process of installing the open-source Carvel tools

on your cluster. It includes a script to download and install supported versions of kapp-controller and
secretgen-controller on the target cluster. It also installs the kapp, imgpkg, ytt, and kbld CLIs on your
local machine. Currently, Cluster Essentials only supports macOS and Linux.

When you are using a VMware Tanzu Kubernetes Grid cluster, there is no need to install Cluster
Essentials because the contents of Cluster Essentials are already installed on your cluster.

To install Cluster Essentials, see Deploying Cluster Essentials.

Install or update the Tanzu CLI and plug-ins

You use the Tanzu CLI and plug-ins to install and use the Tanzu Application Platform functions and

features.

ﬁ Note

Follow the steps in this topic if you do not want to use a profile to install the Tanzu
CLI and plug-ins. For more information about profiles, see About Tanzu Application
Platform components and profiles.

To install the Tanzu CLI and plug-ins:
1. Signin to VMware Tanzu Network.
2. Go to the Tanzu Application Platform product page.
3. Select Release 1.1.0 from the release drop-down menu.
4. Click and download the Tanzu framework bundle for your operating system.
5

(Optional) If an earlier upgrade attempt failed, you can uninstall the previous version of the
Tanzu CLI and associated plug-ins and files. See Remove Tanzu CLI, plug-ins, and associated
files for more information.

To install the Tanzu CLI and plug-ins:

For Windows installation instructions, see Install Tanzu CLI: Windows.

Install Tanzu CLI: Linux or macOS

1. Create a $HOME/tanzu directory on your local machine.
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2. Unpack the downloaded TAR file into the $HOME/tanzu directory by running:
For Linux:
tar -xvf tanzu-framework-linux-amdé64.tar -C $SHOME/tanzu

For macOS:

tar -xvf tanzu-framework-darwin-amd64.tar -C $HOME/tanzu

3. Setthe environment variable TANZU CLI NO INIT to true to ensure the local downloaded
versions of the CLI core and plug-ins are installed by running:

export TANZU CLI NO INIT=true

4. Install or update the CLI core by running:

Note: Replace v0.11.2 with the version you’ve downloaded.

For Linux:

cd $HOME/tanzu
export VERSION=v0.11.2
sudo install cli/core/$VERSION/tanzu-core-linux amdé64 /usr/local/bin/tanz

u

For macOS:

cd $HOME/tanzu
export VERSION=v(0.11.2
install cli/core/SVERSION/tanzu-core-darwin_amdé4 /usr/local/bin/tanzu

5. Confirm the installation by running:

tanzu version

Expected outcome:

version: v0.11.4

6. Proceed to Install/Update Tanzu CLI plug-ins

Install Tanzu CLI: Windows
1. Open the Windows file browser.
2. Create a program Files\tanzu directory on your local machine.

3. From the Downloads directory, right-click the tanzu-framework-windows.amdé64.zip file, select
the Extract All... menu option, enter C:\Program files\tanzu in the Files are extracted to
this directory: text box, and click the Extract.

4. From the program Files\tanzu directory, move and rename; the executable file from
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10.

1.

12.

13.

Program Files\tanzulclilcorel\v0.ll.2\tanzu-core-windows amdé64.exe

to

Program Files\tanzultanzu.exe

From the Program Files directory, right-click the tanzu directory and select Properties >
Security.

Ensure that your user account has the Full Control permission.

Use Windows Search to search for env, select Edit the system environment variables, click
Environment Variables on the bottom right of the dialogue box.

Find and select the Path row under System variables, click Edit.
Click New, enter the path value, click OK.

Note: The path value must not include tanzu.exe. For example, C:\Program Files\tanzu.

Click New following the System Variables section, add a new environmental variable named

TANZU CLI NO INIT with a variable value true, click OK.

Use Windows Search to search for cmd, select Command Prompt to open the command line
terminal.

Verify the Tanzu CLI installation by running:

tanzu version

Expected outcome:

version: v0.11.2

Proceed to Install/Update Tanzu CLI plug-ins

Install/Update Tanzu CLI plug-ins

To install or update Tanzu CLI plug-ins from your terminal, follow these steps:

1.

2.

Install plug-ins from the $HOME/tanzu directory (if on Linux or macOS) or Program
Files\tanzu directory (if on Windows) by running:

tanzu plugin install --local cli all

Verify that you installed the plug-ins by running:

tanzu plugin list

Expected outcome:

NAME DESCRIPTION
SCOPE DISCOVERY VERSION STATUS
login Login to the platform
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Standalone default v0.11.6 not installed
management-cluster Kubernetes management-cluster operations

Standalone default v0.11.6 not installed
package Tanzu package management

Standalone default v0.11l.6 installed
pinniped-auth Pinniped authentication operations (usually not directly in
voked) Standalone default v0.11.6 not installed
secret Tanzu secret management

Standalone default v0.11.6 installed
services Discover Service Types, Service Instances and manage Resour
ce Claims (ALPHA) Standalone v0.3.0-rc.2 installed
accelerator Manage accelerators in a Kubernetes cluster

Standalone vl.2.0-build.1l insta
lled
apps Applications on Kubernetes

Standalone v0.7.0-build.1l insta
lled
insight post & query image, package, source, and vulnerability data

Standalone vi.2.1 installed

Note: Currently, insight plug-in only supports macOS and Linux.

You can now proceed with installing the Tanzu Application Platform Package and Profiles.

Installing the Tanzu Application Platform package and
profiles

This topic describes how to install Tanzu Application Platform packages from the Tanzu Application
Platform package repository.

Before installing the packages, ensure that you have completed the prerequisites, configured and
verified the cluster, accepted the EULA, and installed the Tanzu CLI with any required plug-ins. See
Accepting Tanzu Application Platform EULASs, installing Cluster Essentials and the Tanzu CLI for
more information.

Relocate images to a registry

VMware recommends relocating the images to your registry from VMware Tanzu Network registry
before attempting installation.

If you choose not to relocate images, Tanzu Application Platform depends directly on VMware Tanzu
Network for continued operation. VMware recommends relocating images because there are no
uptime guarantees for installations that depend directly on VMware Tanzu Network. The option to
skip relocation is documented for evaluation and proof-of-concept only.

The supported container registries are Harbor, Azure Container Registry, Google Container Registry,
and Quay.io. See the following documentation for a registry to learn how to set it up:

« Harbor documentation
¢ Google Container Registry documentation
« Quay.io documentation

To relocate images from the VMware Tanzu Network registry to your registry:
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1. Log in to your image registry by running:

docker login MY-REGISTRY

Where MY-REGISTRY iS your own container registry.
2. Log into the VMware Tanzu Network registry with your VMware Tanzu Network credentials

by running:

docker login registry.tanzu.vmware.com

3. Set up environment variables for installation use by running:

export INSTALL REGISTRY USERNAME=MY-REGISTRY-USER
export INSTALL REGISTRY PASSWORD=MY-REGISTRY-PASSWORD
export INSTALL REGISTRY HOSTNAME=MY-REGISTRY

export TAP_ VERSION=VERSION-NUMBER

Where:
MY-REGISTRY-USER is the user with write access to MY-REGISTRY.
MY-REGISTRY-PASSWORD is the password for MY-REGISTRY-USER.
MY-REGISTRY iS your own container registry.
VERSION-NUMBER is your Tanzu Application Platform version. For example, 1.1.0.

4. Relocate the images with the Carvel tool imgpkg by running:

imgpkg copy -b registry.tanzu.vmware.com/tanzu-application-platform/tap-package
s:${TAP_VERSION} --to-repo ${INSTALL REGISTRY HOSTNAME} /TARGET-REPOSITORY/tap-p

ackages

Where TARGET-REPOSITORY iS your target repository

5. Create a namespace called tap-install for deploying any component packages by running:

kubectl create ns tap-install

This namespace keeps the objects grouped together logically.

6. Create aregistry secret by running:

tanzu secret registry add tap-registry \

--username ${ INSTALL REGISTRY USERNAME} --password ${ INSTALL REGISTRY_ PASSWOR
D} \

—-—-server ${INSTALL_REGISTRY_HOSTNAME} \

--export-to-all-namespaces --yes --namespace tap-install

7. Add the Tanzu Application Platform package repository to the cluster by running:

tanzu package repository add tanzu-tap-repository \

--url ${ INSTALL REGISTRY_ HOSTNAME } /TARGET-REPOSITORY/tap-packages: $TAP_VERSIO
N \

--namespace tap-install
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Where:

STAP VERSION is the Tanzu Application Platform version environment variable you
defined earlier.

TARGET-REPOSITORY is the necessary repository.

8. Get the status of the Tanzu Application Platform package repository, and ensure the status

updates to Reconcile succeeded by running:

tanzu package repository get tanzu-tap-repository --namespace tap-install

For example:

$ tanzu package repository get tanzu-tap-repository --namespace tap-install
- Retrieving repository tap...

NAME : tanzu-tap-repository

VERSION: 16253001

REPOSITORY: tapmdc.azurecr.io/mdc/1.0.2/tap-packages
TAG: 1.0.2

STATUS: Reconcile succeeded

REASON:

Note: The vErsION and TAG numbers differ from the earlier example if you are on Tanzu
Application Platform v1.0.2 or earlier.

9. List the available packages by running:

tanzu package available list --namespace tap-install

For example:

$ tanzu package available list --namespace tap-install
/ Retrieving available packages...

NAME DISPLAY-NAME
SHORT-DESCRIPTION
accelerator.apps.tanzu.vmware.com Application Accelerator
for VMware Tanzu Used to create new projects a

nd configurations.
api-portal.tanzu.vmware.com API portal
A unified user interface to e
nable search, discovery and try-out of API endpoints at ease.
backend.appliveview.tanzu.vmware.com Application Live View fo
r VMware Tanzu App for monitoring and troubl
eshooting running apps
connector.appliveview.tanzu.vmware.com Application Live View Co
nnector for VMware Tanzu App for discovering and regis
tering running apps
conventions.appliveview.tanzu.vmware.com Application Live View Co
nventions for VMware Tanzu Application Live View convent
ion server
buildservice.tanzu.vmware.com Tanzu Build Service
Tanzu Build Service enables t
he building and automation of containerized software workflows securely and at
scale.
cartographer.tanzu.vmware.com Cartographer
Kubernetes native Supply Chai

VMware, Inc 82



Tanzu Application Platform v1.1

VMware, Inc

n Choreographer.

cnrs.tanzu.vmware.com

rverless runtime based on Knative
controller.conventions.apps.tanzu.vmware.com

Mware Tanzu

p operators to consistently apply desired runtime

orkloads.

controller.source.apps.tanzu.vmware.com

es workload create/update from source code.
developer-conventions.tanzu.vmware.com

oper Conventions
grype.scanning.apps.tanzu.vmware.com
Chain Security Tools - Scan

Anchore Grype

image-policy-webhook.signing.apps.tanzu.vmware.com

Cloud Native Runtimes

Cloud Native Runtimes is a se

Convention Service for V
Convention Service enables ap

configurations to fleets of w

Tanzu Source Controller
Tanzu Source Controller enabl

Tanzu App Platform Devel
Developer Conventions

Grype Scanner for Supply
Default scan templates using

Image Policy Webhook
The Image Policy Webhook allo

ws platform operators to define a policy that will use cosign to verify signatu

res of container images
learningcenter.tanzu.vmware.com

u Application Platform
ootb-supply-chain-basic.tanzu.vmware.com

f The Box Supply Chain Basic

asic.
ootb-supply-chain-testing-scanning.tanzu.vmware.

f The Box Supply Chain with Testing and Scanning

ith Testing and Scanning.
ootb-supply-chain-testing.tanzu.vmware.com

f The Box Supply Chain with Testing

ith Testing.
ootb-templates.tanzu.vmware.com

f The Box Templates
scanning.apps.tanzu.vmware.com

ols - Scan

Learning Center for Tanz
Guided technical workshops
Platform Out
Supply Chain B

Tanzu App
of The

[e]

Out Box

Tanzu Platform Out o

of The

com
Out

App
Box Supply Chain w
Tanzu Platform Out o

of The

App

out Box Supply Chain w

Tanzu Platform Out o

App

Out of The Box Templates.
Supply Chain Security To

Scan for vulnerabilities and

enforce policies directly within Kubernetes native Supply Chains.

metadata-store.apps.tanzu.vmware.com
ity Tools - Store
ving and querying image, package,
service-bindings.labs.vmware.com
ernetes
es implements the Service Binding Specification.
services-toolkit.tanzu.vmware.com
the management, lifecycle,

s (databases, message queues, DNS records, etc.).
spring-boot-conventions.tanzu.vmware.com

tions Server

n server.
tap-gui.tanzu.vmware.com

rm GUI

ace for Tanzu Application Platform
tap.tanzu.vmware.com

rm

Tanzu Supply Chain Secur
The Metadata Store enables sa

and vulnerability data.

Service Bindings for Kub
Service Bindings for Kubernet

Services Toolkit
The Services Toolkit enables

discoverability and connectivity of Service Resource

Tanzu Spring Boot Conven

Default Spring Boot conventio

Tanzu Application Platfo

web app graphical user interf

Tanzu Application Platfo
Package to install a set of T

AP components to get you started based on your use case.

workshops.learningcenter.tanzu.vmware.com
al

Workshop Building Tutori
Workshop Building Tutorial

83



Tanzu Application Platform v1.1

Install your Tanzu Application Platform profile

The tap.tanzu.vmware.com package installs predefined sets of packages based on your profile
settings. This is done by using the package manager installed by Tanzu Cluster Essentials.

For more information about profiles, see Installation profiles in Tanzu Application Platform.
The following profiles are available for Tanzu Application Platform:

¢ Full: This profile contains all of the Tanzu Application Platform packages.

« lterate: This profile is intended for iterative application development.

o Build: This profile is intended for the transformation of source revisions to workload
revisions. Specifically, hosting workloads and SupplyChains.

« Run: This profile is intended for the transformation of workload revisions to running pods.
Specifically, hosting deliveries and deliverables.

« View: This profile is intended for instances of applications related to centralized developer
experiences. Specifically, the TAP GUI and Metadata Store.

To prepare to install a profile:

1. List version information for the package by running:

tanzu package available list tap.tanzu.vmware.com --namespace tap-install

2. Create a tap-values.yanl file by using the Full Profile sample as a guide. These samples
have the minimum configuration required to deploy Tanzu Application Platform. The sample
values file contains the necessary defaults for:

The meta-package, or parent Tanzu Application Platform package
Subordinate packages, or individual child packages

Important: Keep the values file for future configuration use.

3. (Optional) Configure LoadBalancer for Contour ingress

4. Proceed to the View possible configuration settings for your package section.

(Optionali) Configure LoadBalancer for Contour ingress

Important: This section only applies when you use Tanzu Application Platform to deploy its own
shared Contour ingress controller in tanzu-system-ingress. It is not applicable when you use your
existing ingress.

Before defining other parameters for your Tanzu Application Platform installation, VMware
recommends defining your ingress because several components, including Tanzu Application
Platform GUI, rely on it.

You can share this ingress across Cloud Native Runtimes (cnrs), Tanzu Application Platform GUI
(tap_gui), and Learning Center (learningcenter).

By default, Contour uses NodePort as the service type. To set the service type to LoadBalancer, add
the following to your tap-values.yaml:
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contour:
envoy:
service:

type: LoadBalancer

If you use AWS, the preceding section creates a classic LoadBalancer. To use the Network

LoadBalancer instead of the classic LoadBalancer for ingress, add the following to your tap-

values.yaml:

contour:
infrastructure provider: aws
envoy:
service:
aws:

LBType: nlb

Full profile

The following is the YAML file sample for the full-profile:

profile: full

contour:
envoy:
service:

type: LoadBalancer

shared:
ingress_domain: INGRESS-DOMAIN

ceip policy disclosed: FALSE-OR-TRUE-VALUE # Installation fails if
true. Not a string.
buildservice:
kp_default repository: "KP-DEFAULT-REPO"
kp_default repository username: "KP-DEFAULT-REPO-USERNAME"
kp_default repository password: "KP-DEFAULT-REPO-PASSWORD"
tanzunet username: "TANZUNET-USERNAME"
tanzunet password: "TANZUNET-PASSWORD"
descriptor name: "DESCRIPTOR-NAME"

supply chain: basic

cnrs:

domain name: INGRESS-DOMAIN

ootb supply chain basic:
registry:
server: "SERVER-NAME"
repository: "REPO-NAME"
gitops:
ssh secret: "SSH-SECRET-KEY"

learningcenter:

ingressDomain: "INGRESS-DOMAIN"

tap_gui:
service type: ClusterIP

VMware, Inc
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ingressEnabled: "true"
ingressDomain: "INGRESS-DOMAIN"
app_config:

app:

baseUrl: http://tap-gui.INGRESS-DOMAIN
catalog:

locations:

- type: url
target: https://GIT-CATALOG-URL/catalog-info.yaml

backend:

baseUrl: http://tap-gui.INGRESS-DOMAIN

cors:

origin: http://tap-gui.INGRESS-DOMAIN

metadata store:
app_service type: LoadBalancer # (optional) Defaults to LoadBalancer. Change to Node
Port for distributions that don't support LoadBalancer

grype:
namespace: "MY-DEV-NAMESPACE" # (optional) Defaults to default namespace.
targetImagePullSecret: "TARGET-REGISTRY-CREDENTIALS-SECRET"

Where:

e KP-DEFAULT-REPO iS a writable repository in your registry. Tanzu Build Service dependencies
are written to this location. Examples:
Harbor has the form kp default repository: "my-harbor.io/my-project/build-

service"

Docker Hub has the form kp default repository: "my-dockerhub-user/build-

service" Or kp default repository: "index.docker.io/my-user/build-service"

Google Cloud Registry has the form kp _default repository: "gcr.io/my-

project/build-service"

e KP-DEFAULT-REPO-USERNAME is the username that can write to KP-DEFAULT-REPO. YOU can
docker push to this location with this credential.

For Google Cloud Registry, use kp default repository username: json key

e KP-DEFAULT-REPO-PASSWORD is the password for the user that can write to KP-DEFAULT-REPO.
You can docker push to this location with this credential. You can also configure this
credential by using a secret reference. See Install Tanzu Build Service for details.

For Google Cloud Registry, use the contents of the service account JSON file.

e TANZUNET-USERNAME and TANZUNET-PASSWORD are the email address and password to log in to
VMware Tanzu Network. Your VMware Tanzu Network credentials enable you to configure
the dependencies updater. This resource accesses and installs the build dependencies
(buildpacks and stacks) that Tanzu Build Service requires on your cluster. It can also
optionally keep these dependencies up to date as new versions are released on VMware
Tanzu Network. You can also configure this credential by using a secret reference. For more
information, see Install Tanzu Build Service.

e« DESCRIPTOR-NAME iSs the name of the descriptor to import. For more information, see
Overview of Tanzu Build Service. Available options are:

lite is the default if not set. It has a smaller footprint, which enables faster
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installations.

full is optimized to speed up builds and includes dependencies for all supported
workload types.

e« SERVER-NAME is the hostname of the registry server. Examples:

Harbor has the form server: "my-harbor.io"
Docker Hub has the form server: "index.docker.io"
Google Cloud Registry has the form server: "gcr.io"

e REPO-NAME is where workload images are stored in the registry. Images are written to SERVER-

NAME /REPO-NAME /workload-name. Examples:

Harbor has the form repository: "my-project/supply-chain"
Docker Hub has the form repository: "my-dockerhub-user”
Google Cloud Registry has the form repository: "my-project/supply-chain”

e SSH-SECRET-KEY is the SSH secret key in the developer namespace for the supply chain to
fetch source code from and push configuration to.

e INGRESS-DOMAIN is the subdomain for the host name that you point at the tanzu-shared-

ingress service’s External IP address.

e GIT-CATALOG-URL is the path to the catalog-info.yaml catalog definition file. You can
download either a blank or populated catalog file from the Tanzu Application Platform
product page. Otherwise, you can use a Backstage-compliant catalog you've already built
and posted on the Git infrastructure.

e MY-DEV-NAMESPACE is the namespace where you want to deploy the scanTemplates. This is
the namespace where the scanning feature runs.

e TARGET-REGISTRY-CREDENTIALS-SECRET is the name of the secret that contains the credentials
to pull an image from the registry for scanning. If built images are pushed to the same
registry as the Tanzu Application Platform images, this can reuse the tap-registry secret
created in Add the Tanzu Application Platform package repository.

Note: When you install Tanzu Application Platform, it is bootstrapped with a set of dependencies
(buildpacks and stacks) for application builds. For more information about buildpacks, see the
VMware Tanzu Buildpacks Documentation. You can find the buildpack and stack artifacts installed
with Tanzu Application Platform in the descriptor file on Tanzu Network. The current installed version
of the descriptor is 100.0.293. Sometimes the dependencies require updates. You can use a manual
process in a CI/CD context, or an automatic update process in the background by Tanzu Application
Platform.

Light Profile

The Light profile is deprecated. Although existing values files might still refer to the Light profile,
VMware recommends to migrate to one of the new profiles described in Install your Tanzu
Application Platform profile by following the procedures in Migrate Tanzu Application Platform
profiles.

View possible configuration settings for your package
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To view possible configuration settings for a package, run:

tanzu package available get tap.tanzu.vmware.com/$TAP VERSION --values-schema --namesp
ace tap-install

Where $TAP VERSION is the Tanzu Application Platform version environment variable you defined
earlier.

Note: The tap.tanzu.vmware.com package does not show all configuration settings for packages it
plans to install. The package only shows top-level keys. You can view individual package
configuration settings with the same tanzu package available get command. For example, use
tanzu package available get -n tap-install cnrs.tanzu.vmware.com/1.0.3 --values-schema for

Cloud Native Runtimes.

profile: full

# e.g. CNRs specific values go under its name
cnrs:

provider: local

# e.g. App Accelerator specific values go under its name
accelerator:
server:

service type: "ClusterIP"

Identify the values for your package

You can identify the values for your Tanzu package by running:

tanzu package available get PACKAGE-NAME.tanzu.vmware.com/VERSION --values-schema -n t
ap-install

Where:

e VERSION is the version number of the package. For example, 0.5.1 for Supply Chain Basic
package.

e PACKAGE-NAME is the value of Top-level Key for package-specific configuration within your
tap-values.yaml, as summarized in the following table:

Package Top-level Key

see table below shared

API portal api portal

Application Accelerator accelerator

Application Live View appliveview

Application Live View Connector appliveview connector
Application Live View Conventions appliveview-conventions
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Package

Cartographer

Cloud Native Runtimes

Convention Controller

Source Controller

Supply Chain

Supply Chain Basic

Supply Chain Testing

Supply Chain Testing Scanning
Supply Chain Security Tools - Scan
Supply Chain Security Tools - Scan (Grype Scanner)
Supply Chain Security Tools - Store
Image Policy Webhook

Build Service

Tanzu Application Platform GUI

Learning Center

Top-level Key

cartographer

cnrs

convention controller

source controller

supply chain

ootb supply chain basic

ootb supply chain testing

ootb supply chain testing scanning

scanning

grype

metadata store

image policy webhook

buildservice

tap_gui

learningcenter

Shared Keys define values that configure multiple packages. These keys are defined under the

shared Top-level Key, as summarized in the following table:

Shared
Used By Description
Key
ca_cert d convention controller, Optional: PEM Encoded certificate data to trust TLS connections
ata source controller with a private CA.

For information about package-specific configuration, see Installing individual packages.

For example, to identify the SSH secret keys for Supply Chain Basic, you can run:

tanzu package available get ootb-supply-chain-basic.tanzu.vmware.com/0.5.1 --values-sc

hema -n tap-install

Expect to see the following outputs that list the all the SSH secret keys and the descriptions

applicable to the package:

TYPE DESCRIPTION
string Name of the Tanzu Build S

ervice (TBS) ClusterBuilder to use by default on image objects managed by the supply c

KEY DEFAULT
cluster builder default
hain.

gitops.branch main

string Default branch to use for

pushing Kubernetes configuration files produced by the supply chain.

gitops.commit message bump configuration

VMware, Inc
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e to write when publishing Kubernetes configuration files produces by the supply chain
to git.

gitops.email supplychain@cluster.local string Default user email to be

used for the commits produced by the supply chain.

gitops.repository prefix <nil> string Default prefix to be used
for forming Git SSH URLs for pushing Kubernetes configuration produced by the supply
chain.

gitops.ssh_secret git-ssh string Name of the default Secre
t containing SSH credentials to lookup in the developer namespace for the supply chain
to fetch source code from and push configuration to.

gitops.username supplychain string Default user name to be u
sed for the commits produced by the supply chain.

registry.repository <nil> string Name of the repository in
the image registry server where the application images from the workloads should be p

ushed to (required).

registry.server index.docker.io string Name of the registry serv
er where application images should be pushed to (required).

service_account default string Name of the service accou
nt in the namespace where the Workload is submitted to utilize for providing registry

credentials to Tanzu Build Service (TBS) Image objects as well as deploying the applic

ation.

Install your Tanzu Application Platform package
Follow these steps to install the Tanzu Application Platform package:

1. Install the package by running:

tanzu package install tap -p tap.tanzu.vmware.com -v STAP_VERSION --values-file
tap-values.yaml -n tap-install

Where $TaP VERSION is the Tanzu Application Platform version environment variable you
defined earlier.

2. Verify the package install by running:
tanzu package installed get tap -n tap-install
This may take 5-10 minutes because it installs several packages on your cluster.
3. Verify that all the necessary packages in the profile are installed by running:
tanzu package installed list -A

4. (Optional) Install any additional packages not included in your profile.

Important: Ensure you have set up developer namespaces to use your installed packages.

After installing Full Profile on to your cluster, you can install the Tanzu Developer Tools for VSCode
extension to help you develop against it. For instructions, see Installing Tanzu Developer Tools for
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VS Code.

Access Tanzu Application Platform GUI

To access Tanzu Application Platform GUI, you can use the hostname that you configured earlier.
This hostname is pointed at the shared ingress. To configure LoadBalancer for Tanzu Application
Platform GUI, see Accessing Tanzu Application Platform GUI.

You’'re now ready to start using Tanzu Application Platform GUI. Proceed to the Getting Started topic
or the Tanzu Application Platform GUI - Catalog Operations topic.

Exclude packages from a Tanzu Application Platform profile

To exclude packages from a Tanzu Application Platform profile:

1.  Find the full subordinate (child) package name:

tanzu package available list --namespace tap-install

2. Update your tap-values file with a section listing the exclusions:

profile: PROFILE-VALUE
excluded packages:
- tap-gui.tanzu.vmware.com

- service-bindings.lab.vmware.com

Important: If you exclude a package after performing a profile installation including that package,
you cannot see the accurate package states immediately after running tap package installed list

-n tap-install.

Warning: You can break package dependencies by removing a package. Allow 20 minutes to verify
that all packages have reconciled correctly while troubleshooting.

Opting out of telemetry collection

This topic describes how to opt out of the VMware Customer Experience Improvement Program
(CEIP). By default, when you install Tanzu Application Platform, you are opted into telemetry
collection. To turn off telemetry collection, complete following the instructions.

Note: If you opt out of telemetry collection, VMware cannot offer you proactive support and the
other benefits that accompany participation in the CEIP.

Turn off telemetry collection

To turn off telemetry collection on your Tanzu Application Platform installation:

1.  Ensure your Kubernetes context is pointing to the cluster where Tanzu Application Platform
is installed.

2. Run the following kubectl command:

kubectl apply -f - <<EOF

apiVersion: vl
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kind: Namespace
metadata:
name: vmware-system-telemetry
apivVersion: vl
kind: ConfigMap
metadata:
namespace: vmware-system-telemetry
name: vmware-telemetry-cluster-ceip
data:
level: disabled
EOF

3. If you already have Tanzu Application Platform installed, restart the telemetry collector to
pick up the change:

kubectl delete pods --namespace tap-telemetry --all

Your Tanzu Application Platform deployment no longer emits telemetry, and you are opted out of
the CEIP.
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Upgrading Tanzu Application Platform

This document describes how to upgrade Tanzu Application Platform.

You can perform fresh install of Tanzu Application Platform by following the instructions in Installing
Tanzu Application Platform.

Prerequisites

Before you upgrade Tanzu Application Platform:

« Verify that you meet all the prerequisites of the target Tanzu Application Platform version. If
the target Tanzu Application Platform version does not support your existing Kubernetes
version, VMware recommends upgrading to a supported version before proceeding with the
upgrade.

e Forinformation about installing your Tanzu Application Platform, see Install your Tanzu
Application Platform profile

« Forinformation about installing or updating the Tanzu CLI and plug-ins, see Install or update
the Tanzu CLI and plug-ins

« Forinformation on Tanzu Application Platform GUI considerations, see Tanzu Application
Platform GUI Considerations

« Verify all packages are reconciled by running tanzu package installed list -A

Add new package repository

Follow these steps to update to the new package repository:

1. Relocate the latest version of TAP images which you want to update with the Carvel tool
imgpkg by following the steps provided in document from Step 1 - Step 4.

tanzu package repository update tanzu-tap-repository \

--url registry.tanzu.vmware.com/tanzu-application-platform/tap-packages:VER
SION \

--namespace tap-install

Where VERSION is the target revision of Tanzu Application Platform you are migrating to.

Note: Make sure to Update the export TAP VERSION=VERSION-NUMBER which you want to
update to

2. Add the target version of the Tanzu Application Platform package repository by running:

If Cluster Essentials 1.2 and above installed:

tanzu package repository add tanzu-tap-repository \
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--url ${INSTALL REGISTRY HOSTNAME}/TARGET-REPOSITORY/tap-packages:$TAP VE
RSION \

--namespace tap-install

Where VERSION is the target revision of Tanzu Application Platform you are migrating
to.

If Cluster Essentials 1.1 and 1.0 installed:

tanzu package repository update tanzu-tap-repository \

--url ${INSTALL REGISTRY HOSTNAME}/TARGET-REPOSITORY/tap-packages:$STAP VE
RSION \

--namespace tap-install

Where $TAP_VERSION is the target revision of Tanzu Application Platform you are
updating to.For example, 1.3.0

Note: If you are using Cluster Essentials 1.0 or 1.1, expect to see the installed Tanzu
Application Platform packages in a temporary “Reconcile Failed” state, following a
“Package not found” warning. These warnings will disappear after you upgrade the
installed Tanzu Application Platform packages to version 1.2.0.

3. Verify you have added the new package repository by running:

tanzu package repository get tanzu-tap-repository --namespace tap-install

Perform upgrade of Tanzu Application Platform

Upgrade instructions for Profile-based installation

Important: Before performing the upgrade, ensure descriptor name is either unset or set to full, or
lite in the tap-values.yaml.

For Tanzu Application Platform that is installed by profile, you can perform the upgrade by running:

Note: Ensure you run the following command in the directory where the tap-values.yaml file
resides.

tanzu package installed update tap -p tap.tanzu.vmware.com -v VERSION --values-file t

ap-values.yaml -n tap-install

Where VERSION is the target revision of Tanzu Application Platform you are migrating to.

Upgrade instructions for component-specific installation

For information about upgrading Tanzu Application Platform GUI, see upgrading Tanzu Application
Platform GUI.

Verify the upgrade

Verify the versions of packages after the upgrade by running:
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tanzu package installed list --namespace tap-install

Your output is similar, but probably not identical, to the following example output:

- Retrieving installed packages...

NAME PACKAGE-NAME
E-VERSION STATUS
accelerator accelerator.apps.tanzu.vmware.com

Reconcile succeeded

api-portal api-portal.tanzu.vmware.com
Reconcile succeeded

appliveview run.appliveview.tanzu.vmware.com
Reconcile succeeded

appliveview-conventions build.appliveview.tanzu.vmware.com
Reconcile succeeded

buildservice buildservice.tanzu.vmware.com
Reconcile succeeded

cartographer cartographer.tanzu.vmware.com

Reconcile succeeded

cert-manager cert-manager.tanzu.vmware.com
tap.1 Reconcile succeeded
cnrs cnrs.tanzu.vmware.com

Reconcile succeeded

contour contour.tanzu.vmware.com
+tap.1l Reconcile succeeded
conventions-controller controller.conventions.apps.tanzu.vmware.com

Reconcile succeeded

developer-conventions developer-conventions.tanzu.vmware.com
Reconcile succeeded

fluxcd-source-controller fluxcd.source.controller.tanzu.vmware.com
Reconcile succeeded

grype grype.scanning.apps.tanzu.vmware.com
Reconcile succeeded

image-policy-webhook image-policy-webhook.signing.apps.tanzu.vmware.com
Reconcile succeeded

learningcenter learningcenter.tanzu.vmware.com
Reconcile succeeded

learningcenter-workshops workshops.learningcenter.tanzu.vmware.com
Reconcile succeeded

metadata-store metadata-store.apps.tanzu.vmware.com
Reconcile succeeded

ootb-delivery-basic ootb-delivery-basic.tanzu.vmware.com
Reconcile succeeded

ootb-supply-chain-basic ootb-supply-chain-basic.tanzu.vmware.com
Reconcile succeeded

ootb-templates ootb-templates.tanzu.vmware.com
Reconcile succeeded

scanning scanning.apps.tanzu.vmware.com
Reconcile succeeded

service-bindings service-bindings.labs.vmware.com
Reconcile succeeded

services-toolkit services-toolkit.tanzu.vmware.com
Reconcile succeeded

source-controller controller.source.apps.tanzu.vmware.com
Reconcile succeeded

spring-boot-conventions spring-boot-conventions.tanzu.vmware.com
Reconcile succeeded

tap tap.tanzu.vmware.com
Reconcile succeeded
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tap-gui tap-gui.tanzu.vmware.com
Reconcile succeeded

tap-telemetry tap-telemetry.tanzu.vmware.com
Reconcile succeeded

tekton-pipelines tekton.tanzu.vmware.com

Reconcile succeeded
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Migrate Tanzu Application Platform profiles

This document describes how to migrate from one Tanzu Application Platform profile to another.

You can install Tanzu Application Platform by following the instructions in Installing Tanzu Application
Platform.

Prerequisites

To migrate from one Tanzu Application Platform profile to another ensure you do the following:
o Install Tanzu Application Platform. See Install your Tanzu Application Platform profile

o Install or update the Tanzu CLI and plug-ins. See Install or update the Tanzu CLI and plug-ins
If you install Tanzu Application Platform GUI verify the considerations. See Tanzu Application
Platform GUI Considerations

o Verify all packages are reconciled by running tanzu package installed list -A

« Note which packages are included in the original profile and the profile migrated to. If the
profile you are migrating to includes additional packages, those will be added and additional
cluster resources may be needed. If the profile migrated to doesn’t include a component,
the package is removed. If you do not want to add or remove a package, consider adding an
additional cluster instead of migrating.

Add new package repository
Follow these steps to add the new package repository:

1. Add the latest version of the Tanzu Application Platform package repository by running:

tanzu package repository update tanzu-tap-repository \

--url registry.tanzu.vmware.com/tanzu-application-platform/tap-packages:TAP
-VERSION \

--namespace tap-install

Where TAP-VERSION is your Tanzu Application Platform version. For example, 1.1.0.

2. Add the new package repository by running:

tanzu package repository get tanzu-tap-repository --namespace tap-install

Edit the tap-values.yaml configuration file that was used
during installation

During the Tanzu Application Platform installation, a configuration file is built that contains the
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necessary configuration values related to the Tanzu Application Platform cluster. See Installing the
Tanzu Application Platform package and profiles. To change the profile, edit the profile key in this
file, typically saved as tap-values.yaml by running:

profile: PROFILE-NAME
Where PROFILE-NAME is the desired target profile. Review the documentation on profiles to
determine the best fit.

Perform migration of Tanzu Application Platform profile

This step will execute the actual migration that will result in the addition or removal of components
based on the selected profile. Consideration should be given to backup any data that may be lost as
part of this operation.

To complete the Tanzu Application Platform profile migration, do the following:

tanzu package installed update tap -p tap.tanzu.vmware.com -v TAP-VERSION --values-fi

le tap-values.yaml -n tap-install

Where TAP-VERSION is your Tanzu Application Platform version. For example, 1.1.0.
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Getting started with the Tanzu Application
Platform

Purpose

Welcome to the Tanzu Application Platform. This document guides you through getting started on
the platform. Specifically, you are going to learn how to:

Develop and promote an application
Create an application accelerator
Add testing and security scanning to an application

Administer, set up, and manage supply chains

Before getting started, you must complete the prerequisites in the next section.

Getting started prerequisites

Verify you have successfully:

Installed the Tanzu Application Platform
See Installing Tanzu Application Platform.

Installed the Tanzu Application Platform on the target Kubernetes cluster
See Installing the Tanzu CLI and Installing the Tanzu Application Platform Package and
Profiles.

Set the default kubeconfig context to the target Kubernetes cluster
See Changing clusters.

Installed Out of The Box (OOTB) Supply Chain Basic
See Install Out of The Box Supply Chain Basic.

Note: If you used the default profiles provided in Installing the Tanzu Application Platform
Package and Profiles, you have already installed the Out of The Box (OOTB) Supply Chain
Basic.

Installed Tekton Pipelines
See Install Tekton Pipelines. If you used the default profiles provided in Installing the Tanzu
Application Platform Package and Profiles, you have already installed Tekton Pipelines.

Set up a developer namespace to accommodate the developer Workload
See Set up developer namespaces to use installed packages.

Installed Tanzu Application Platform GUI
See Install Tanzu Application Platform GUI.
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« Installed the VS Code Tanzu Extension
See Install the Visual Studio Code Tanzu Extension for instructions.

When you have completed the prerequisites, you are ready to get started.

Section 1: Develop your first application on the Tanzu
Application Platform

In this section, you are going to:
« Learn about application accelerators
« Deploy your application
o Add your application to Tanzu Application Platform GUI Software Catalog
« Set up your integrated development environment (IDE)
« Iterate on your application
o Live update your application
¢« Debug your application

e Monitor your running application

About application accelerators

Application accelerators are templates that not only codify best practices, but also provide important
configuration and structures ready and available for use. Developers can create applications and get
started with feature development immediately. Admins can create custom application accelerators
that reflect desired architectures and configurations, enabling developer use according to the best
practices defined. The Application Accelerator plug-in of Tanzu Application Platform GUI assists both
application developers and admins with creating and generating application accelerators. To create
your own application accelerator, see Create your accelerator.

Deploy your application

To deploy your application, you must download an accelerator, upload it on your Git repository of
choice, and run a CLI command. VMware recommends using the accelerator called Tanzu-Java-

Web-App.

1.  From Tanzu Application Platform GUI portal, click Create located on the left-hand side of the
navigation bar to see the list of available accelerators. For information about connecting to
Tanzu Application Platform GUI, see Accessing Tanzu Application Platform GUI.
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[ ) Tanzu Application Platform

Accelerators

@ suPPORT
Choose an accelerator to generate a new component

* Q, search Hello Fun , Hello world

<
adn
: PERSONAL
@ A simple Spring Cloud Function serverless app Hello World sample project for Spring Boot
* Starred o
VIEW REPOSITORY VIEW REPOSITORY
'YOUR ORGANIZATION
All 6 " i N
-x:'q Spring PetClinic Spring Sensors
I
TAGS
A sample Spring-based application A Spring application for tracking sensor data
Java v

VIEW REPOSITORY CHOOSE VIEW REPOSITORY CHOOSE

Spring Boot SQL JPA Y, Tanzu Java Web App
: /|
Spring Boot application that accesses an SQL database using JPA. A sample Spring Boot web application built with Tanzu supply-chain

VIEW REPOSITORY CHOOSE VIEW REPOSITORY CHOOSE

Locate the Tanzu Java Web App accelerator, which is a Spring Boot web app, and click
CHOOSE.

In the Generate Accelerators dialog box, replace the default value dev.local in the prefix
for container image registry field with the registry in the form of SERVER-NAME /REPO-NAME.
The SERVER-NAME/REPO-NAME must match what was specified for registry as part of the
installation values for cotb supply chain basic. Click NEXT STEP, verify the provided
information, and click CREATE.

After the Task Activity processes complete, click DOWNLOAD ZIP FILE.

After downloading the ZIP file, expand it in a workspace directory and follow your preferred
procedure for uploading the generated project files to a Git repository for your new project.

Ensure you have set up developer namespaces to use installed packages.

Deploy the Tanzu Java Web App accelerator by running the tanzu apps workload create
command:

tanzu apps workload create tanzu-java-web-app \
--git-repo GIT-URL-TO-PROJECT-REPO \

--git-branch main \

--type web \

--label app.kubernetes.io/part-of=tanzu-java-web-app \
--yes \

--namespace YOUR-DEVELOPER-NAMESPACE

Where GIT-URL-TO-PROJECT-REPO is the path you uploaded to in step 5 and YOUR-DEVELOPER-
NAMESPACE is the namespace configured in step 6.

If you bypassed step 5 or were unable to upload your accelerator to a Git repository, use the
following public version to test:

tanzu apps workload create tanzu-java-web-app \

--git-repo https://github.com/sample-accelerators/tanzu-java-web-app \
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--git-branch main \

-—-type web \

--label app.kubernetes.io/part-of=tanzu-java-web-app \
--yes \

—-—-namespace YOUR-DEVELOPER-NAMESPACE

Where YOUR-DEVELOPER-NAMESPACE is the namespace configured in step 6.
For more information, see Tanzu Apps Workload Create.

Note: This deployment uses an accelerator source from Git, but in later steps you use the
VSCode extension to debug and live-update this application.

View the build and runtime logs for your app by running the tail command:

tanzu apps workload tail tanzu-java-web-app --since 10m --timestamp --namespace
YOUR-DEVELOPER-NAMESPACE

Where YOUR-DEVELOPER-NAMESPACE is the namespace configured in step 6.

After the workload is built and running, you can view the Web App in your browser. View
the URL of the Web App by running the command below, and then press ctrl-click on the
Workload Knative Services URL at the bottom of the command output.

tanzu apps workload get tanzu-java-web-app --namespace YOUR-DEVELOPER-NAMESPACE
Where YOUR-DEVELOPER-NAMESPACE is the namespace configured in step 6.

o tanzu-java-web-app4.default.: X +

& C @ tanzu-java-web-app4.default.apps.<DOMAIN-NAME> @ Incognito

Greetings from Spring Boot + Tanzu!

Add your application to Tanzu Application Platform GUI Software
Catalog

1.

Navigate to the home page of Tanzu Application Platform GUI and click Home, located on
the left-side navigation bar. Click REGISTER ENTITY.
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Tanzu Application Platform

S Your Organization Catalog

A Home
Components ~ LESREEENA | @ surrorT
B Docs
TYPE
i create _
Al o Al (9) =
£ settings
PERSONAL Name system Owner Type Lifecycle Description Tags Actions
app-accelerator- ,
& Owned 3 Dj:"gm tap app-accelerator plugin beta Backsta. 2/ %
% Starred o app-live-view-plugin tap app-live-view plugin beta Backsta. B
backstage cncf library experimental Backsta. 27
'YOUR ORGANIZATION p—
9 backstage default-team service alpha Tanzu (apps1) /%
Al 5 component 2ol
Backstage Server in ,
9 demo-env tap-gui service stable Environ... [P
Demo
OWNER R
Tanzu Java Web App demo-env tap-gui service development This is . 27 ¥
tap tap dap-delivery package beta Tanzu.. By
LIFECYCLE TAP GUI tap tap-gui package beta carvel P 4
v worldoad-visibility p workload-visibiity olugin beta Backsta. B/s%

TAGS

Alternatively, you can add a link to the catalog-info.yaml to the tap-values.yaml

configuration file in the tap gui.app config.catalog.locations section. See Installing the
Tanzu Application Platform Package and Profiles.

2. Register an existing component prompts you to type a repository URL. Type the link to the
catalog-info.yaml file of the tanzu-java-web-app in the Git repository field, for example,
https://github.com/USERNAME/PROJECTNAME /blob/main/catalog-info.yaml.

3. Click ANALYZE.

4. Review the catalog entities to be added and click IMPORT.

Q Select URL

o Select Locations
Discovered Locations: 1

o Review

The following entities will be added to the catalog:

9 https:/fgithub.com/fandreizimin/tanzu-demo2/blob/main/catalog-ir
Entities: 2

{n} component:tanzu-java-web-app-AZ

o location:generated-8c1d46343f743665¢c7b73c3878c296c2e394

BACK IMPORT

@ Finish

5. Navigate back to the home page. The catalog changes and entries are visible for further
inspection.
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Note: If your Tanzu Application Platform GUI instance does not have a PostgreSQL database
configured, the catalog-info.yaml location must be re-registered after the instance is restarted or
upgraded.

Iterate on your application

Now that you have a skeleton workload working, you are ready to iterate on your application and test
code changes on the cluster. Tanzu Developer Tools for Visual Studio Code, VMware Tanzu’s official
IDE extension for VSCode, helps you develop and receive fast feedback on your workloads running
on the Tanzu Application Platform.

The VSCode extension enables live updates of your application while running on the cluster and
allows you to debug your application directly on the cluster. For information about installing the
prerequisites and the Tanzu Developer Tools extension, see Install Tanzu Dev Tools for VSCode.

Note: Use Tilt vO.23.2 or a later version for the sample application.

1. Open the Tanzu Java Web App as a project within your VSCode IDE.

2. To ensure your extension assists you with iterating on the correct project, configure its
settings using the following instructions.

In Visual Studio Code, navigate to Preferences > Settings > Extensions > Tanzu.

In the Local Path field, provide the path to the directory containing the Tanzu Java
Web App. The current directory is the default.

In the Source Image field, provide the destination image repository to publish an
image containing your workload source code. For example, gcr.io/myteam/tanzu-

java-web-app-source.

You are now ready to iterate on your application.

Live update your application

Deploy the application to view it updating live on the cluster to demonstrate how code changes are
going to behave on a production cluster early in the development process.

Follow the following steps to live update your application:

1. From the Command Palette (¢3£P), type in and select Tanzu: Live Update Start. You can
view output from Tanzu Application Platform and from Tilt indicating that the container is
being built and deployed.

You see “Live Update starting...” in the status bar at the bottom right.

Live update can take 1to 3 minutes while the workload deploys and the Knative
service becomes available.

Note: Depending on the type of cluster you use, you might see an error similar to the
following:

ERROR: Stop! cluster-name might be production. If you're sure you want to deploy
there, add: allow k8s contexts('cluster-name') to your Tiltfile. Otherwise, switch
k8scontexts and restart Tilt. Follow the instructions and add the line

allow k8s contexts('cluster-name') toyour Tiltfile.
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2. When the Live Update status in the status bar is visible, resolve to “Live Update Started”,
navigate to http://localhost:8080 in your browser, and view your running application.

3. Enter to the IDE and make a change to the source code. For example, in
HelloController.java, edit the string returned to say Hello! and save.

4. The container is updated when the logs stop streaming. Navigate to your browser and
refresh the page.

5. View the changes to your workload running on the cluster.

6. Either continue making changes, or stop and deactivate the live update when finished. Open
the command palette (#3£P), type Tanzu, and choose an option.

Debug your application
Debug your cluster either on the application or in your local environment.
Follow the following steps to debug your cluster:

1. Set a breakpoint in your code.

2. Right-click the file workload.yaml within the config directory, and select Tanzu: Java Debug
Start. In a few moments, the workload is redeployed with debugging enabled. You are going
to see the “Deploy and Connect” Task complete and the debug menu actions are available
to you, indicating that the debugger has attached.

3. Navigateto http://localhost:8080 in your browser. This hits the breakpoint within VSCode.
Play to the end of the debug session using VSCode debugging controls.

Monitor your running application

Inspect the runtime characteristics of your running application using the Application Live View Ul to
monitor:

« Resource consumption
¢ Java Virtual Machine (JVM) status
o Incoming traffic
« Change log level
You can also troubleshoot environment variables and fine-tune the running application.
Follow the following steps to diagnose Spring Boot-based applications using Application Live View:

1. Confirm that the Application Live View components installed successfully. For instructions,
see Verify the Application Live View component.

2. Access the Application Live View Tanzu Application Platform GUI. For instructions, see Entry
point to Application Live View plug-in.

3. Select your running application to view the diagnostic options and inside the application. For
more information, see Product Features.

Section 2: Create your application accelerator
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In this section, you are going to create an application accelerator by using Tanzu Application
Platform GUI and CLI.

Create an application accelerator

You can use any Git repository to create an accelerator. You need the repository URL to create an

accelerator.

The Git repository must be public and contain a README.md file. These options are available to
configure when you create repositories on GitHub.

To create a new application accelerator by using your Git repository, follow these steps:
1. Clone your Git repository.

2. Create afile named accelerator.yaml in the root directory of this Git repository.

3. Add the following content to the accelerator.yaml file:

accelerator:

displayName: Simple Accelerator

description: Contains just a README

iconUrl: https://images.freecreatives.com/wp-content/uploads/2015/05/smiley-5
59124 640.jpg

tags:

- simple

- getting-started

Note: You can use any icon with a reachable URL.

4. Addthe new accelerator.yanl file, commit this change and push to your Git repository.

Publish the new accelerator

To publish the new application accelerator that is created in your Git repository, follow these steps:

1. Run the following command to publish the new application accelerator:

tanzu accelerator create simple --git-repository YOUR-GIT-REPOSITORY-URL --git-
branch YOUR-GIT-BRANCH

Where:
YOUR-GIT-REPOSITORY-URL iS the URL of your Git repository.

YOUR-GIT-BRANCH is the name of the branch where you pushed the new

accelerator.yaml file.

2. Refresh Tanzu Application Platform GUI to reveal the newly published accelerator.
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Accelerators

Choose an accelerator to generate a new component

(e} ' Hello Fun A6 Hello ytt

PERSONAL

% Starred A simple Spring Cloud Function serverless app Demonstrates how to use the YTT transform to generate YAML

YOUR ORGANIZATION

All

Node Express - Simple Accelerator
node)) (express) (Ganay (N (simple) (getting starte

A Node.js sample app using Express Contains just a README

Spring PetClinic =S B Spring Sensors
- K

A sample Spring-based application A Spring application for tracking sensor data

Note: It might take a few seconds for Tanzu Application Platform GUI to refresh the catalog
and add an entry for new accelerator.

Working with accelerators

Updating an accelerator

After you push any changes to your Git repository, the Accelerator is refreshed based on the

git.interval setting for the Accelerator resource. The default value is 10 minutes. You can run the
following command to force an immediate reconciliation:

tanzu accelerator update ACCELERATOR-NAME --reconcile

Deleting an accelerator

When you no longer need your accelerator, you can delete it by using the Tanzu CLI:

tanzu accelerator delete ACCELERATOR-NAME

Using an accelerator manifest
You can also create a separate manifest file and apply it to the cluster by using the Tanzu CLI:

1. Create a simple-manifest.yaml file and add the following content:

apiVersion: accelerator.apps.tanzu.vmware.com/vlalphal
kind: Accelerator
metadata:
name: simple
namespace: accelerator-system
spec:
git:
url: YOUR-GIT-REPOSITORY-URL
ref:
branch: YOUR-GIT-BRANCH
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Where:
YOUR-GIT-REPOSITORY-URL is the URL of your Git repository.
YOUR-GIT-BRANCH is the name of the branch.
2. Apply the simple-manifest.yaml by running the following command in the directory where

you created this file:

kubectl apply -f simple-manifest.yaml

Section 3: Add Testing and Security Scanning to Your
Application
In this section, you are going to:

e« Learn about supply chains

¢ Discover available out of the box (OOTB) supply chains
OOTB Basic (default)

OOTB Testing
OOTB Testing+Scanning
¢« Install OOTB Testing (optional)

o Install OOTB Testing+Scanning (optional)

Introducing a Supply Chain

Supply Chains provide a way of codifying all of the steps of your path to production, more commonly
known as continuous integration/Continuous Delivery (CI/CD). CI/CD is a method to frequently
deliver applications by introducing automation into the stages of application development. The main
concepts attributed to CI/CD are continuous integration, continuous delivery, and continuous
deployment. CI/CD is the method used by supply chain to deliver applications through automation
where supply chain allows you to use CI/CD and add any other steps necessary for an application to
reach production, or a different environment such as staging.

Change Advisory

Build Image Image Scan Board (CAB) — Deployment
Approval

A path to production

A path to production allows users to create a unified access point for all of the tools required for their
applications to reach a customer-facing environment. Instead of having four tools that are loosely
coupled to each other, a path to production defines all four tools in a single, unified layer of
abstraction, which may be automated and repeatable between teams for applications at scale.

Where tools typically are not able to integrate with one another and additional scripting or webhooks
are necessary, there would be a unified automation tool to codify all the interactions between each
of the tools. Supply chains used to codify the organization’s path to production are configurable,
allowing their authors to add all of the steps of their application’s path to production.
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Available Supply Chains

The Tanzu Application Platform provides three OOTB supply chains to work with the Tanzu
Application Platform components, and they include:

1: OOTB Basic (default)

The default OOTB Basic supply chain and its dependencies were installed on your cluster during the
Tanzu Application Platform install. The following table and diagrams provide descriptions for each of
the supply chains and dependencies provided with the Tanzu Application Platform.

Watch Repository Build Image Apply Conventions
(Flux) (TBS) (Convention Service)

Deploy to Cluster
(CNR)

Name Package Description Dependencies
Name
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Out of the Box Basic ootb-s
(Default - Installed chain-
during Installing basic.
Part 2) vmware

2: OOTB Testing

upply-

tanzu.

.com

This supply chain monitors a repository that is identified
in the developer’s workload.yaml file. When any new
commits are made to the application, the supply chain:

o Creates a new image.
e Applies any predefined conventions.

e Deploys the application to the cluster.

The OOTB Testing supply chain runs a Tekton pipeline within the supply chain.

Watch Repository
(Flux)

Test Code
(Tekton)

Build Image Apply Conventions

(TBS)

(Convention
Service)

e Flux/Sou
rce
Controlle
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e Tanzu
Build
Service

e Conventi
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Service
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e Cloud
Native
Runtime
s
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Service
Referenc
es:
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w Q@ 3 T a > o3}

%)

Deploy to Cluster
(CNR)
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Name Package Name Description Dependencie
s

Out of ootb-supply- The Out of the Box Testing contains all of the same elements as the All of the

the chain- Source to URL. It allows developers to specify a Tekton pipeline that Source to

Box testing.tanzu.v  runs as part of the Cl step of the supply chain. URL

Testing mware.com dependencies

e The application tests using the Tekton pipeline.
e A newimage is created.
e Any predefined conventions are applied.

e The application is deployed to the cluster.

3: OOTB Testing+Scanning

The OOTB Testing+Scanning supply chain includes integrations for secure scanning tools.

Watch Repository Test Code Source Scan Build Image Image Scan Ap;:lgotr‘.‘::::ir::’:ons Deploy to Cluster
(Flux) (Tekton) (Grype) (U:N} (Grype) Service) (CNR)

Name Package Description Dependencies
Name
Out of ootb-supply-  The Out of the Box Testing and Scanning contains all of the All of the Source to
the Box chain- same elements as the Out of the Box Testing supply chains but URL dependencies,
Testing testing- it also includes integrations out of the box with the secure and:
and scanning.tan  scanning components of Tanzu Application Platform.
. e The secure
Scannin  zu.vmware.co L . . X .
e The application is tested using the provided Tekton scanning
9 " pipeline. components
- . included
e The application source code is scanned for )
. with Tanzu
vulnerabilities. S
Application
e A newimage is created. Platform

e Theimage is scanned for vulnerabilities.
e Any predefined conventions are applied.

e The application deploys to the cluster.

Install OOTB Testing

This section introduces how to install the OOTB Testing supply chain and provides a sample Tekton
pipeline that tests your sample application. The pipeline is configurable. Therefore, you can
customize the steps to perform either additional testing or other tasks with Tekton Pipelines.

Note: You can only have one Tekton pipeline per namespace.

To apply this install method, follow the following steps:

1. You can activate the Out of the Box Supply Chain with Testing by updating our profile to use
testing rather than basic as the selected supply chain for workloads in this cluster. Update
tap-values.yaml (the file used to customize the profile in Tanzu package install tap --
values-file=...) with the following changes:

- supply chain: basic
+ supply chain: testing
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- ootb_supply chain basic:
+ ootb_ supply chain testing:
registry:
server: "<SERVER-NAME>"
repository: "<REPO-NAME>"

2. Update the installed profile by running:

tanzu package installed update tap -p tap.tanzu.vmware.com -v VERSION-NUMBER --
values-file tap-values.yaml -n tap-install

Where VERSION-NUMBER is your Tanzu Application Platform version. For example, 1.1.0.

Tekton pipeline config example

In this section, a Tekton pipeline is added to the cluster. In the next section, the workload is updated
to point to the pipeline and resolve any current errors.

Note: Developers can perform this step because they know how their application needs to be tested.
The operator can also add the Tekton supply chain to a cluster before the developer get access.

To add the Tekton supply chain to the cluster, apply the following YAML to the cluster:

apiVersion: tekton.dev/vlbetal
kind: Pipeline
metadata:

name: developer-defined-tekton-pipeline

labels:

apps.tanzu.vmware.com/pipeline: test # (!) required

spec:

params:

- name: source-url (!) required

#
- name: source-revision # (!) required
tasks:
- name: test
params:
- name: source-url
value: $(params.source-url)
- name: source-revision
value: $(params.source-revision)
taskSpec:
params:
- name: source-url
- name: source-revision
steps:
- name: test
image: gradle
script: |-

cd ‘mktemp -d°

wget -gO- $(params.source-url) | tar xvz -m

./mvnw test

The preceding YAML defines a Tekton Pipeline with a single step. The step itself contained in the
steps pull the code from the repository indicated in the developers workload and run the tests within
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the repository. The steps of the Tekton pipeline are configurable and allow the developer to add any
additional items that is needed to test their code. Because this step is one of many in the supply
chain (and the next step is an image build in this case), the developer is free to focus on testing their
code. Any additional steps that the developer adds to the Tekton pipeline is independent for the
image being built and any subsequent steps of the supply chain being executed.

The params are templated by the Supply Chain Choreographer. Additionally, Tekton pipelines
require a Tekton pipelineRun in order to execute on the cluster. The Supply Chain Choreographer
handles creating the pipelinerun dynamically each time that step of the supply requires execution.

Workload update

To connect the new supply chain to the workload, the workload must be updated to point at your
Tekton pipeline.

1. Update the workload by running the following with the Tanzu CLI:

tanzu apps workload update tanzu-java-web-app \
--git-repo https://github.com/sample-accelerators/tanzu-java-web-app \
--git-branch main \
--type web \
--label apps.tanzu.vmware.com/has-tests=true \

--yes

Create workload:

1 & oo
2 + |apiVersion: carto.run/vlalphal

3 + |kind: Workload

4 + |metadata:

5 + | labels:

6 + | apps.tanzu.vmware.com/has-tests: "true"

7+ apps.tanzu.vmware.com/workload-type: web

8 + | name: tanzu-java-web-app

9 + | namespace: default

10 + |spec

11 + | source:

12 + | git:

13 + | ref:

14 + | branch: main

15 + | url: https://github.com/sample-accelerators/tanzu-java-web-app

? Do you want to create this workload? Yes
Created workload "tanzu-java-web-app"

2. After accepting the workload creation, monitor the creation of new resources by the
workload by running:

kubectl get workload,gitrepository,pipelinerun, images.kpack,podintent, app, servi

ces.serving

You will see output similar to the following example that shows the objects that were created
by the Supply Chain Choreographer:

NAME AGE
workload.carto.run/tanzu-java-web-app 109s
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NAME URL
READY STATUS
AGE
gitrepository.source.toolkit.fluxcd.io/tanzu-java-web-app https://github.com/
sample-accelerators/tanzu-java-web-app True Fetched revision: main/872ff44
c8866b7805fb2425130edb69a9853bfdf 109s

NAME SUCCEEDED REASON START
TIME COMPLETIONTIME
pipelinerun.tekton.dev/tanzu-java-web-app-4ftlb True Succeeded 104s
77s
NAME LATESTIMAGE
READY

image.kpack.io/tanzu-java-web-app 10.188.0.3:5000/foo/tanzu-java-web-app@sha?
56:1d5bc4d3d1ffeb8629fbb721£fcdlc4d28b896546e005f1efd98fbcd4e79b7552¢ True

NAME READY REASON
AGE
podintent.conventions.apps.tanzu.vmware.com/tanzu-java-web-app True
Ts
NAME DESCRIPTION SINCE-DEPLOY
AGE
app.kappctrl.klds.io/tanzu-java-web-app Reconcile succeeded 1ls
2s
NAME URL
LATESTCREATED LATESTREADY READY
REASON
service.serving.knative.dev/tanzu-java-web-app http://tanzu-java-web-app.deve
loper.example.com tanzu-java-web-app-00001 tanzu-java-web-app-00001 Unkno
wn IngressNotConfigured

Install OOTB Testing+Scanning
Follow these steps to install the OOTB Testing+Scanning supply chain:

Note: When leveraging both Tanzu Build Service and Grype in your Tanzu Application Platform
supply chain, you can receive enhanced scanning coverage for Java and Node.js workloads that
includes application runtime layer dependencies.

Important: The grype must be installed for scanning.

1.  Supply Chain Security Tools - Scan is installed as part of the profiles. Verify that both Scan
Link and Grype Scanner are installed by running:

tanzu package installed get scanning -n tap-install
tanzu package installed get grype -n tap-install

If the packages are not already installed, follow the steps in Supply Chain Security Tools -
Scan to install the required scanning components.

During installation of the Grype Scanner, sample ScanTemplates are installed into the
default namespace. If the workload is deployed into another namespace, these sample
ScanTemplates also must be present in the other namespace. One way to accomplish this is
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to install Grype Scanner again, and provide the namespace in the values file.

A ScanPolicy is required and the following code must be in the required namespace. You
can either add the namespace flag to the kubectl command or add the namespace field to

the template itself. Run:

kubectl apply -f - -o yaml << EOF
apiVersion: scanning.apps.tanzu.vmware.com/vlbetal
kind: ScanPolicy
metadata:
name: scan-policy
spec:
regoFile: |

package policies
default isCompliant = false

# Accepted Values: "Critical", "High", "Medium", "Low", "Negligible",
ownSeverity"

violatingSeverities := ["Critical","High","UnknownSeverity"]

ignoreCVEs := []

contains (array, elem) = true {
arrayl[ ] = elem

} else = false { true }

isSafe (match) {

"Unkn

fails := contains(violatingSeverities, match.Ratings.Rating[ ].Severity)

not fails

isSafe (match) {

ignore := contains(ignoreCVEs, match.Id)
ignore

}

isCompliant = isSafe(input.currentVulnerability)

EOF

2. (optional) To persist and query the vulnerability results post-scan, ensure that Supply Chain
Security Tools - Store is installed using the following command. The Tanzu Application

Platform profiles install the package by default.

tanzu package installed get metadata-store -n tap-install

If the package is not installed, follow the installation instructions.

3. Update the profile to use the supply chain with testing and scanning by updating tap-

values.yaml (the file used to customize the profile in tanzu package install tap --values-—

file=...) with the following changes:

- supply chain: testing
+ supply chain: testing scanning

- ootb supply chain testing:
+ ootb supply chain testing scanning:
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registry:
server: "<SERVER-NAME>"
repository: "<REPO-NAME>"

4. Update the tap package:

tanzu package installed update tap -p tap.tanzu.vmware.com -v VERSION-NUMBER --

values-file tap-values.yaml -n tap-install

Where VERSION-NUMBER is your Tanzu Application Platform version. For example, 1.1.0.

Workload update

To connect the new supply chain to the workload, update the workload to point to your Tekton
pipeline:

1. Update the workload by running the following using the Tanzu CLI:

tanzu apps workload create tanzu-java-web-app \
--git-repo https://github.com/sample-accelerators/tanzu-java-web-app \
--git-branch main \
--type web \
--label apps.tanzu.vmware.com/has-tests=true \

--yes

Example output:

Create workload:

1+ |---
2 + |apiVersion: carto.run/vlalphal
3 + |kind: Workload
4 + |metadata:
5 ¢ | labels:
6 + | apps.tanzu.vmware.com/has-tests: "true"
7+ apps.tanzu.vmware.com/workload-type: web
8 + | name: tanzu-java-web-app
9 + | namespace: default
10 + |spec
11 + | source:
12 + | git:
13 + | ref:
14 + | branch: main
15 + | url: https://github.com/sample-accelerators/tanzu-java-web-app

? Do you want to create this workload? Yes

Created workload "tanzu-java-web-app"

2. After accepting the workload creation, view the new resources that the workload created by
running:

kubectl get workload,gitrepository,sourcescan,pipelinerun, images.kpack, imagesca

n,podintent, app, services.serving

The following is an example output, which shows the objects that the Supply Chain
Choreographer created:
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NAME AGE
workload.carto.run/tanzu-java-web-app 109s
NAME URL

READY STATUS
AGE
gitrepository.source.toolkit.fluxcd.io/tanzu-java-web-app https://github.com/
sample-accelerators/tanzu-java-web-app True Fetched revision: main/872ff44
c8866b7805fb2425130edb69a9853bfdf 109s

NAME PHASE SCAN
NEDREVISION SCANNEDREPOSITORY

AGE CRITICAL HIGH MEDIUM LOW UNKNOWN CVETOTAL
sourcescan.scanning.apps.tanzu.vmware.com/tanzu-java-web-app Completed 1878
50b39b754e€42562134078793275%9a0838795 https://github.com/sample-accelerators/t
anzu-java-web-app 90s
NAME SUCCEEDED REASON START
TIME COMPLETIONTIME
pipelinerun.tekton.dev/tanzu-java-web-app-4ftlb True Succeeded 104s

77s
NAME LATESTIMAGE
READY

image.kpack.io/tanzu-java-web-app 10.188.0.3:5000/foo/tanzu-java-web-app@sha?2
56:1d5bc4d3d1ffeb8629fbb721£fcdlc4d28b896546e005f1efd98fbc4e79b7552¢ True

NAME PHASE SCANN
EDIMAGE

AGE CRITICAL HIGH MEDIUM LOW UNKNOWN CVETOT
AL
imagescan.scanning.apps.tanzu.vmware.com/tanzu-java-web-app Completed 10.18

8.0.3:5000/foo/tanzu-java-web-app@sha256:1d5bc4d3dl1ffeb8629fbb721fcdlc4d28b8965
46e005flefd98fbcd4e79b7552¢c 14s

NAME READY REASON
AGE
podintent.conventions.apps.tanzu.vmware.com/tanzu-java-web-app True
7s
NAME DESCRIPTION SINCE-DEPLOY
AGE
app.kappctrl.klds.io/tanzu-java-web-app Reconcile succeeded 1ls
2s
NAME URL
LATESTCREATED LATESTREADY READY
REASON
service.serving.knative.dev/tanzu-java-web-app http://tanzu-java-web-app.deve
loper.example.com tanzu-java-web-app-00001 tanzu-java-web-app-00001 Unkno
wn IngressNotConfigured

If the source or image scan has a “Failed” phase, then the scan has failed compliance and
the supply chain stops.

Query for vulnerabilities

Scan reports are automatically saved to the Supply Chain Security Tools - Store, and can be queried
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for vulnerabilities and dependencies. For example, open-source software (OSS) or third party
packages.

1. Query the tanzu-java-web-app image dependencies and vulnerabilities with the following
commands:

insight image get --digest DIGEST
insight image vulnerabilities --digest DIGEST

DIGEST is the component version, or image digest printed in the KUBECTL, GET command.

Important: The Insight CLI is separate from the Tanzu CLI.

See Tanzu Insight plug-in overview additional information and examples.

Congratulations! You have successfully deployed your application
on the Tanzu Application Platform.

Through the next two sections to learn about recommended supply chain security best practices and
access to a powerful Services Journey experience on the Tanzu Application Platform by enabling
several advanced use cases.

Section 4: Configure image sighing and verification in your
supply chain

In this section, you are about to:
e« Configure your supply chain to sign your image builds.

o Configure an admission control policy to verify image signatures before admitting Pods to the
cluster.

Configure your supply chain to sign your image builds

1. Configure Tanzu Build Service to sign your container image builds by using cosign. See
Managing Image Resources and Builds for instructions.

2. Create avalues.yaml file, and install the sign supply chain security tools and image policy
web-hook. See Install Supply Chain Security Tools - Sign for instructions.

3. Configure a ClusterImagePolicy resource to verify image signatures when deploying
resources. The resource must be named image-policy.

For example:

apiVersion: signing.apps.tanzu.vmware.com/vlbetal
kind: ClusterImagePolicy
metadata:

name: image-policy
spec:

verification:

exclude:
resources

namespaces:
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- kube-system

- test-namespace

keys:
- name: first-key
publicKey: |
————— BEGIN PUBLIC KEY-----
<content >

images:

- namePattern: registry.example.org/myproject/*
keys:
- name: first-key

Note: System namespaces specific to your cloud provider might need to be excluded from the
policy.

To prevent the Image Policy Webhook from blocking components of Tanzu Application Platform,
VMware recommends configuring exclusions for Tanzu Application Platform system namespaces
listed in Create a ClusterImagePolicy resource.

When you apply the clusterImagePolicy resource, your cluster requires valid signatures for all
images that match the nameprattern: you define in the configuration. For more information about
configuring an image signature policy, see Configuring Supply Chain Security Tools - Sign.

Next steps

e« Overview for Supply Chain Security Tools - Sign

¢« Configuring Supply Chain Security Tools - Sign

e Supply Chain Security Tools - Sign known issues
Scan and Store: Introducing vulnerability scanning and metadata
storage to your Supply Chain

Overview

This feature set allows an application operator to introduce source code and image vulnerability

scanning, and scan-time rules, to their Tanzu Application Platform Supply Chain. The scan-time rules

prevent critical vulnerabilities from flowing to the supply chain unresolved.

Supply Chain Security Tools - Store takes the vulnerability scanning results and stores them. Users

can query for information about CVEs, images, packages, and their relationships by using the tanzu

insight CLI plug-in, or directly from the API.
Features

o Scan source code repositories and images for known CVEs before deploying to a cluster

« lIdentify CVEs by scanning continuously on each new code commit or each new image built

e Analyze scan results against user-defined policies using Open Policy Agent

« Produce vulnerability scan results and post them to the Supply Chain Security Tools - Store

where they can be queried

« Query the store for such use cases as:
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What images and packages are affected by a specific vulnerability?

What source code repos are affected by a specific vulnerability?

What packages and vulnerabilities does a particular image have?
To try the scan and store features as individual one-off scans, see Scan samples.
To try the scan and store features in a supply chain, see Section 3: Add testing and security scanning
to your application.

Next steps

« Configure Code Repositories and Image Artifacts to be Scanned

« Code and Image Compliance Policy Enforcement Using Open Policy Agent (OPA)
¢ How to Create a ScanTemplate

« Viewing and Understanding Scan Status Conditions

¢ Observing and Troubleshooting

e« Tanzu Insight plug-in overview

Section 5: Consuming services on Tanzu Application Platform

In this section you will learn about working with backing services such as RabbitMQ, PostgreSQL and
MySQL as part of Tanzu Application Platform.

Particular focus will be given to binding application workloads to service instances, which is the most
common use case for services.

Key concepts

When working with services on Tanzu Application Platform you must be familiar with service
instances, service bindings and resource claims. This section provides a brief overview of each of
these key concepts.

Service instances

A service instance is any Kubernetes resource which exposes its capability through a well-defined
interface. For example, you could consider Kubernetes resources that have MysoL as the API Kind to
be MySQL service instances. These resources expose their capability over the MySQL protocol.
Other examples include resources that have PostgreSQL Or RabbitmgCluster as the API Kind.

Service bindings

Service binding refers to a mechanism in which connectivity information such as service instance
credentials are automatically communicated to application workloads. Tanzu Application Platform
uses a standard named Service Binding for Kubernetes to implement this mechanism. To fully
understand the services aspect of Tanzu Application Platform, you must learn about this standard.

Resource claims
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Resource claims are inspired in part by Persistent Volume Claims in Kubernetes. Resource Claims
provide a mechanism for users to “claim” service instance resources on a cluster, while also
decoupling the life cycle of application workloads and service instances.

Services you can use with Tanzu Application Platform

The following list of Kubernetes Operators expose APIs that integrate well with Tanzu Application
Platform:

1. RabbitMQ Cluster Operator for Kubernetes
2. VMware SQL with Postgres for Kubernetes
3. VMware SQL with MySQL for Kubernetes

Whether a service is compatible with Tanzu Application Platform is on a scale between fully
compatible and incompatible.

The minimum requirement for compatibility is that there must be a declarative, Kubernetes-based
API on which there is at least one API resource type adhering to the Provisioned Service duck type
defined by the Service Binding for Kubernetes standard. This duck type includes any resource type
with the following schema:

status:
binding:

name: # string

The value of .status.binding.name Must point to a Secret in the same namespace. The Secret
contains required credentials and connectivity information for the resource.

Typically, APIs that include these resource types are installed onto the Tanzu Application Platform
cluster as Kubernetes Operators. These Kubernetes Operators provide CRDs and corresponding
controllers to reconcile the resources of the CRDs, as is the case with the three Kubernetes
Operators listed above.

User roles and responsibilities

It is important to understand the user roles for services on Tanzu Application Platform along with the
responsibilities assumed of each. The following table describes each user role.

User role Exists as a default role in Tanzu Responsibilities
Application Platform?

Service operator No (might be introduced in a future e Namespace and cluster topology design

release)
e Life cycle management (CRUD) of

Kubernetes Operators

e Life cycle management (CRUD) of Service
Instances

e Life cycle management (CRUD) of Resource
Claim Policies

Application Yes - app-operator Life cycle management (CRUD) of Resource Claims
operator
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Application Yes - app-editor and app-viewer Binding service instances to application workloads
developer

Walkthrough

This section guides you through deploying two application workloads and learning how to configure
them to communicate over RabbitMQ. You will learn about the tanzu services CLI plug-in and the
most important APIs for working with services on Tanzu Application Platform. The following diagram
depicts a summary of what this section covers.

O
@)

O
@)

App
Operator

App
Developer

$ tanzu app $ tanzu service
workload create ... claim create ...

namespace: default

ServiceBinding
<<ProvisionedService>>

Workload

ResourceClaim
<<ProvisionedService>>
ServiceBinding
<<ProvisionedService>>

Workload

namespace: service-instances

ResourceClaimPolicy el El e

<<ProvisionedService>>

©)
@)

$ kubectl apply -f rmg-claim-policy.ymi Service $ kubectl apply -f rmqg-service-instance.yml
Operator

Bear the following observations in mind as you work through this section.

1. There is a clear separation of concerns across the various user roles:

= The life cycle of workloads is determined by application developers.
= The life cycle of resource claims is determined by application operators.

« The life cycle of service instances is determined by service operators.
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The life cycle of service bindings is implicitly tied to lifecycle of workloads.

Resource claims and resource claim policies are the mechanism to enable cross-namespace
binding.
ProvisionedService is the contract allowing credentials and connectivity information to flow

from the service instance, to the resource claim, to the service binding, and ultimately to the
application workload.

Exclusivity of resource claims:
Resource claims are considered to be mutually exclusive, meaning that service
instances can be claimed by at most one resource claim.

Prerequisites

Before following this walkthrough, you must:

1.

2.

Have access to a cluster with Tanzu Application Platform installed.
Have downloaded and installed the tanzu CLI and the corresponding plug-ins.

Have setup the default namespace to use installed packages and use it as your developer
namespace. For more information, see Set up developer namespaces to use installed
packages).

Ensure your Tanzu Application Platform cluster can pull source code from GitHub.

Ensure your Tanzu Application Platform cluster can pull the images required by the
RabbitMQ Cluster Kubernetes Operator.

Set up a service

This section covers the following:

Installing the RabbitMQ Cluster Kubernetes Operator

Creating the RBAC rules to grant Tanzu Application Platform permission to interact with the
newly-installed APIs provided by the RabbitMQ Cluster Kubernetes Operator.

Creating the additional supporting resources to aid with discovery of services

For this part of the walkthrough, you assume the role of the service operator.

Note: Although this walkthrough uses the RabbitMQ Cluster Kubernetes Operator as an example,
the set up steps remain mostly the same for any compatible Operator.

To set up a service:

1.

Use kapp to install the RabbitMQ Cluster Kubernetes Operator by running:

kapp -y deploy --app rmg-operator --file https://github.com/rabbitmg/cluster-op

erator/releases/download/v1.9.0/cluster-operator.yml
As a result, a new API Group (rabbitmg.com) and Kind (RabbitmgCluster) are now available
in the cluster.

Apply RBAC rules to grant Tanzu Application Platform permission to interact with the new
API.
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1. In a file named resource-claims-rmq.yaml, create a ClusterRole that defines the
rules and label it so that the rules are aggregated to the appropriate controller:

# resource-claims-rmg.yaml

apiVersion: rbac.authorization.k8s.io/v1l
kind: ClusterRole

metadata:

name: resource-claims-rmg

labels:
resourceclaims.services.apps.tanzu.vmware.com/controller: "true"
rules:
- apiGroups: ["rabbitmg.com"]
resources: ["rabbitmgclusters"]
verbs: ["get", "list", "watch", "update"]

2. Apply resource-claims-rmg.yaml by running:

kubectl apply -f resource-claims-rmg.yaml

3. Inafile named rabbitmgcluster-app-operator-reader.yaml, define RBAC rules that

permit the users of the cluster to interact with the new APIs. For example, to permit
application operators to get, list, and watch for RabbitmgCluster service instances,
apply the following RBAC clusterRole, labeled so that the rules are aggregated to

the app-operator role:

# rabbitmgcluster-app-operator-reader.yaml
apiVersion: rbac.authorization.k8s.io/vl
kind: ClusterRole
metadata:

name: rabbitmgcluster-app-operator-reader

labels:
apps.tanzu.vmware.com/aggregate-to-app-operator-cluster-access: "true
rules:
- apiGroups: ["rabbitmg.com"]
resources: ["rabbitmgclusters"]
verbs: ["get", "list", "watch"]

4. Apply rabbitmgcluster-app-operator-reader.yaml by running:

kubectl apply -f rabbitmgcluster-app-operator-reader.yaml

3. Make the new API discoverable.

VMware, Inc

1. Ina file named rabbitmgcluster-clusterresource.yamnl, create a ClusterResource
that refers to the new service, and set any additional metadata. For example:

# rabbitmgcluster-clusterresource.yaml
apiVersion: services.apps.tanzu.vmware.com/vlalphal
kind: ClusterResource
metadata:
name: rabbitmg
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spec:
shortDescription: It's a RabbitMQ cluster!
longDescription: A consistent and easy way to deploy RabbitMQ clusters
to Kubernetes and run them, including "day two" (continuous) operations.
resourceRef:
group: rabbitmg.com
kind: RabbitmgCluster

2. Apply rabbitmgcluster-clusterresource.yaml Dy running:

kubectl apply -f rabbitmgcluster-clusterresource.yaml

After applying this resource, it will be listed in the output of the tanzu service types
list command, and is discoverable in the tanzu tooling.

Create a service instance

This section covers the following:

e« Using kubectl to create a RabbitmgCluster Service instance.

« Creating a resource claim policy that permits the service instance to be claimed.
For this part of the walkthrough, you assume the role of the service operator.
To create a service instance:

1. Create a dedicated namespace for service instances by running:

kubectl create namespace service-instances

Note: Using namespaces to separate service instances from application workloads allows for
greater separation of concerns, and means that you can achieve greater control over who
has access to what. However, this is not a strict requirement. You can create both service
instances and application workloads in the same namespace if desired.

2. Find the list of services that are available on your cluster by running:

tanzu service types list

Expected output:

Warning: This is an ALPHA command and may change without notice.

NAME DESCRIPTION APIVERSION KIND
rabbitmg It's a RabbitMQ cluster! rabbitmg.com/vlbetal RabbitmgClus
ter

ﬁ Note

:If you see No service types found., ensure you have completed the steps
in Set up a service earlier in this walkthrough.

3. Create a RabbitmgCluster Service instance.
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1. Create a file named rmg-1-service-instance.yaml using the APIVERSION and KIND

from the output of the tanzu service types list command:

# rmg-l-service-instance.yaml

apiVersion: rabbitmg.com/vlbetal
kind: RabbitmgCluster
metadata:

name: rmg-1

namespace: service-instances

2. Apply rmg-1-service-instance.yaml by running:

kubectl apply -f rmg-l-service-instance.yaml

4. Create a resource claim policy to define the namespaces the instance can be claimed and
bound from:

Note: By default, you can only claim and bind to service instances that are running in the
same namespace as the application workloads. To claim service instances that are running in
a different namespace, you must create a resource claim policy.

1. Create a file named rmg-claim-policy.yaml as follows:

# rmg-claim-policy.yaml
apiVersion: services.apps.tanzu.vmware.com/vlalphal
kind: ResourceClaimPolicy
metadata:
name: rabbitmgcluster-cross-namespace
namespace: service-instances
spec:
consumingNamespaces:

— v X1

subject:
group: rabbitmg.com
kind: RabbitmgCluster

2. Apply rmg-claim-policy.yaml by running:

kubectl apply -f rmg-claim-policy.yaml

This policy states that any resource of kind RabbitmgCluster on the rabbitmg.com APl group
in the service-instances hamespace can be consumed from any namespace.

Claim a service instance

This section covers the following:
¢ Using tanzu service instance list to view details about service instances.
e Using tanzu service claim create to create a claim for the service instance.

For this part of the walkthrough you assume the role of the application operator.
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Resource claims in Tanzu Application Platform are a powerful concept that serve many purposes.
Arguably their most important role is to enable application operators to request services that they
can use with their application workloads without them having to create and manage the services
themselves. Resource claims provide a mechanism for application operators to say what they want,
without having to worry about anything that goes into providing what they want. For more
information, see Resource Claims.

In cases where service instances are running in the same namespace as application workloads, you
do not have to create a claim. You can bind to the service instance directly.

In this section you will use the tanzu service claim create command to create claim that the
RabbitmgCluster Service instance you created earlier can fulfill. This command requires the following
information to create a claim successfully:

e —--resource-name
e -—-resource-kind

e -—-resource-api-version
e —-resource-namespace

To claim a service instance:

1. Find the information needed to make a resource claim by running:

tanzu service instance list -A

Expected output:

Warning: This is an ALPHA command and may change without notice.

NAMESPACE NAME KIND SERVICE TYPE AGE

service-instances rmg-1 RabbitmgCluster rabbitmg 24h

2. Using the information from the previous command, create a claim for the service instance by
running:

tanzu service claim create rmg-1 \
--resource-name rmg-1 \
--resource-namespace service-instances \
--resource-kind RabbitmgCluster \

--resource-api-version rabbitmg.com/vlbetal

In the next section you will see how to inspect the claim and to then use it to bind to application
workloads.

Bind an application workload to the service instance

This section covers the following:

¢ Using tanzu service claim list and tanzu service claim get to find information about
the claim to use for binding

e Using tanzu apps workload create With the --service-ref flag to create a Workload and
bind it to the Service Instance
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For this part of the walkthrough you assume the role of the application developer.

As a final step, you must create application workloads and to bind them to the service instance using
the claim.

In Tanzu Application Platform Service bindings are created when application workloads that specify
.spec.serviceClaims are created. In this section, you will see how to create such workloads using

the --service-ref flag of the tanzu apps workload create command.
To create an application workload:

1. Inspect the claims in the developer namespace to find the value to pass to —-service-ref
command by running:

tanzu service claim list

Expected output:

Warning: This is an ALPHA command and may change without notice.

NAME READY REASON

rmg-1 True

2. Retrieve detailed information about the claim by running:

tanzu service claim get rmg-1

Expected output:

Warning: This is an ALPHA command and may change without notice.

Name: rmg-1
Status:
Ready: True
Namespace: default
Claim Reference: services.apps.tanzu.vmware.com/vlalphal:ResourceClaim:rmg-1
Resource to Claim:
Name: rmg-1
Namespace: service-instances
Group: rabbitmg.com
Version: vlbetal
Kind: RabbitmgCluster

3. Record the value of claim Reference from the previous command. This is the value to pass
to --service-ref to create the application workload.

4. Create the application workload by running:

tanzu apps workload create spring-sensors-consumer-web \
--git-repo https://github.com/sample-accelerators/spring-sensors-rabbit \
--git-branch main \
--type web \
--label app.kubernetes.io/part-of=spring-sensors \
--annotation autoscaling.knative.dev/minScale=1 \
--service-ref="rmg=services.apps.tanzu.vmware.com/vlalphal:ResourceClaim: rmg-
1
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tanzu apps workload create \
spring-sensors-producer \
--git-repo https://github.com/tanzu-end-to-end/spring-sensors-sensor \
--git-branch main \
--type web \
--label app.kubernetes.io/part-of=spring-sensors \
--annotation autoscaling.knative.dev/minScale=1 \
--service-ref="rmg=services.apps.tanzu.vmware.com/vlalphal:ResourceClaim:rmg-
1

Using the --service-ref flag instructs Tanzu Application Platform to bind the application
workload to the service provided in the ref.

Note: You are not passing a service ref to the rRabbitmgCluster service instance directly, but
rather to the resource claim that has claimed the rRabbitmgCluster service instance. See the
consuming services diagram at the beginning of this walkthrough.

5. After the workloads are ready, visit the URL of the spring-sensors-consumer-web app.
Confirm that sensor data, passing from the spring-sensors-producer workload to the create
spring-sensors-consumer-web WOrkload using our RabbitmgCluster service instance, is
displayed.

Advanced use cases and further reading

There are a couple more advanced service use cases that not covered in the procedures in this
topic, such as Direct Secret References and Dedicated Service Clusters.

Advanced Use Case Short Description

Direct Secret References  Binding to services running external to the cluster, for example, and in-house oracle
database.
Binding to services that are not conformant with the binding specification.

Dedicated Service Separates application workloads from service instances across dedicated clusters.
Clusters

For more information about the APIs and concepts underpinning Services on Tanzu Application
Platform, see the Services Toolkit Component documentation
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Overview of multicluster Tanzu Application

Platform

You can install Tanzu Application Platform in various topologies to reflect your existing landscape.
VMware has tested and recommends a multicluster topology for production use. Because flexibility

and choice are core to Tanzu Application Platform’s design, none of the implementation

recommendations are set in stone.

The multicluster topology uses the profile capabilities supported by Tanzu Application Platform. Each

cluster adopts one of three multicluster-aligned profiles:

¢ lIterate: Intended for inner-loop iterative application development.

o Build: Transforms source revisions to workload revisions; specifically, hosting workloads and

supply chains.

« Run: Transforms workload revisions to running pods; specifically, hosting deliveries and

deliverables.

« View: For applications related to centralized developer experiences; specifically, Tanzu
Application Platform GUI and metadata store.

The following diagram illustrates this topology.
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Next steps

To get started with installing a multicluster topology, see Install multicluster Tanzu Application
Platform profiles.

Install multicluster Tanzu Application Platform profiles

Prerequisites

Before installing multicluster Tanzu Application Platform profiles, you must meet the following
prerequisites:

¢ All clusters must satisfy all the requirements to install Tanzu Application Platform. See
Prerequisites.

¢ Accept Tanzu Application Platform EULA and install Tanzu CLI with any required plug-ins.

o Install Tanzu Cluster Essentials on all clusters. For more information, see Deploy Cluster
Essentials.

Multicluster Installation Order of Operations

The installation order is flexible given the ability to update the installation with a modified values file
using the tanzu package installed update command. The following is an example of the order of
operations to be used:

1. Install View profile cluster
2. Install Build profile cluster
3. Install Run profile cluster
4

Add RBAC, cluster URL, and token from Build and Run clusters as documented in Viewing
resources on multiple clusters in Tanzu Application Platform GUI

5. Update the View cluster’s installation values file with the previous information and run the
following command to pass the updated config values to Tanzu Application Platform GUI:

tanzu package installed update tap -p tap.tanzu.vmware.com -v TAP-VERSION --val

ues-file tap-values.yaml -n tap-install

Where TAP-VERSION is the Tanzu Application Platform version you’ve installed

Install View cluster

Install the View profile cluster first, because some components must exist before installing the Run
clusters. For example, the Application Live View back end must be present before installing the Run
clusters. For more information about profiles, see About Tanzu Application Platform package
profiles.

To install the View cluster:

1. Follow the steps described in Installing the Tanzu Application Platform package and profiles
by using a reduced values file as shown in View profile.
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2. Verify that you can access Tanzu Application Platform GUI by using the ingress that you set
up. The address must follow this format: http://tap-gui.INGRESS-DOMAIN, wWhere INGRESS-
DOMATIN is the DNS domain you set to point to the shared Contour installation in the tanzu-
system-ingress hamespace with the service envoy.

3. Verify that you followed Multicluster setup for the Supply Chain Security Tools - Store.

Install Build clusters

To install the Build profile cluster, follow the steps described in Installing the Tanzu Application
Platform package and profiles by using a reduced values file as shown in Build profile.

Install Run clusters

To install the Run profile cluster:

1. Follow the steps described in Install the Tanzu Application Platform package and profiles by
using a reduced values file as shown in Run profile.

2. To use Application Live View, set the INGRESS-DOMAIN for appliveview connector to match

the value you set on the View profile for the appliveview in the values file.

Add Build and Run clusters to Tanzu Application Platform
GUI

After installing the Build, Run and lIterate clusters, follow the steps in View resources on multiple
clusters in Tanzu Application Platform GUI to:

1. Create the service Accounts that Tanzu Application Platform GUI uses to read objects from
the clusters.

2. Add aremote cluster.

These steps create the necessary RBAC elements allowing you to pull the URL and token from the
Build, Run and lterate clusters that allows them come back and add to the View cluster’s values file.

You must add the Build, Run and lIterate clusters to the View cluster for all plug-ins to function as
expected.

Next steps

After setting up the 3 profiles, you’re ready to run a workload by using the supply chain. See Getting
started with multicluster Tanzu Application Platform.

Getting started with multicluster Tanzu Application Platform

In this topic, you will validate the implementation of a multicluster topology by taking a sample
workload and passing it through the supply chains on the Build and Run clusters. You can take
various approaches to configuring the supply chain in this topology, but the following procedures
validate the most basic capabilities.

By following the steps in this topic, you will build an application on the Build profile clusters and run
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the application on the Run profile clusters. You will be able to view the workload and associated
objects from Tanzu Application Platform GUI interface on the View profile cluster.

Prerequisites

Before implementing a multicluster topology, complete the following:
1. Complete all installation steps for the 3 profiles: Build, Run, and View.

2. For the sample workload, VMware uses the same Application Accelerator - Tanzu Java Web
App in the non-multicluster Getting Started guide. You can download this accelerator to your
own Git infrastructure of choice. You might need to configure additional permissions.
Alternatively, you can also use the sample-accelerators GitHub repository.

3. The two supply chains are ootb-supply-chain-basic on the Build profile and cotb-delivery-
basic on the Run profile. For both the Build and Run profiled clusters, perform the steps
described in Setup Developer Namespace. This guide assumes that you use the default
namespace.

4. To set the value of DEVELOPER NAMESPACE to the namespace you setup in the previous step,

run:

export DEVELOPER NAMESPACE=YOUR-DEVELOPER-NAMESPACE

Where:

YOUR-DEVELOPER-NAMESPACE iS the namespace you set up in Set up developer
namespaces to use installed packages. default is used in this example.

Start the workload on the Build profile cluster

The Build cluster starts by building the necessary bundle for the workload that is delivered to the Run
cluster.

1. Use the Tanzu CLI to start the workload down the first supply chain:

tanzu apps workload create tanzu-java-web-app \

--git-repo https://github.com/sample-accelerators/tanzu-java-web-app \
--git-branch main \

--type web \

--label app.kubernetes.io/part-of=tanzu-java-web-app \

--yes \

—--namespace ${DEVELOPER_NAMESPACE}

2. To monitor the progress of this process, run:

tanzu apps workload tail tanzu-java-web-app --since 10m --timestamp --namespace
${DEVELOPER_NAMESPACE}

3. To exit the monitoring session, press CTRL + C.

4. Verify that your supply chain has produced the necessary Deliverable for the Workload by
running:
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kubectl get deliverable --namespace ${DEVELOPER NAMESPACE}

The output should look simiar to the following:

kubectl get deliverable --namespace default
NAME SOURCE

DELIVERY READY
REASON AGE
tanzu-java-web-app tapmulticluster.azurecr.io/tap-multi-build-dev/tanzu-java-
web-app-default-bundle: XXXX-XXXX-XXXX-XXXX-XXXXX False DeliveryN

otFound 28h

The pDeliverable contains the reference to the source. In this case, it is a bundle on the
image registry you specified for the supply chain. The supply chains can also leverage Git
repositories instead of ImageRepositories, but that’s beyond the scope of this tutorial.

5. Create a Deliverable after verifying there’s a beliver on the build cluster. Copy its content
to a file that you can take to the Run profile clusters:

kubectl get deliverable tanzu-java-web-app --namespace ${DEVELOPER NAMESPACE} -
oyaml > deliverable.yaml

6. Delete the ownerReferences and status sections from the deliverable.yaml.

After editing, the file will look like the following:

apiVersion: carto.run/vlalphal
kind: Deliverable
metadata:
creationTimestamp: "2022-03-10T14:35:522Z"
generation: 1
labels:
app.kubernetes.io/component: deliverable
app.kubernetes.io/part-of: tanzu-java-web-app
app.tanzu.vmware.com/deliverable-type: web
apps.tanzu.vmware.com/workload-type: web
carto.run/cluster-template-name: deliverable-template
carto.run/resource-name: deliverable
carto.run/supply-chain-name: source-to-url
carto.run/template-kind: ClusterTemplate
carto.run/workload-name: tanzu-java-web-app
carto.run/workload-namespace: default
name: tanzu-java-web-app
namespace: default
resourceVersion: "635368"
Uld: XXXX-XXXX-XXXX-XXXX~XKXKXX
spec:
source:
image: tapmulticluster.azurecr.io/tap-multi-build-dev/tanzu-java-web-app-de

fault-bundle:XXXX-XXXX-XXXX-XXXKX—XKXKXX

7. Take this peliverable file to the Run profile clusters by running:

kubectl apply -f deliverable.yaml --namespace ${DEVELOPER NAMESPACE}

8. Verify that this Deliverable is started and rReady by running:
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kubectl get deliverables --namespace ${DEVELOPER NAMESPACE}

The output resembles the following:

kubectl get deliverables --namespace default
NAME SOURCE

DELIVERY RE
ADY REASON AGE
tanzu-java-web-app tapmulticloud.azurecr.io/tap-multi-build-dev/tanzu-java-we
b-app-default-bundle:xxxx-XXXX-XXXx-xXxXxXxX-la7beafd6389 delivery-basic True

Ready Tm2s

9. To test the application, query the URL for the application. Look for the httpproxy by running:

kubectl get httpproxy --namespace ${DEVELOPER NAMESPACE}

The output resembles the following:

kubectl get httpproxy --namespace default

NAME

TLS SECRET STATUS
RIPTION
tanzu-java-web-app-contour-a98df54e3629c5ae9c82a395501leelfdtanz
b-app.default.svc.cluster.local valid
roxy
tanzu-java-web-app-contour-e1d997a9ff9e7dfb6c22087e0cebcfd7ftanz
b-app.default.apps.run.multi.kapplegate.com valid
roxy

tanzu-java-web-app-contour-tanzu-java-web-app.default
b-app.default valid
roxy

tanzu-java-web-app-contour-tanzu-java-web-app.default.svc
b-app.default.svc valid

roxy

FQODN
STATUS DESC

tanzu-java-we
Valid HTTPP

tanzu-java-we
Valid HTTPP

tanzu-java-we
Valid HTTPP

tanzu-java-we
Valid HTTPP

Select the URL that corresponds to the domain you specified in your Run cluster’s profile

and enter it into a browser. Expect to see the message “Greetings from Spring Boot +

Tanzu!”.

10. View the component in Tanzu Application Platform GUI, by following these steps and using

the catalog file from the sample accelerator in GitHub.

Build profile

The following is the YAML file sample for the build-profile:

profile: build

ceip policy disclosed: FALSE-OR-TRUE-VALUE # Installation fails if this is not set to

true. Not a string.

buildservice:
kp default repository: "KP-DEFAULT-REPO"
kp default repository username: "KP-DEFAULT-REPO-USERNAME"
kp_default repository password: "KP-DEFAULT-REPO-PASSWORD"
tanzunet username: "TANZUNET-USERNAME"
tanzunet password: "TANZUNET-PASSWORD"

VMware, Inc

135


https://github.com/sample-accelerators/tanzu-java-web-app/blob/main/catalog/catalog-info.yaml

Tanzu Application Platform v1.1

supply chain: testing scanning
ootb supply chain testing scanning:
registry:
server: "SERVER-NAME"
repository: "REPO-NAME"
gitops:
ssh secret: "SSH-SECRET-KEY"
scanning:
metadataStore:
url: "METADATA-STORE-URL-ON-VIEW-CLUSTER"
caSecret:
name: store-ca-cert
importFromNamespace: metadata-store-secrets
authSecret:
name: store-auth-token

grype:
namespace: "MY-DEV-NAMESPACE" # (optional) Defaults to default namespace.
targetImagePullSecret: "TARGET-REGISTRY-CREDENTIALS-SECRET"

Where:

¢ KP-DEFAULT-REPO iS a writable repository in your registry. Tanzu Build Service dependencies
are written to this location. Examples:
= Harbor has the form kp default repository: "my-harbor.io/my-project/build-

service"

+ Docker Hub has the form kp default repository: "my-dockerhub-user/build-

service" Or kp default repository: "index.docker.io/my-user/build-service"

+ Google Cloud Registry has the form kp default repository: "gcr.io/my-

project/build-service"

e KP-DEFAULT-REPO-USERNAME iS the user name that can write to KP-DEFAULT-REPO. YOU can
docker push to this location with this credential.

= For Google Cloud Registry, use kp default repository username: Jjson key

e KP-DEFAULT-REPO-PASSWORD is the password for the user that can write to KP-DEFAULT-REPO.
You can docker push to this location with this credential. This credential can also be
configured by using a Secret reference. For more information, see Install Tanzu Build
Service for details.

= For Google Cloud Registry, use the contents of the service account JSON file.

e TANZUNET-USERNAME and TANZUNET-PASSWORD are the email address and password that you use
to log in to VMware Tanzu Network. Your VMware Tanzu Network credentials enable you to
configure the dependencies updater. This resource accesses and installs the build
dependencies (buildpacks and stacks) Tanzu Build Service needs on your cluster. It can also
optionally keep these dependencies up to date as new versions are released on VMware
Tanzu Network. This credential can also be configured by using a Secret reference. For
more information, see Install Tanzu Build Service.

e DESCRIPTOR-NAME is the name of the descriptor to import. For more information, see
Descriptors. Available options are:

« lite is the default if not set. It has a smaller footprint, which enables faster
installations.
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= full is optimized to speed up builds and includes dependencies for all supported
workload types.

SERVER-NAME is the host name of the registry server. Examples:

= Harbor has the form server: "my-harbor.io".
= Docker Hub has the form server: "index.docker.io"
= Google Cloud Registry has the form server: "gcr.io".

REPO-NAME is where workload images are stored in the registry. Images are written to SERVER-

NAME /REPO-NAME /workload-name. Examples:

= Harbor has the form repository: "my-project/supply-chain”.
= Docker Hub has the form repository: "my-dockerhub-user"
= Google Cloud Registry has the form repository: "my-project/supply-chain".

SSH-SECRET-KEY is the SSH secret key in the developer namespace for the supply chain to
fetch source code from and push configuration to.

METADATA-STORE-URL-ON-VIEW-CLUSTER references the URL of the Supply Chain Security
Tools (SCST) - Store deployed on the View cluster. For more information, see SCST - Store’s
Ingress and multicluster support for additional details.

MY-DEV-NAMESPACE is the namespace where you want to deploy the scanTemplates. This is
the namespace where the scanning feature runs.

TARGET-REGISTRY-CREDENTIALS-SECRET is the name of the Secret that contains the credentials
to pull an image from the registry for scanning. If built images are pushed to the same
registry as Tanzu Application Platform images, you can reuse the tap-registry Secret
created in Add the Tanzu Application Platform package repository.

When you install Tanzu Application Platform, it is bootstrapped with a set of dependencies
(buildpacks and stacks) for application builds. For more information about buildpacks, see the

VMware Tanzu Buildpacks Documentation. You can find the buildpack and stack artifacts installed

with Tanzu Application Platform in the descriptor file on Tanzu Network. The current installed version

of the descriptor is 100.0.293. Sometimes the dependencies get out of date and require updates.

You can do this using a manual process in a CI/CD context, or an automatic update process in the

background by Tanzu Application Platform.

Run

profile

The following is the YAML file sample for the run-profile:

profile: run
ceip policy disclosed: FALSE-OR-TRUE-VALUE # Installation fails if this is not set to

true.

Not a string.

supply chain: basic

cnrs:

domain name: INGRESS-DOMAIN

contour:

envoy:
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service:
type: LoadBalancer #NodePort can be used if your Kubernetes cluster doesn't supp

ort LoadBalancing

appliveview connector:
backend:
sslDisabled: TRUE-OR-FALSE-VALUE
host: appliveview.APP-LIVE-VIEW-INGRESS-DOMAIN

Where:

e INGRESS-DOMAIN is the subdomain for the host name that you point at the tanzu-shared-
ingress service’s external |IP address.

e APP-LIVE-VIEW-INGRESS-DOMAIN is the subdomain you setup on the View profile cluster. This
matches the value key appliveview.ingressbDomain. Include the default host name
appliveview. ahead of the domain.

View profile

The following is the YAML file sample for the view-profile:

profile: view
ceip policy disclosed: FALSE-OR-TRUE-VALUE # Installation fails if this is not set to
true. Not a string.

contour:
envoy:
service:
type: LoadBalancer #NodePort can be used if your Kubernetes cluster doesn't supp

ort LoadBalancing

learningcenter:
ingressDomain: "DOMAIN-NAME"

tap_gui:
service type: ClusterIP
ingressEnabled: "true"
ingressDomain: "INGRESS-DOMAIN"
app_config:

app:
baseUrl: http://tap-gui.INGRESS-DOMAIN
catalog:
locations:
- type: url
target: https://GIT-CATALOG-URL/catalog-info.yaml
backend:
baseUrl: http://tap-gui.INGRESS-DOMAIN
cors:
origin: http://tap-gui.INGRESS-DOMAIN
kubernetes:

serviceLocatorMethod:
type: 'multiTenant'
clusterLocatorMethods:
- type: 'config'
clusters:
- url: CLUSTER_URL
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name: CLUSTER NAME

authProvider: serviceAccount
serviceAccountToken: CLUSTER_TOKEN
skipTLSVerify: TRUE-OR-FALSE-VALUE

metadata store:

app_service type: LoadBalancer # (optional) Defaults to LoadBalancer. Change to Node

Port for distributions that don't support LoadBalancer
appliveview:

ingressEnabled: TRUE-OR-FALSE-VALUE
ingressDomain: APP-LIVE-VIEW-INGRESS-DOMAIN

Where:

¢ DOMAIN-NAME has a value such as learningcenter.example.com.

e INGRESS-DOMAIN is the subdomain for the host name that you point at the tanzu-shared-

ingress service’s external |IP address.

e GIT-CATALOG-URL is the path to the catalog-info.yaml catalog definition file. You can
download either a blank or populated catalog file from the Tanzu Application Platform

product page. Otherwise, use a Backstage-compliant catalog you’ve already built and posted
on the Git infrastructure in the Integration section.

CLUSTER URL, CLUSTER NAME and CLUSTER_ TOKEN are described in the Viewing resources on
multiple clusters in Tanzu Application Platform GUI. Observe the order of operations laid out
in the previous steps.

APP-LIVE-VIEW-INGRESS-DOMAIN is the subdomain you setup to communicate with the App

Live View Connectors on your Run-profile servers. This corresponds to the value key

appliveview connector.backend.host.
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Troubleshooting Tanzu Application Platform

These topics provide troubleshooting information to help resolve issues with Tanzu Application
Platform:

e« Troubleshoot installing Tanzu Application Platform
e« Troubleshoot using Tanzu Application Platform

e« Troubleshoot Tanzu Application Platform components

Troubleshoot installing Tanzu Application Platform

In this topic, you'll find troubleshooting information to help resolve issues installing Tanzu Application
Platform.

Developer cannot be verified when installing Tanzu CLI on
macOS

You see the following error when you run Tanzu CLI commands, for example tanzu version, on
macOS:

"tanzu" cannot be opened because the developer cannot be verified

Explanation
Security settings are preventing installation.
Solution
To resolve this issue:
1. Click Cancel in the macOS prompt window.
2. Open System Preferences > Security & Privacy.
3. Click General.
4. Next to the warning message for the Tanzu binary, click Allow Anyway.
5

Enter your system username and password in the macOS prompt window to confirm the
changes.

6. Inthe terminal window, run:

tanzu version

7. Inthe macOS prompt window, click Open.
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Access .status.usefulErrorMessage details

When installing Tanzu Application Platform, you receive an error message that includes the
following:

(message: Error (see .status.usefulErrorMessage for details))

Explanation
A package fails to reconcile and you must access the details in .status.usefulErrorMessage.
Solution

Access the details in .status.usefulErrorMessage by running:

kubectl get PACKAGE-NAME grype -n tap-install -o yaml

Where PACKAGE-NAME is the name of the package to target.

“Unauthorized to access” error

When running the tanzu package install command, you receive an error message that includes
the error:

UNAUTHORIZED: unauthorized to access repository

Example:

$ tanzu package install app-live-view -p appliveview.tanzu.vmware.com -v 0.1.0 -n tap-

install -f ./app-live-view.yml

Error: package reconciliation failed: vendir: Error: Syncing directory '0':
Syncing directory '.' with imgpkgBundle contents:

Imgpkg: exit status 1 (stderr: Error: Checking if image is bundle: Collecting imag
es: Working with registry.tanzu.vmware.com/app-live-view/application-live-view-install
-bundle@sha256:b13b9%a8lbcc985d76607cfc04bcbb8829b4cc2820e64a99e0af840681dal2aa: GET h
ttps://registry.tanzu.vmware.com/v2/app-live-view/application-live-view-install-bundle
/manifests/sha256:013b9%ba81lbcc985d76607cfc04bcbb8829b4cc2820e64a99e0af840681dal2aa: UN
AUTHORIZED: unauthorized to access repository: app-live-view/application-live-view-ins
tall-bundle, action: pull: unauthorized to access repository: app-live-view/applicatio

n-live-view-install-bundle, action: pull

Note: This example shows an error received when with Application Live View as the package. This
error can also occur with other packages.

Explanation

The Tanzu Network credentials needed to access the package may be missing or incorrect.
Solution

To resolve this issue:

1. Repeat the step to create a secret for the namespace. For instructions, see Add the Tanzu
Application Platform Package Repository in Installing the Tanzu Application Platform Package
and Profiles. Ensure that you provide the correct credentials.
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When the secret has the correct credentials, the authentication error should resolve itself
and the reconciliation succeed. Do not reinstall the package.

2. List the status of the installed packages to confirm that the reconcile has succeeded. For
instructions, see Verify the Installed Packages in Installing Individual Packages.

“Serviceaccounts already exists” error

When running the tanzu package install command, you receive the following error:

failed to create ServiceAccount resource: serviceaccounts already exists

Example:

$ tanzu package install app-accelerator -p accelerator.apps.tanzu.vmware.com -v 0.2.0

-n tap-install -f app-accelerator-values.yaml

Error: failed to create ServiceAccount resource: serviceaccounts "app-accelerator-tap-

install-sa" already exists

Note: This example shows an error received with App Accelerator as the package. This error can
also occur with other packages.

Explanation

The tanzu package install command may be executed again after failing.

Solution

To update the package, run the following command after the first use of the tanzu package install
command

tanzu package installed update

After package installation, one or more packages fails to
reconcile

You run the tanzu package install command and one or more packages fails to install. For
example:

tanzu package install tap -p tap.tanzu.vmware.com -v 0.4.0 --values-file tap-values.ya
ml -n tap-install
- Installing package 'tap.tanzu.vmware.com'

Getting package metadata for 'tap.tanzu.vmware.com'

Creating service account 'tap-tap-install-sa'

\
I
/ Creating cluster admin role 'tap-tap-install-cluster-role'
| Creating cluster role binding 'tap-tap-install-cluster-rolebinding'
| Creating secret 'tap-tap-install-values'

| Creating package resource

- Waiting for 'PackagelInstall' reconciliation for 'tap'

/ 'PackageInstall' resource install status: Reconciling

| '"PackageInstall' resource install status: ReconcileFailed

Please consider using 'tanzu package installed update' to update the installed package
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with correct settings

Error: resource reconciliation failed: kapp: Error: waiting on reconcile packageinstal

1/tap-gui (packaging.carvel.dev/vlalphal) namespace: tap-install:

Finished unsuccessfully (Reconcile failed: (message: Error (see .status.usefulError
Message for details))). Reconcile failed: Error (see .status.usefulErrorMessage for de
tails)

Error: exit status 1

Explanation
Often, the cause is one of the following:
o Your infrastructure provider takes longer to perform tasks than the timeout value allows.

¢ A race-condition between components exists. For example, a package that uses Ingress
completes before the shared Tanzu ingress controller becomes available.

The VMware Carvel tools kapp-controller continues to try in a reconciliation loop in these cases.
However, if the reconciliation status is failed then there might be a configuration issue in the
provided tap-config.yml file.

Solution
1. Verify if the installation is still in progress by running:

tanzu package installed list -A

If the installation is still in progress, the command produces output similar to the following
example, and the installation is likely to finish successfully.

\ Retrieving installed packages...

NAME PACKAGE-NAME
PACKAGE-VERSION STATUS NAMESPACE

accelerator accelerator.apps.tanzu.vmware.com
1.0.0 Reconcile succeeded tap-install

api-portal api-portal.tanzu.vmware.com
1.0.6 Reconcile succeeded tap-install

appliveview run.appliveview.tanzu.vmware.com
1.0.0-build.3 Reconciling tap-install

appliveview-conventions build.appliveview.tanzu.vmware.com
1.0.0-build.3 Reconcile succeeded tap-install

buildservice buildservice.tanzu.vmware.com
1.4.0-build.1 Reconciling tap-install

cartographer cartographer.tanzu.vmware.com
0.1.0 Reconcile succeeded tap-install

cert-manager cert-manager.tanzu.vmware.com
1.5.3+tap.1 Reconcile succeeded tap-install

cnrs cnrs.tanzu.vmware.com
1.1.0 Reconcile succeeded tap-install

contour contour.tanzu.vmware.com
1.18.2+tap.1 Reconcile succeeded tap-install

conventions-controller controller.conventions.apps.tanzu.vmware.com
0.4.2 Reconcile succeeded tap-install

developer-conventions developer-conventions.tanzu.vmware.com
0.4.0-buildl Reconcile succeeded tap-install

fluxcd-source-controller fluxcd.source.controller.tanzu.vmware.com
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If the installation has stopped running, one or more reconciliations have likely failed, as seen

0.16.0 Reconcile
grype
1.0.0 Reconcile

image-policy-webhook

1.0.0-beta.3 Reconcile

learningcenter

0.1.0-build.6 Reconcile
learningcenter-workshops
0.1.0-build.?” Reconcile

ootb-delivery-basic

0.5.1 Reconcile

ootb-supply-chain-basic

0.5.1 Reconcile

ootb-templates

0.5.1 Reconcile

scanning

1.0.0 Reconcile

metadata-store

1.0.2 Reconcile

service-bindings

0.6.0 Reconcile

services-toolkit

0.5.1 Reconcile

source-controller

0.2.0 Reconcile

spring-boot-conventions

succeeded tap-install
grype.scanning.apps.tanzu.vmware.com
succeeded tap-install
image-policy-webhook.signing.apps.tanzu.vmware.com
succeeded tap-install
learningcenter.tanzu.vmware.com
succeeded tap-install
workshops.learningcenter.tanzu.vmware.com
succeeded tap-install
ootb-delivery-basic.tanzu.vmware.com
succeeded tap-install
ootb-supply-chain-basic.tanzu.vmware.com
succeeded tap-install
ootb-templates.tanzu.vmware.com
succeeded tap-install
scanning.apps.tanzu.vmware.com
succeeded tap-install
metadata-store.apps.tanzu.vmware.com
succeeded tap-install
service-bindings.labs.vmware.com
succeeded tap-install
services-toolkit.tanzu.vmware.com
succeeded tap-install
controller.source.apps.tanzu.vmware.com
succeeded tap-install

spring-boot-conventions.tanzu.vmware.com

0.2.0 Reconcile succeeded tap-install
tap tap.tanzu.vmware.com

0.4.0-build.12 Reconciling tap-install
tap-gui tap-gui.tanzu.vmware.com

1.0.0-rc.72 Reconcile succeeded tap-install

tap-telemetry

tap-telemetry.tanzu.vmware.com

0.1.0 Reconcile succeeded tap-install

tekton-pipelines

tekton.tanzu.vmware.com

0.30.0 Reconcile succeeded tap-install

in the following example:
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NAME PACKAGE NAME
PACKAGE VERSION DESCRIPTION
AGE
accelerator accelerator.apps.tanzu.vmware.com
L.0o1 Reconcile succeeded
109m
api-portal api-portal.tanzu.vmware.com
1.0.9 Reconcile succeeded
119m
appliveview run.appliveview.tanzu.vmware.com
1.0.2-build.2 Reconcile succeeded
109m
appliveview-conventions build.appliveview.tanzu.vmware.com
1.0.2-build.2 Reconcile succeeded
109m
buildservice buildservice.tanzu.vmware.com
1.5.0 Reconcile succeeded
119m
cartographer cartographer.tanzu.vmware.com

0.2.1 Reconcile succeeded
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117m
cert-manager
1.5.3+tap.1

119m
cnrs
1.1.0
109m
contour
1.18.2+tap.1
117m
conventions-controller
0.5.0
117m
developer-conventions
0.5.0
109m
fluxcd-source-controller
0.16.1
119m
grype
1.0.0
details) 109m
image-policy-webhook
1.0.1
117m
learningcenter
0.1.0
109m

learningcenter-workshops

0.1.0
103m
metadata-store
1.0.2
117m

ootb-delivery-basic

0.6.1
103m

ootb-supply-chain-basic

0.6.1
103m
ootb-templates
0.6.1
109m
scanning
1.0.0
119m
service-bindings
0.6.0
119m
services-toolkit
0.5.1
119m
source-controller
0.2.0

119m
spring-boot-conventions
0.3.0
109m
tap

cert-manager.tanzu.vmware.com

Reconcile succeeded

cnrs.tanzu.vmware.com

Reconcile succeeded

contour.tanzu.vmware.com

Reconcile succeeded

controller.conventions.apps.tanzu.vmware.com

Reconcile succeeded

developer-conventions.tanzu.vmware.com

Reconcile succeeded

fluxcd.source.controller.tanzu.vmware.com

Reconcile succeeded

grype.scanning.apps.tanzu.vmware.com

Reconcile failed: Error (see

Reconcile succeeded

learningcenter.tanzu.vmware.com

Reconcile succeeded

workshops.learningcenter.tanzu.vmware.com

Reconcile succeeded

metadata-store.apps.tanzu.vmware.com

Reconcile succeeded

ootb-delivery-basic.tanzu.vmware.com

Reconcile succeeded

ootb-supply-chain-basic.tanzu.vmware.com
Reconcile succeeded

ootb-templates.tanzu.vmware.com
Reconcile succeeded

scanning.apps.tanzu.vmware.com

Reconcile succeeded

service-bindings.labs.vmware.com

Reconcile succeeded

services-toolkit.tanzu.vmware.com

Reconcile succeeded

controller.source.apps.tanzu.vmware.com

Reconcile succeeded

spring-boot-conventions.tanzu.vmware.com

Reconcile succeeded

tap.tanzu.vmware.com

.status.usefulErrorMessage for

image-policy-webhook.signing.apps.tanzu.vmware.com
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1.0.1 Reconcile failed: Error (see .status.usefulErrorMessage for
details) 119m
tap-gui tap-gui.tanzu.vmware.com
1.0.2 Reconcile succeeded
109m
tap-telemetry tap-telemetry.tanzu.vmware.com
0.1.3 Reconcile succeeded
119m
tekton-pipelines tekton.tanzu.vmware.com
0.30.0 Reconcile succeeded
119m

In this example, packageinstall/grype and packageinstall/tap have reconciliation errors.

2. To get more details on the possible cause of a reconciliation failure, run:

kubectl describe packageinstall/NAME -n tap-install

Where NaME is the name of the failing package. For this example it would be grype.

3. Use the displayed information to search for a relevant troubleshooting issue in this topic. If
none exists, and you are unable to fix the described issue yourself, please contact support.

4. Repeat these diagnosis steps for any other packages that failed to reconcile.

Failure to accept an End User License Agreement error

You cannot access Tanzu Application Platform or one of its components from VMware Tanzu
Network.

Explanation

You cannot access Tanzu Application Platform or one of its components from VMware Tanzu
Network before accepting the relevant EULA in VMware Tanzu Network.

Solution

Follow the steps in Accept the End User License Agreements in Installing the Tanzu CLI.

Troubleshoot using Tanzu Application Platform

In this topic, you’ll find troubleshooting information to help resolve issues using Tanzu Application
Platform.

Missing build logs after creating a workload

You create a workload, but no logs appear when you check for logs by running the following
command:

tanzu apps workload tail workload-name --since 10m --timestamp

Explanation
Common causes include:

« Misconfigured repository

VMware, Inc 146


https://tanzu.vmware.com/support

Tanzu Application Platform v1.1

« Misconfigured service account
e« Misconfigured registry credentials
Solution

To resolve this issue, run each of the following commands to receive the relevant error message:

kubectl get clusterbuilder.kpack.io -o yaml
kubectl get image.kpack.io <workload-name> -o yaml

kubectl get build.kpack.io -o yaml

“Workload already exists” error after updating the workload

When you update the workload, you receive the following error:

Error: workload "default/APP-NAME" already exists
Error: exit status 1

Where app-NAME is the name of the app.

For example, when you run:

$ tanzu apps workload create tanzu-java-web-app \
--git-repo https://github.com/dbuchko/tanzu-java-web-app \
--git-branch main \

-—type web \

--label apps.tanzu.vmware.com/has-tests=true \

--yes

You receive the following error

Error: workload "default/tanzu-java-web-app" already exists

Error: exit status 1

Explanation
The app is running before performing a live update using the same app name.
Solution

To resolve this issue, either delete the app or use a different name for the app.

Workload creation fails due to authentication failure in
Docker Registry

You might encounter an error message similar to the following when creating or updating a workload

by using IDE or apps CLI plug-in:

Error: Writing 'index.docker.io/shaileshp2922/build-service/tanzu-java-web-app:latest'

VMware, Inc 147



Tanzu Application Platform v1.1

Error while preparing a transport to talk with the registry: Unable to create round
tripper: GET https://auth.ipvé6.docker.com/token?scope=repository%$3Ashaileshp2922%2Fbui
ld-service%2Ftanzu-java-web-app%3Apush%2Cpullé&service=registry.docker.io: unexpected s

tatus code 401 Unauthorized: {"details":"incorrect username or password"}

Explanation

This type of error frequently occurs when the URL set for source image (IDE) or --source-image flag
(apps CLI plug-in) is not Docker registry compliant.

Solution
1. Verify that you can authenticate directly against the Docker registry and resolve any failures

by running:

docker login -u USER-NAME

2. Verify your --source-image URL is compliant with Docker.

The URL in this example index.docker.io/shaileshp2922/build-service/tanzu-java-web-
app includes nesting. Docker registry, unlike many other registry solutions, does not support
nesting.

3. Toresolve this issue, you must provide an unnested URL. For example,

index.docker.io/shaileshp2922/tanzu-java-web-app

Telemetry component logs show errors fetching the “reg-
creds” secret

When you view the logs of the tap-telemetry controller by running kubectl logs -n tap-

telemetry <tap-telemetry-controller-<hash> -f, you see the following error:

"Error retrieving secret reg-creds on namespace tap-telemetry","error":"secrets \"reg-
creds\" 1is forbidden: User \"system:serviceaccount:tap-telemetry:controller\" cannot g

et resource \"secrets\" in API group \"\" in the namespace \"tap-telemetry\""

Explanation

The tap-telemetry Nnamespace misses a Role that allows the controller to list secrets in the tap-
telemetry Namespace. For more information about Roles, see Role and ClusterRole in Using RBAC
Authorization in the Kubernetes documentation.

Solution
To resolve this issue, run:
kubectl patch roles -n tap-telemetry tap-telemetry-controller --type='json' -p='[{"op"

"add", "path": "/rules/-", "value": {"apiGroups": [""],"resources": ["secrets"],"ver
bSH: ["getll, Hlist"’ Hwatch"]} }] L}

Debug convention may not apply
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If you upgrade from Tanzu Application Platform v0.4, the debug convention may not apply to the
app run image.

Explanation
The Tanzu Application Platform v0.4 lacks SBOM data.
Solution

Delete existing app images that were built using Tanzu Application Platform v0.4.

Execute bit not set for App Accelerator build scripts

You cannot execute a build script provided as part of an accelerator.
Explanation

Build scripts provided as part of an accelerator do not have the execute bit set when a new project is
generated from the accelerator.

Solution
Explicitly set the execute bit by running the chmod command:

chmod +x BUILD-SCRIPT-NAME

Where BUILD-SCRIPT-NAME is the name of the build script.

For example, for a project generated from the “Spring PetClinic” accelerator, run:

chmod +x ./mvnw

“No live information for pod with ID” error

After deploying Tanzu Application Platform workloads, Tanzu Application Platform GUI shows a “No
live information for pod with ID” error.

Explanation

The connector must discover the application instances and render the details in Tanzu Application
Platform GUI.

Solution

Recreate the Application Live View Connector pod by running:

kubectl -n app-live-view delete pods -l=name=application-live-view-connector

This allows the connector to discover the application instances and render the details in Tanzu
Application Platform GUI.

“image-policy-webhook-service not found” error

When installing a Tanzu Application Platform profile, you receive the following error:
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Internal error occurred: failed calling webhook "image-policy-webhook.signing.apps.tan
zu.vmware.com": failed to call webhook: Post "https://image-policy-webhook-service.ima
ge-policy-system.svc:443/signing-policy-check?timeout=10s": service "image-policy-webh

ook-service" not found

Explanation
The “image-policy-webhook-service” service cannot be found.
Solution

Redeploy the trainingPortal resource.

“Increase your cluster resources” error

You receive an “Increase your cluster’s resources” error.
Explanation

Node pressure may be caused by an insufficient number of nodes or a lack of resources on nodes
necessary to deploy the workloads that you have.

Solution

Follow instructions from your cloud provider to scale out or scale up your cluster.

MutatingWebhookConfiguration prevents pod admission

Admission of all pods is prevented when the image-policy-controller-manager deployment pods
do not start before the MutatingWebhookConfiguration is applied to the cluster.

Explanation

Pods can be prevented from starting if nodes in a cluster are scaled to zero and the webhook is
forced to restart at the same time as other system components. A deadlock can occur when some
components expect the webhook to verify their image signatures and the webhook is not yet
running.

A known rare condition during Tanzu Application Platform profiles installation can cause this. If so,
you may see a message similar to one of the following in component statuses:

Events:
Type Reason Age From Message
Warning FailedCreate 4m28s replicaset-controller Error creati

ng: Internal error occurred: failed calling webhook "image-policy-webhook.signing.apps
.tanzu.vmware.com": Post "https://image-policy-webhook-service.image-policy-system.svc
:443/signing-policy-check?timeout=10s": no endpoints available for service "image-poli

cy-webhook-service"

Events:
Type Reason Age From Message

Warning FailedCreate 10m replicaset-controller Error creating: Internal error occurr
ed: failed calling webhook "image-policy-webhook.signing.apps.tanzu.vmware.com": Post
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"https://image-policy-webhook-service.image-policy-system.svc:443/signing-policy-check

?timeout=10s": service "image-policy-webhook-service" not found

Solution

Delete the MutatingWebhookConfiguration resource to resolve the deadlock and enable the system
to restart. After the system is stable, restore the MutatingWebhookConfiguration resource to re-
enable image signing enforcement.

Important: These steps temporarily disable signature verification in your cluster.

1. Back up MutatingWebhookConfiguration to a file by running:

kubectl get MutatingWebhookConfiguration image-policy-mutating-webhook-configur
ation -o yaml > image-policy-mutating-webhook-configuration.yaml

2. Delete MutatingilebhookConfiguration by running:

kubectl delete MutatingWebhookConfiguration image-policy-mutating-webhook-confi

guration

3.  Wait until all components are up and running in your cluster, including the image-policy-

controller-manager pods (N@mespace image-policy-system).

4. Re-apply MutatingWiebhookConfiguration by running:

kubectl apply -f image-policy-mutating-webhook-configuration.yaml

Priority class of webhook’s pods preempts less privileged
pods

When viewing the output of kubectl get events, you see events similar to the following:

$ kubectl get events

LAST SEEN TYPE REASON OBJECT MESSAGE

28s Normal Preempted pod/testpod Preempted by image-polic
y-system/image-policy-controller-manager-59dc669d99-frwcp on node test-node

Explanation

The Supply Chain Security Tools - Sign component uses a privileged pPriorityClass to start its pods
to prevent node pressure from preempting its pods. This can cause less privileged components to
have their pods preempted or evicted instead.

Solution

o Solution 1: Reduce the number of pods deployed by the Sign component: If your
deployment of the Sign component runs more pods than necessary, scale down the
deployment down as follows:

1. Create a values file named scst-sign-values.yaml with the following contents:

replicas: N
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Where N is an integer indicating the lowest number of pods you necessary for your
current cluster configuration.

2. Apply the new configuration by running:

tanzu package installed update image-policy-webhook \
--package-name image-policy-webhook.signing.apps.tanzu.vmware.com \
--version 1.0.0-beta.3 \
--namespace tap-install \
--values-file scst-sign-values.yaml

3. Wait a few minutes for your configuration to take effect in the cluster.

o Solution 2: Increase your cluster’s resources: Node pressure may be caused by an
insufficient number of nodes or a lack of resources on nodes necessary to deploy the
workloads that you have. Follow instructions from your cloud provider to scale out or scale
up your cluster.

CrashLoopBackOff from password authentication fails

Supply Chain Security Tools - Store does not start. You see the following error in the metadata-

store-app Pod logs:

$ kubectl logs pod/metadata-store-app-* -n metadata-store -c metadata-store-app

[error] failed to initialize database, got error failed to connect to "host=metadata-s
tore-db user=metadata-store-user database=metadata-store’: server error (FATAL: passwo
rd authentication failed for user "metadata-store-user" (SQLSTATE 28P01))

Explanation
The database password has been changed between deployments. This is not supported.
Solution

Redeploy the app either with the original database password or follow these steps below to erase the
data on the volume:

1. Deploy metadata-store app with kapp.
2. Verify that the metadata-store-db-* Pod fails.
3. Run:
kubectl exec -it metadata-store-db-KUBERNETES-ID -n metadata-store /bin/bash
Where KUBERNETES-1ID is the ID generated by Kubernetes and appended to the Pod name.
4. To delete all database data, run:
rm -rf /var/lib/postgresqgl/data/*

This is the path found in postgres-db-deployment.yaml.

5. Delete the metadata-store app with kapp.
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6. Deploy the metadata-store app with kapp.

Password authentication fails

Supply Chain Security Tools - Store does not start. You see the following error in the metadata-
store-app Pod logs:

$ kubectl logs pod/metadata-store-app-* -n metadata-store -c metadata-store-app

[error] failed to initialize database, got error failed to connect to "host=metadata-s
tore-db user=metadata-store-user database=metadata-store’: server error (FATAL: passwo
rd authentication failed for user "metadata-store-user" (SQLSTATE 28P01))

Explanation
The database password has been changed between deployments. This is not supported.
Solution

Redeploy the app either with the original database password or follow these steps below to erase the
data on the volume:

1. Deploy metadata-store app With kapp.
2. Verify that the metadata-store-db-* Pod fails.

3. Run:

kubectl exec -it metadata-store-db-KUBERNETES-ID -n metadata-store /bin/bash
Where KUBERNETES-1ID is the ID generated by Kubernetes and appended to the Pod name.
4. To delete all database data, run:
rm -rf /var/lib/postgresqgl/data/*

This is the path found in postgres-db-deployment.yaml.
5. Delete the metadata-store app with kapp.

6. Deploy the metadata-store app with kapp.

metadata-store-db pod fails to start

When Supply Chain Security Tools - Store is deployed, deleted, and then redeployed, the metadata-
store-db Pod fails to start if the database password changed during redeployment.

Explanation

The persistent volume used by postgres retains old data, even though the retention policy is set to

DELETE.
Solution

Redeploy the app either with the original database password or follow these steps below to erase the
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data on the volume:
1. Deploy metadata-store app With kapp.
2. Verify that the metadata-store-db-* Pod fails.

3. Run:

kubectl exec -it metadata-store-db-KUBERNETES-ID -n metadata-store /bin/bash
Where KUBERNETES-1D is the ID generated by Kubernetes and appended to the Pod name.
4. To delete all database data, run:
rm -rf /var/lib/postgresqgl/data/*

This is the path found in postgres-db-deployment.yaml.
5. Delete the metadata-store app with kapp.

6. Deploy the metadata-store app with kapp.

Missing persistent volume

After Supply Chain Security Tools - Store is deployed, metadata-store-db Pod fails for missing
volume while postgres-db-pv-claim pvC is in the PENDING state.

Explanation

The cluster where Supply Chain Security Tools - Store is deployed does not have storageclass
defined. The provisioner of storageclass is responsible for creating the persistent volume after

metadata-store-db attaches postgres-db-pv-claim.
Solution

1. Verify that your cluster has storageclass by running:

kubectl get storageclass

2. Create a storageclass in your cluster before deploying Supply Chain Security Tools - Store.

For example:

# This is the storageclass that Kind uses
kubectl apply -f https://raw.githubusercontent.com/rancher/local-path-provision
er/master/deploy/local-path-storage.yaml

# set the storage class as default
kubectl patch storageclass local-path -p '{"metadata": {"annotations":{"storage

class.kubernetes.io/is-default-class":"true"}}}'

Supply Chain Security Tools - Sign rejects images
Supply Chain Security Tools - Sign rejects images from private registries.

Explanation

VMware, Inc

154



Tanzu Application Platform v1.1

The image is deployed to a non-default namespace.
Solution

Make the private registry secret available to the default namespace.

Supply Chain Security Tools - Scan unable to decode
CycloneDX

Supply Chain Security Tools - Scan has a known issue where it sets the phase of a scan to Error with
the message unable to decode cyclonedx. This is an intermittent issue that cuts the CycloneDX XML
stream to the logs such that the scan controller is unable to process the results properly.

Explanation The root cause of the problem is unknown.

Workaround: See the Troubleshooting Guide for how to exit this error state.

Troubleshoot Tanzu Application Platform components

For component-level troubleshooting, see these topics:
e« Troubleshoot Tanzu Application Platform GUI
¢ Troubleshoot Convention Service
e« Troubleshoot Learning Center
e« Troubleshoot Service Bindings
e Troubleshoot Source Controller
e« Troubleshoot Spring Boot Conventions
e« Troubleshoot Supply Chain Security Tools - Scan
e« Troubleshoot Supply Chain Security Tools - Store
e« Troubleshoot Application Live View for VMware Tanzu
« Troubleshoot Cloud Native Runtimes for Tanzu

¢ Troubleshoot Tanzu Build Service (FAQ)
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Uninstalling Tanzu Application Platform

This document describes how to uninstall Tanzu Application Platform packages from the Tanzu
Application Platform package repository.

The process for uninstalling Tanzu Application Platform is made up of three tasks:
« Delete the Packages
¢« Delete the Tanzu Application Platform Package Repository

¢ Remove Tanzu CLI, plug-ins, and associated files

Delete the packages

To delete the installed packages:

1. List the installed packages by running:

tanzu package installed list --namespace tap-install

2. Remove a package by running:

tanzu package installed delete PACKAGE-NAME --namespace tap-install

For example:

tanzu package installed delete cloud-native-runtimes --namespace tap-install
Uninstalling package 'cloud-native-runtimes' from namespace 'tap-install'
Getting package install for 'cloud-native-runtimes'

Deleting package install 'cloud-native-runtimes' from namespace 'tap-install'
Package uninstall status: Reconciling

Package uninstall status: Deleting

Deleting admin role 'cloud-native-runtimes-tap-install-cluster-role'

Deleting role binding 'cloud-native-runtimes-tap-install-cluster-rolebinding'

Deleting secret 'cloud-native-runtimes-tap-install-values'

~N — — — N ~/ ~/ ~ — O

Deleting service account 'cloud-native-runtimes-tap-install-sa'

Uninstalled package 'cloud-native-runtimes' from namespace 'tap-install'

Where pPACKAGE-NAME is the name of a package listed in step 1.

3. Repeat step 2 for each package installed.

Delete the Tanzu Application Platform package repository

To delete the Tanzu Application Platform package repository:

1. Retrieve the name of the Tanzu Application Platform package repository by running:
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tanzu package repository list --namespace tap-install

For example:

$ tanzu package repository list --namespace tap-install
- Retrieving repositories...
NAME REPOSITORY
STATUS DETATILS
tanzu-tap-repository registry.tanzu.vmware.com/tanzu-application-platform/ta

p-packages:0.2.0 Reconcile succeeded

2. Remove the Tanzu Application Platform package repository by running:

tanzu package repository delete PACKAGE-REPO-NAME --namespace tap-install

Where PACKAGE-REPO-NAME is the name of the packageRepository from the earlier step.
For example:
$ tanzu package repository delete tanzu-application-platform-package-repository

--namespace tap-install
- Deleting package repository 'tanzu-application-platform-package-repository’'..

Deleted package repository 'tanzu-application-platform-package-repository' in
namespace 'tap-install'

Remove Tanzu CLI, plug-ins, and associated files

To completely remove the Tanzu CLI, plug-ins, and associated files, run the script for your OS:
e« For Linux or MacQOS, run:
#!/bin/zsh

rm -rf $SHOME/tanzu/cli
sudo rm /usr/local/bin/tanzu

Remove previously downloaded cli files
Remove CLI binary (executable)

rm -rf ~/.config/tanzu/ current location # Remove config directory
rm -rf ~/.tanzu/ old location # Remove config directory

rm -rf ~/.cache/tanzu remove cached catalog.yaml

0 #H= FH H H

rm -rf ~/Library/Application\ Support/tanzu-cli/* # Remove plug-ins
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Component documentation

Tanzu Application Platform is a modular, composable platform consisting of various components.
Most of the Tanzu Application Platform components are documented in this section. In some cases,
a component’s documentation is hosted on a separate site, and you’ll find a link to it in this section.

Installing individual packages

You can install Tanzu Application Platform through predefined profiles or through individual
packages. This page provides links to install instructions for each of the individual packages. For
more information about installing through profiles, see Installing the Tanzu Application Platform
Package and Profiles.

Installing individual Tanzu Application Platform packages is useful if you do not want to use a profile
to install packages or if you want to install additional packages after installing a profile. Before
installing the packages, be sure to complete the prerequisites, configure and verify the cluster,
accept the EULA, and install the Tanzu CLI with any required plug-ins. For more information, see
Prerequisites.

Install pages for individual Tanzu Application Platform
packages

« Install API portal

« Install Application Accelerator

« Install Application Live View

e Install cert-manager, Contour, and FluxCD

¢ Install Cloud Native Runtimes

« Install Convention Service

o Install default roles for Tanzu Application Platform

« Install Developer Conventions

o Install Learning Center for Tanzu Application Platform
¢ Install Out of the Box Templates

o Install Out of the Box Supply Chain with Testing

¢ Install Out of the Box Supply Chain with Testing and Scanning
« Install Service Bindings

e Install Services Toolkit

VMware, Inc

158



Tanzu Application Platform v1.1

Install Source Controller

Install Spring Boot Conventions

Install Supply Chain Choreographer

Install Supply Chain Security Tools - Store

Install Supply Chain Security Tools - Sign

Install Supply Chain Security Tools - Scan

Install Tanzu Application Platform GUI

Install Tanzu Build Service

Install Tekton

Verify the installed packages

Use the following procedure to verify that the packages are installed.

1.

List the installed packages by running:

tanzu package installed list --namespace tap-install

For example:

$ tanzu package installed list --namespace tap-install

\ Retrieving installed packages...

NAME

KAGE-VERSION STATUS
api-portal

s Reconcile
app-accelerator

.0 Reconcile
app-live-view

02 Reconcile

appliveview-conventions

.2 Reconcile
cartographer
.0 Reconcile

cloud-native-runtimes
s Reconcile
convention-controller
.2 Reconcile
developer-conventions
.0-build.1l Reconcile
grype-scanner

.0 Reconcile
image-policy-webhook

.2 Reconcile
metadata-store

.2 Reconcile
ootb-supply-chain-basic
.1 Reconcile
ootb-templates

.1 Reconcile
scan-controller

.0 Reconcile
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PACKAGE-NAME

api-portal.tanzu.vmware.com
succeeded
accelerator.apps.tanzu.vmware.com
succeeded
appliveview.tanzu.vmware.com
succeeded
build.appliveview.tanzu.vmware.com
succeeded
cartographer.tanzu.vmware.com
succeeded
cnrs.tanzu.vmware.com
succeeded
controller.conventions.apps.tanzu.vmware.com
succeeded
developer-conventions.tanzu.vmware.com
succeeded
grype.scanning.apps.tanzu.vmware.com
succeeded
image-policy-webhook.signing.apps.tanzu.vmware.com
succeeded
metadata-store.apps.tanzu.vmware.com
succeeded
ootb-supply-chain-basic.tanzu.vmware.com
succeeded
ootb-templates.tanzu.vmware.com
succeeded
scanning.apps.tanzu.vmware.com

succeeded

PAC
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service-bindings
.0 Reconcile
services-toolkit
.0 Reconcile

source-controller

service-bindings.labs.vmware.com
succeeded

services-toolkit.tanzu.vmware.com
succeeded

controller.source.apps.tanzu.vmware.com

.0 Reconcile succeeded

tap-gui tap-gui.tanzu.vmware.com
.0-rc.4 Reconcile succeeded

tekton-pipelines tekton.tanzu.vmware.com

0.0 Reconcile succeeded

tbs buildservice.tanzu.vmware.com
.0 Reconcile succeeded

Set up developer namespaces to use installed packages

You can choose either one of the following two approaches to create a workload for your application
by using the registry credentials specified, add credentials and Role-Based Access Control (RBAC)
rules to the namespace that you plan to create the workload in:

« Enable single user access.

« Enable additional users access with Kubernetes RBAC.

Enable single user access
Follow these steps to enable your current user to submit jobs to the Supply Chain:
1. To add read/write registry credentials to the developer namespace, run:

tanzu secret registry add registry-credentials --server REGISTRY-SERVER --usern
ame REGISTRY-USERNAME --password REGISTRY-PASSWORD --namespace YOUR-NAMESPACE

Where:

YOUR-NAMESPACE is the name you give to the developer namespace. For example, use
default for the default namespace.

REGISTRY-SERVER is the URL of the registry. For Docker Hub, this must be
https://index.docker.io/v1/. Specifically, it must have the leading https://, the v1
path, and the trailing /. For Google Container Registry (GCR), this is gcr.io. Based on
the information used in Installing the Tanzu Application Platform Package and
Profiles, you can use the same registry server as in ootb supply chain basic -

registry - server.

REGISTRY-PASSWORD is the password of the registry. For GCR or Google Artifact
Registry, this must be the concatenated version of the JSON key. For example:

"$ (cat ~/gcp-key.json)".

If you observe the following issue with the above command:

panic: runtime error: invalid memory address or nil pointer dereference

[signal SIGSEGV: segmentation violation code=0x1 addr=0x128 pc=0x2bcce00]

Use kubectl to create the secret:
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kubectl create secret docker-registry registry-credentials --docker-server=REGI
STRY-SERVER --docker-username=REGISTRY-USERNAME --docker-password=REGISTRY-PASS
WORD -n YOUR-NAMESPACE

Note: This step is not required if you install Tanzu Application Platform on AWS with EKS and
use IAM Roles for Kubernetes Service Accounts instead of secrets. You can specify the Role
Amazon Resource Name (ARN) in the next step.

2. To add secrets, a service account to execute the supply chain, and RBAC rules to authorize
the service account to the developer namespace, run:

cat <<EOF | kubectl -n YOUR-NAMESPACE apply -f -
apiVersion: vl
kind: Secret
metadata:
name: tap-registry
annotations:
secretgen.carvel.dev/image-pull-secret: ""
type: kubernetes.io/dockerconfigjson
data:
.dockerconfigjson: e30K
apiVersion: vl
kind: ServiceAccount
metadata:
name: default
secrets:
- name: registry-credentials
imagePullSecrets:
- name: registry-credentials
- name: tap-registry
apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: default-permit-deliverable
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: deliverable
subjects:
- kind: ServiceAccount
name: default
apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: default-permit-workload
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: workload
subjects:
- kind: ServiceAccount
name: default
EOF
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Note: If you install Tanzu Application Platform on AWS with EKS and use IAM Roles for
Kubernetes Service Accounts, you must annotate the ARN of the IAM Role and remove the

registry-credentials secret. Your service account entry then looks like the following:

apivVersion:

kind:

vl

ServiceAccount

metadata:

name:

default

annotations:

eks.amazonaws.com/role-arn: <Role ARN>

imagePullSecrets:

— name:

tap-registry

Enable additional users access with Kubernetes RBAC

Follow these steps to enable additional users by using Kubernetes RBAC to submit jobs to the Supply

Chain:

1. Enable single user access.

2. Choose either of the following options to give developers namespace-level access and view

access to appropriate cluster-level resources:

VMware, Inc

Option

1: Use the Tanzu Application Platform RBAC CLI plug-in (beta).

To use the tanzu rbac plug-in to grant app-viewer and app-editor roles to an

identity provider group, run:

tanzu
iewer
tanzu
ditor

Where:

rbac binding add -g GROUP-FOR-APP-VIEWER -n YOUR-NAMESPACE -r app-v

rbac binding add -g GROUP-FOR-APP-EDITOR -n YOUR-NAMESPACE -r app-e

YOUR-NAMESPACE is the name you give to the developer namespace.

GROUP-FOR-APP-VIEWER iS the user group from the upstream identity provider
that requires access to app-viewer resources on the current namespace and
cluster.

GROUP-FOR-APP-EDITOR is the user group from the upstream identity provider
that requires access to app-editor resources on the current namespace and
cluster.

For more information about tanzu rbac, see Bind a user or group to a default role.

VMware recommends creating a user group in your identity provider’s grouping
system for each developer namespace and then adding the users accordingly.

Depending on your identity provider, you might need to take further action to
federate user groups appropriately with your cluster. For an example of how to set
up Azure Active Directory (AD) with your cluster, see Integrating Azure Active
Directory.

Option 2: Use the native Kubernetes YAML.
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To apply the RBAC policy, run:

cat <<EOF | kubectl -n YOUR-NAMESPACE apply -f -
apiVersion: rbac.authorization.k8s.io/v1l
kind: RoleBinding
metadata:
name: dev-permit-app-viewer
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: app-viewer
subjects:
- kind: Group
name: GROUP-FOR-APP-VIEWER
apiGroup: rbac.authorization.k8s.io
apiVersion: rbac.authorization.k8s.io/v1l
kind: ClusterRoleBinding
metadata:
name: YOUR-NAMESPACE-permit-app-viewer
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: app-viewer-cluster-access
subjects:
- kind: Group
name: GROUP-FOR-APP-VIEWER
apiGroup: rbac.authorization.k8s.io
apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: dev-permit-app-editor
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: app-editor
subjects:
- kind: Group
name: GROUP-FOR-APP-EDITOR
apiGroup: rbac.authorization.k8s.io
apiVersion: rbac.authorization.k8s.io/v1l
kind: ClusterRoleBinding
metadata:
name: YOUR-NAMESPACE-permit-app-editor
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: app-editor-cluster-access
subjects:
- kind: Group
name: GROUP-FOR-APP-EDITOR
apiGroup: rbac.authorization.k8s.io
EOF

Where:

s YOUR-NAMESPACE is the name you give to the developer namespace.
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s GROUP-FOR-APP-VIEWER is the user group from the upstream identity provider
that requires access to app-viewer resources on the current namespace and
cluster.

s GROUP-FOR-APP-EDITOR is the user group from the upstream identity provider
that requires access to app-editor resources on the current namespace and
cluster.

VMware recommends creating a user group in your identity provider’s grouping
system for each developer namespace and then adding the users accordingly.

Depending on your identity provider, you might need to take further action to
federate user groups appropriately with your cluster. For an example of how to set
up Azure Active Directory (AD) with your cluster, see Integrating Azure Active
Directory.

Rather than granting roles directly to individuals, VMware recommends using your
identity provider’s user groups system to grant access to a group of developers. For
an example of how to set up Azure AD with your cluster, see Integrating Azure
Active Directory.

3. (Optional) Log in as a non-admin user, such as a developer, to see the effects of RBAC after
the bindings are applied.

Tanzu CLI

Tanzu CLI plug-ins

e« apps - This Tanzu CLI plug-in provides the ability to create, view, update, and delete
application workloads on any Kubernetes cluster that has the Tanzu Application Platform
components installed.

¢ insight - The Tanzu Insight CLI plug-in enables querying vulnerability, image, and package
data.

Apps CLI plug-in overview

This Tanzu CLI plug-in provides the ability to create, view, update, and delete application workloads
on any Kubernetes cluster that has the Tanzu Application Platform components installed.

About workloads

Tanzu Application Platform enables developers to quickly build and test applications regardless of
their familiarity with Kubernetes. Developers can turn source code into a workload that runs in a
container with a URL.

A workload enables developers to choose application specifications, such as repository location,
environment variables, service binding, and more. For more information on workload creation and
management, see Command Reference.

Tanzu Application Platform can support a range of workloads, including a serverless process that
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starts on demand, a constellation of microservices that functions as a logical application, or a small
hello-world test app.

Command reference

For information about available commands, see Command Reference.

Usage and examples

For information about how to use the Apps CLI plug-in, see Usage and Examples.

Install Apps CLI plug-in

This document describes how to install the Apps CLI plug-in.

ﬁ Note

Follow the steps in this topic if you do not want to use a profile to install Apps CLI
plug-in. For more information about profiles, see About Tanzu Application Platform
components and profiles.

Prerequisites

Before you install the Apps CLI plug-in:

« Follow the instructions to Install or update the Tanzu CLI and plug-ins.

Install
To install the Apps CLI plug-in:
1.  From the HOME/tanzu directory, run:
tanzu plugin install --local ./cli apps

2. To verify that the CLI is installed correctly, run:

tanzu apps version

A version is displayed in the output.

Verify that there is an apps entry in the cli/manifest.yaml file:

plugins:
- name: apps

description: Applications on Kubernetes

versions: []
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Create a workload

This document describes how to create a workload from example source code with Tanzu
Application Platform.

Prerequisites

The following prerequisites are required to use workloads with Tanzu Application Platform:

¢ Install Kubernetes command line tool (kubectl). For information about installing kubectl, see
Install Tools in the Kubernetes documentation.

« Install Tanzu Application Platform components on a Kubernetes cluster. See Installing Tanzu
Application Platform.

o« Set your kubeconfig context to the prepared cluster kubectl config use-context
CONTEXT NAME.

« Install Tanzu CLI. See Install or update the Tanzu CLI and plug-ins.
o Install the apps plug-in. See the Install Apps plug-in.

« Set up developer namespaces to use installed packages.

Get started with an example workload

Here is how you can get started with an example workload.

« To name the workload and specify a source code location to create the workload from, run:

tanzu apps workload create pet-clinic --git-repo https://github.com/sample-acce

lerators/spring-petclinic --git-tag tap-1.l1 --type web

Respond v to prompts to complete process.
Where:
pet-clinic is the name of the workload.
--git-repo is the location of the code to build the workload from.

--git-branch (optional) specifies which branch in the repository to pull the code
from.

--type is used to distinguish the workload type.

You can find the options available for specifying the workload in the command reference for

workload create, OF YOU Can run tanzu apps workload create --help.

Check build logs

Once the workload is created, you can tail the workload to view the build and runtime logs.

¢ Check logs by running:

tanzu apps workload tail pet-clinic --since 10m --timestamp
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Where:
pet-clinic is the name you gave the workload.

--since (optional) the amount of time to go back to begin streaming logs. The default
is 1 second.

--timestamp (Optional) prints the timestamp with each log line.

Get the workload status and details

After the workload build process is complete, create a Knative service to run the workload. You can
view workload details at anytime in the process. Some details, such as the workload URL, are only
available after the workload is running.

1. To check the workload details, run:

tanzu apps workload get pet-clinic

Where:
pet-clinic is the name of the workload you want details about.

2. You can now see the running workload. When the workload is created, tanzu apps
workload get includes the URL for the running workload. Some terminals allow you to
ctrl+click the URL to view it. You can also copy and paste the URL into your web browser to
see the workload.

Create a workload from local source code

You can create a workload using code from a local folder.

« Inside the folder that contains the source code, run:

tanzu apps workload create pet-clinic --local-path . --source-image springio/pe
tclinic

Respond Y to the prompt about publishing local source code if the image needs to be
updated.
Where:

pet-clinic is the name of the workload.

--local-path points to the directory where the source code is located.

--source-image is the registry path for the local source code.

Bind a service to a workload

Multiple services can be configured for each workload. The cluster supply chain is in charge of
provisioning those services.

« To bind a database service to a workload, run:
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tanzu apps workload update pet-clinic --service-ref "database=services.tanzu.vm
ware.com/vlalphal :MySQL:my-prod-db"

Where:

pet-clinic is the name of the workload to be updated.

--service-ref references the service using the format {name}={apiVersion}:{kind}:

{name}. For more details, refer to update command.

Next steps

You can add environment variables, export definitions, and use flags with these commands. The
following procedure includes example environment variables and flags.

1. To add environment variables, run:

tanzu apps workload update pet-clinic --env foo=bar

2. To export the workload definition into git, or to migrate to another environment, run:

tanzu apps workload get pet-clinic --export

3. To see flags available for the workload commands, run:

tanzu apps workload -h
tanzu apps workload get -h
tanzu apps workload create -h

Command reference

¢ Tanzu apps

Workload
« Workload apply

« Workload create
« Workload update
= Workload get
« Workload delete
s  Workloads list
« Workload tail

e Cluster supply chain

List cluster supply chain

Tanzu apps

This topic includes a description of applications (apps) available on Kubernetes.
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Options

--context name name of the kubeconfig context to use (default is current-co

ntext defined by kubeconfig)

-h, --help help for apps
--kubeconfig file kubeconfig file (default is $HOME/.kube/config)
--no-color disable color output in terminals
-v, —--verbose int32 number for the log level verbosity (default 1)
See also

e« Tanzu Apps Cluster Supply Chain - Patterns for building and configuring workloads

e« Tanzu Apps Workload - Workload life cycle management

Tanzu apps workload

This topic helps you with workload life cycle management.

A workload may run as a Knative service, Kubernetes deployment, or other runtime. Workloads can
be grouped together with other related resources, such as storage or credential objects as a logical
application for easier management.

Workload configuration includes:
¢ Source code to build
« Runtime resource limits
« Environment variables

¢ Services to bind

Options

-h, --help help for workload

Options inherited from parent commands

-—-context name name of the kubeconfig context to use (default is current-co
ntext defined by kubeconfig)
--kubeconfig file kubeconfig file (default is $HOME/.kube/config)

--no-color disable color output in terminals
-v, —--verbose int32 number for the log level verbosity (default 1)
See also

« Tanzu applications - Applications on Kubernetes
e« Tanzu apps workload apply - Apply configuration to a new or existing workload

« Tanzu apps workload create - Create a workload with specified configuration

VMware, Inc 169



Tanzu Application Platform v1.1

e« Tanzu apps workload delete - Delete workload(s)

e« Tanzu apps workload get - Get details from a workload
o Tanzu apps workload list - Table listing of workloads

« Tanzu apps workload tail - Watch workload-related logs

e« Tanzu apps workload update - Update configuration of an existing workload

Tanzu apps workload apply

This topic helps you apply configurations to a new or existing workload.

Synopsis
Apply configurations to a new or existing workload. If the resource does not exist, it will be created.
Workload configuration options include:

e source code to build

« runtime resource limits

e environment variables

e« Services to bind

tanzu apps workload apply [name] [flags]

Examples

tanzu apps workload apply --file workload.yaml

Options

-—annotation "key=value" pair annotation is represented as a "key=value" pair
, or "key-" to remove. This flag may be specified multiple times

-—app name application name the workload is a part of

--build-env "key=value" pair build environment variables represented as a "k
ey=value" pair, or "key-" to remove. This flag may be specified multiple times

-—-debug put the workload in debug mode, --debug=false t

o disable
--dry-run print kubernetes resources to stdout rather tha
n apply them to the cluster, messages normally on stdout will be sent to stderr

--env "key=value" pair environment variables represented as a "key=val
ue" pair, or "key-" to remove. This flag may be specified multiple times
-f, --file file path file path containing the description of a singl
e workload, other flags are layered on top of this resource. Use value "-" to read fro
m stdin
--git-branch branch branch within the git repo to checkout
--git-commit SHA commit SHA within the git repo to checkout
--git-repo url git url to remote source code
--git-tag tag tag within the git repo to checkout
-h, --help help for apply
--image image pre-built image, skips the source resolution an
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d build phases of the supply chain

--label "key=value" pair label is represented as a "key=value" pair, or
"key-" to remove. This flag may be specified multiple times

--limit-cpu cores the maximum number CPU cores allowed (500m = .5
cores)

--limit-memory bytes the maximum amount of memory allowed, in bytes
(500Mi = 500MiB = 500 * 1024 * 1024)

--live-update put the workload in live update mode, --live-up

date=false to disable

--local-path path path on the local file system to a directory of
source code to build for the workload
-n, —--namespace name kubernetes namespace (defaulted from kube confi
9)
--param "key=value" pair additional parameters represented as a "key=val
ue" pair, or "key-" to remove. This flag may be specified multiple times
--request-cpu cores the minimum number of CPU cores required (500m
= .5 cores)
--request-memory bytes the minimum amount of memory required, in bytes

(500Mi = 500MiB = 500 * 1024 * 1024)
--service-ref object reference object reference for a

service to bind to the w

orkload "database=rabbitmg.com/vlbetal:RabbitmgCluster: [my-broker-ns]:my-broker", or "

database-" to delete. This flag may be specified multiple times.

--source-image image destination image repository where source code

is staged before being built

--tail show logs while waiting for workload to become

ready

--tail-timestamp show logs and add timestamp to each log line wh

ile waiting for workload to become ready

--type type distinguish workload type
--wait waits for workload to become ready
--wait-timeout duration timeout for workload to become ready when waiti

ng (default 10mOs)
Y, —-Yyes accept all prompts

Options inherited from parent commands

-—-context name name of the kubeconfig context to use (default is current-co

ntext defined by kubeconfigqg)

--kubeconfig file kubeconfig file (default is S$HOME/.kube/config)

--no-color disable color output in terminals

-v, —--verbose int32 number for the log level verbosity

See also

¢ Tanzu Apps Workload - Workload life cycle management
Tanzu apps workload create
This topic helps you create a workload with the specified configuration.

Synopsis
Create a workload with the specified configuration.

Workload configuration options include:
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e« Source code to build
¢ Runtime resource limits
« Environment variables

¢ Services to bind

tanzu apps workload create [name] [flags]

Examples

tanzu apps workload create my-workload --git-repo https://example.com/my-workload.git
tanzu apps workload create my-workload --local-path . --source-image registry.example/
repository:tag

tanzu apps workload create --file workload.yaml

Options

-—-annotation "key=value" pair annotation is represented as a "key=value" pair

, or "key-" to remove. This flag may be specified multiple times

-—app name application name the workload is a part of

--build-env "key=value" pair build environment variables represented as a "k
ey=value" pair, or "key-" to remove. This flag may be specified multiple times

--debug put the workload in debug mode, --debug=false t

o disable
--dry-run print kubernetes resources to stdout rather tha

n apply them to the cluster, messages normally on stdout will be sent to stderr

--env "key=value" pair environment variables represented as a "key=val
ue" pair, or "key-" to remove. This flag may be specified multiple times
-f, --file file path file path containing the description of a singl
e workload, other flags are layered on top of this resource. Use value "-" to read fro
stdin
--git-branch branch branch within the git repo to checkout
--git-commit SHA commit SHA within the git repo to checkout
--git-repo url git url to remote source code
--git-tag tag tag within the git repo to checkout
-h, --help help for create
--image image pre-built image, skips the source resolution an

d build phases of the supply chain

--label "key=value" pair label is represented as a "key=value" pair, or
"key-" to remove. This flag may be specified multiple times
--limit-cpu cores the maximum number of CPU cores allowed (500m =
.5 cores)
--limit-memory bytes the maximum amount of memory allowed, in bytes
(500Mi = 500MiB = 500 * 1024 * 1024)
--live-update put the workload in live update mode, --live-up
date=false to disable
--local-path path path on the local file system to a directory of
source code to build for the workload
-n, —-namespace name kubernetes namespace (defaulted from kube confi
g)
--param "key=value" pair additional parameters represented as a "key=val
ue" pair, or "key-" to remove. This flag may be specified multiple times
--request-cpu cores the minimum amount of cpu required, in CPU core
s (500m = .5 cores)
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--request-memory bytes

(500Mi = 500MiB = 5

orkload "database=rabbitmg.com/vlbetal:

database-" to delete

--source-image

00 * 1024 * 1024)

--service-ref object reference

. This flag may be

image

is staged before being built

--tail
ready

--tail-timestamp

the minimum amount of memory required, in bytes

object reference for a service to bind to the w
RabbitmgCluster: [my-broker-ns] :my-broker", or "
specified multiple times.

destination image repository where source code

show logs while waiting for workload to become

show logs and add timestamp to each log line wh

ile waiting for workload to become ready

--type type
--wait

--wait-timeout duration

ng (default 10mOs)
-y, —-Yyes

distinguish workload type
waits for workload to become ready
timeout for workload to become ready when waiti

accept all prompts

Options inherited from parent commands

--context name

name of the kubeconfig context to use (default is current-co

ntext defined by kubeconfigqg)
kubeconfig file (default is $HOME/.kube/config)

disable color output in terminals

--kubeconfig f
--no-color

-v, —--verbose int3

See also

ile

2

number for the log level verbosity (default 1)

¢ Tanzu Apps Workload - Workload life cycle management

Tanzu apps workload update

This topic helps you update the configuration of an existing workload.

Synopsis

Update the configuration of an existing workload.

Workload configuration options include:

¢ Source code to build

« runtime resource limits

¢ environment variables

e« Services to bind

tanzu apps workload

Examples

tanzu apps workload
tanzu apps workload

tanzu apps workload
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[name]

[flags]

my-workload --debug=false
my-workload --local-path
my-workload --env key=value
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tanzu apps workload update my-workload --build-env key=value

tanzu apps workload update --file workload.yaml

Options

--annotation "key=value" pair annotation is represented as a "key=value" pair
, or "key-" to remove. This flag may be specified multiple times

--app name application name the workload is a part of

--build-env "key=value" pair build environment variables represented as a "k
ey=value" pair, or "key-" to remove. This flag may be specified multiple times

-—-debug put the workload in debug mode, --debug=false t

o disable
--dry-run print kubernetes resources to stdout rather tha

n apply them to the cluster, messages normally on stdout will be sent to stderr

--env "key=value" pair environment variables represented as a "key=val
ue" pair, or "key-" to remove. This flag may be specified multiple times
-f, —--file file path file path containing the description of a singl
e workload, other flags are layered on top of this resource. Use value "-" to read fro
m stdin
--git-branch branch branch within the git repo to checkout
--git-commit SHA commit SHA within the git repo to checkout
--git-repo url git url to remote source code
--git-tag tag tag within the git repo to checkout
-h, --help help for update
--image image pre-built image, skips the source resolution an

d build phases of the supply chain

--label "key=value" pair label is represented as a "key=value" pair, or
"key-" to remove. This flag may be specified multiple times
--limit-cpu cores the maximum number of CPU cores allowed (500m =
.5 cores)
--limit-memory bytes the maximum amount of memory allowed, in bytes
(500Mi = 500MiB = 500 * 1024 * 1024)
--live-update put the workload in live update mode, --live-up

date=false to disable

--local-path path path on the local file system to a directory of
source code to build for the workload
-n, —--namespace name kubernetes namespace (defaulted from kube confi
9)
--param "key=value" pair additional parameters represented as a "key=val
ue" pair, or "key-" to remove. This flag may be specified multiple times
--request-cpu cores the minimum number of CPU cores required (500m
= .5 cores)
--request-memory bytes the minimum amount of memory required, in bytes
(500Mi = 500MiB = 500 * 1024 * 1024)
--service-ref object reference object reference for a service to bind to the w

orkload "database=rabbitmg.com/vlbetal:RabbitmgCluster: [my-broker-ns]:my-broker", or "
database-" to delete. This flag may be specified multiple times.

--source-image image destination image repository where source code
is staged before being built

--tail show logs while waiting for workload to become
ready

--tail-timestamp show logs and add timestamp to each log line wh
ile waiting for workload to become ready

--type type distinguish workload type
--wait waits for workload to become ready
--wait-timeout duration timeout for workload to become ready when waiti
ng (default 10mOs)
-y, —-yes accept all prompts
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Options inherited from parent commands

--context name name of the kubeconfig context to use
ntext defined by kubeconfig)

--kubeconfig file kubeconfig file (default is $HOME/.kube/configqg)

--no-color disable color output in terminals
-v, --verbose int32 number for the log level verbosity (default 1)
See also

o« Tanzu Apps Workload - Workload life cycle management

Tanzu apps workload get

This topic helps you get details from a workload.

tanzu apps workload get <name> [flags]

Examples

tanzu apps workload get my-workload

Options

--export export workload in yaml format
-h, --help help for get
-n, —--namespace name kubernetes namespace (defaulted from kube config)
-0, —-output string output the Workload formatted. Supported formats:

ml"

Options inherited from parent commands

--context name name of the kubeconfig context to use
ntext defined by kubeconfig)

--kubeconfig file kubeconfig file (default is $HOME/.kube/confiqg)

--no-color disable color output in terminals
-v, --verbose int32 number for the log level verbosity (default 1)
See also

o Tanzu apps workload - Workload life cycle management

Tanzu apps workload delete

This topic helps you delete one or more workloads by name or all workloads within a namespace.
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Deleting a workload prevents new builds while preserving built images in the registry.

tanzu apps workload delete <name(s)> [flags]

Examples

tanzu apps workload delete my-workload

tanzu apps workload delete --all

Options

--all delete all workloads within the namespace
-f, --file file path file path containing the description of a single workl
oad; other flags are layered on top of this resource. Use value "-" to read from stdin
-h, --help help for delete
-n, —--namespace name kubernetes namespace (defaulted from kube config)
--wait waits for workload to be deleted
--wait-timeout duration timeout for workload to be deleted when waiting
1t 1mOs)
-y, —-yes accept all prompts

Options inherited from parent commands

--context name name of the kubeconfig context to use (default is current-co

ntext defined by kubeconfig)
--kubeconfig file kubeconfig file (default is $HOME/.kube/config)

--no-color disable color output in terminals
-v, —--verbose int32 number for the log level verbosity (default 1)

« Tanzu Apps Workload - Workload life cycle management

Tanzu apps workload list

This topic will help you list workloads in a namespace or across all namespaces.

tanzu apps workload list [flags]

Examples

tanzu apps workload list

tanzu apps workload list --all-namespaces

Options

-A, --all-namespaces use all kubernetes namespaces
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-—app name application name the workload is a part of
-h, --help help for list
-n, —-namespace name kubernetes namespace (defaulted from kube config)

Options inherited from parent commands

--context name name of the kubeconfig context to use (default is current-co
ntext defined by kubeconfig)
--kubeconfig file kubeconfig file (default is $HOME/.kube/configqg)

--no-color disable color output in terminals
-v, --verbose int32 number for the log level verbosity (default 1)
See also

« Tanzu Apps Workload - Workload life cycle management

Tanzu apps workload tail

This topic will help you to watch workload related logs.

You can stream logs for a workload until canceled. To cancel, press Ctl-c in the shell or stop the
process. As new workload pods are started, the logs are displayed. To show historical logs use -
since.

tanzu apps workload tail <name> [flags]

Examples

tanzu apps workload tail my-workload

tanzu apps workload tail my-workload --since 1h

Options

-—-component name workload component name (e.g. build)
-h, --help help for tail
-n, —--namespace name kubernetes namespace (defaulted from kube config)
--since duration time duration to start reading logs from (default 1s)
-t, --timestamp print timestamp for each log line

Options inherited from parent commands

--context name name of the kubeconfig context to use (default is current-co
ntext defined by kubeconfig)
--kubeconfig file kubeconfig file (default is $HOME/.kube/config)

--no-color disable color output in terminals
-v, —--verbose int32 number for the log level verbosity (default 1)
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e« Tanzu Apps Workload - Workload life cycle management

Tanzu apps cluster supply chain

This topic includes patterns for building and configuring workloads.

Options

-h, --help help for cluster-supply-chain

Options inherited from parent commands

--context name name of the kubeconfig context to use (default is current-co
ntext defined by kubeconfig)
--kubeconfig file kubeconfig file (default is $HOME/.kube/config)

--no-color disable color output in terminals
-v, --verbose int32 number for the log level verbosity (default 1)

e« Tanzu applications - Applications on Kubernetes

e« Tanzu apps cluster supply chain list - Table listing of cluster supply chains

Tanzu apps cluster supply chain list

This topic helps you list cluster supply chains.

tanzu apps cluster-supply-chain list [flags]

Examples

tanzu apps cluster-supply-chain list

Options

-h, --help help for list

Options inherited from parent commands

--context name name of the kubeconfig context to use (default is current-co
ntext defined by kubeconfig)

--kubeconfig file kubeconfig file (default is $HOME/.kube/config)

--no-color disable color output in terminals

-v, —--verbose int32 number for the log level verbosity (default 1)
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See also

e« Tanzu apps cluster supply chain - Patterns for building and configuring workloads
Usage and examples

Changing clusters

The Apps CLI plug-in refers to the default kubeconfig file to access a Kubernetes cluster. When a
tanzu apps command is run, the plug-in uses the default context that’s defined in that kubeconfig
file (located by default at $HOME/ . kube/config).

There are two ways to change the target cluster:

1. Use kubectl config use-context <context-name> to change the default context. All
subsequent tanzu apps commands will target the cluster defined in the new default
kubeconfig context.

2. Include the --context <context-name> flag when running any tanzu apps command. All
subsequent tanzu apps commands without the --context <context-name> flag will continue
to use the default context set in the kubeconfig.

There are also two ways to override the default kubeconfig:

1. Set the env var KUBECONFIG=<path> t0 change the kubeconfig the Apps CLI plug-in should
reference. All subsequent tanzu apps commands will reference the non-default kubeconfig
assigned to the env var.

2. Include the --kubeconfig <path> flag when running any tanzu apps command. All
subsequent tanzu apps commands without the --kubeconfig <path> flag will continue to use
the default kubeconfig.

For more information about kubeconfig, see Configure Access to Multiple Clusters.

Checking update status

You can use the Apps CLI plug-in to create or update a workload. After you’ve successfully
submitted your changes to the platform, the CLI command exits. Depending on the changes you
submitted, it might take time for them to be executed on the platform. Run tanzu apps workload
get to check the status of your changes. For more information on this command, see Tanzu Apps
Workload Get.

Working with YAML files

In many cases, you can manage workload life cycles through CLI commands. However, you might
find cases where you want to manage a workload by using a yaml file. The Apps CLI plug-in supports

using yaml files.

The plug-in is designed to manage one workload at a time. When you manage a workload using a
vaml file, that file must contain a single workload definition. Plug-in commands support only one file
per command.
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For example, a valid file looks similar to the following example:

apiVersion: carto.run/vlalphal
kind: Workload
metadata:
name: spring-petclinic
labels:
app.kubernetes.io/part-of: spring-petclinic
apps.tanzu.vmware.com/workload-type: java
spec:
source:
git:
url: https://github.com/sample-accelerators/spring-petclinic
ref:
tag: tap-1.1

Autocompletion

To enable command autocompletion, the Tanzu CLI offers the tanzu completion command.

Add the following command to the shell config file according to the current setup. Use one of the
following options:

Bash

tanzu completion bash > $HOME/.tanzu/completion.bash.inc

Zsh

echo "autoload -U compinit; compinit" >> ~/.zshrc
tanzu completion zsh > "${fpath([1]}/ tanzu"

Tanzu Insight plug-in overview

The Tanzu Insight CLI plug-in enables querying vulnerability, image, and package data.
Follow the below steps to install, configure, and use the Tanzu Insight CLI plug-in.

Note: Prior to using the CLI plug-in, you must install the Supply Chain Security Tools - Store, either
as its own package, or as part of Tanzu Application Platform Build profile or Tanzu Application
Platform View profile.

1. Install the Tanzu Insight CLI plug-in
2. Configure target endpoint and certificate
3. Configure access tokens
Once tanzu insight CLI plug-inis set up:
1. Add data

2. Query data
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Install the Tanzu Insight CLI plug-in

Note:

« By following the instructions to install the Tanzu CLI and all the plug-ins, the Tanzu Insight
plug-in is also installed.

e Currently, the Tanzu Insight plug-in only supports macOS and Linux.

This topic explains how to install the Tanzu Insight plug-in by itself, after the user has installed the
Tanzu CLI.

ﬁ Note

Follow the steps in this topic if you do not want to use a profile to install the Tanzu
Insight CLI plug-in. For more information about profiles, see About Tanzu Application
Platform components and profiles.

1. From your tanzu directory, install the local version of the Tanzu Insight plug-in you
downloaded by running:

cd $HOME/tanzu
tanzu plugin install insight --local cli

2. Follow the steps in Configure the Tanzu Insight CLI plug-in.

Configure the Tanzu Insight CLI plug-in

This topic explains how to configure the Tanzu Insight plug-in.

Note: All required setup must be completed in addition to configuring the CLI.

Set the target and certificate authority certificate

Set the target endpoint and CA certificate by running:

tanzu insight config set-target https://metadata-store-app.metadata-store.svc.cluster.

local:PORT --ca-cert PATH

Where
e PORT is the target endpoint port
e« PATH is the direct path to the CA certificate

For example:

$ tanzu insight config set-target https://metadata-store-app.metadata-store.svc.cluste

r.local:8443 --ca-cert /tmp/ca.crt
Using config file: /Users/username/.config/tanzu/insight/config.yaml

Setting trustedcacert in config
Setting endpoint in config to: https://metadata-store-app.metadata-store.svc.cluste

VMware, Inc 181



Tanzu Application Platform v1.1

r.local:8443
v Success: Set Metadata Store endpoint

Check the connection

Check that your configuration is correct and you are able to make a connection.

tanzu insight health

For example:

$ tanzu insight health

Success: Reached Metadata Store!

Configure target endpoint and certificate

The connection to the Store requires TLS encryption, the configuration depends on the kind of
installation. Use the following instructions to set up the TLS connection according to the type of your
setup:

e Use Ingress

¢ Not use Ingress
Use LoadBalancer
Use NodePort

Note: NodePortis commonly used with local clusters such as kind or minikube.

Use Ingress

When using an Ingress setup, the Store creates a specific TLS Certificate for HTTPS communications

under the metadata-store hamespace.

To get such certificate, run the following command:

kubectl get secret ingress-cert -n metadata-store -o json | jg -r '.data."ca.crt"' | b

ase64 -d > insight-ca.crt

The endpoint host is set to metadata-store.<ingress-domain>, for example, metadata-

store.example.domain.com). This value matches the value of ingress domain.

If no accessible DNS record exists for such domain, edit the /etc/hosts file to add a local record:

ENVOY IP=$ (kubectl get svc envoy -n tanzu-system-ingress -o jsonpath="{.status.loadBal

ancer.ingress[0].ip}"™)

# replace with your domain
METADATA STORE DOMAIN="metadata-store.example.domain.com"

# delete any previously added entry
sudo sed -i '' "/SMETADATA STORE_DOMAIN/d" /etc/hosts
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echo "SENVOY IP $METADATA STORE DOMAIN" | sudo tee -a /etc/hosts > /dev/null

Set the target by running:

tanzu insight config set-target https://$SMETADATA STORE DOMAIN --ca-cert insight-ca.cr
t

Not use Ingress

If you install the Store without using the Ingress alternative, you must use a different Certificate
resource for HTTPS communication. In this case, query the app-tls-cert to get the CA Certificate:

kubectl get secret app-tls-cert -n metadata-store -o json | jg -r '.data."ca.crt"' | b
ase64 -d > insight-ca.crt

Use L.oadBalancer

To use a LoadBalancer configuration, you must find the external IP address of the metadata-store-

app service by using kubectl.

ﬁ Note

: For all kubectl commands, use the --namespace metadata-store flag.

METADATA STORE IP=$ (kubectl get service/metadata-store-app --namespace metadata-store
-0 jsonpath="{.status.loadBalancer.ingress[0].ip}")

METADATA STORE PORT=$ (kubectl get service/metadata-store-app --namespace metadata-stor
e -o jsonpath="{.spec.ports[0].port}")

METADATA STORE DOMAIN="metadata-store-app.metadata-store.svc.cluster.local"

# delete any previously added entry
sudo sed -i '' "/SMETADATA STORE_DOMAIN/d" /etc/hosts

echo "SMETADATA STORE IP S$SMETADATA STORE DOMAIN" | sudo tee -a /etc/hosts > /dev/null

Set the target by running:

tanzu insight config set-target https://SMETADATA STORE DOMAIN:SMETADATA STORE PORT --
ca-cert insight-ca.crt

Use NodePort

To use NodePort, you must obtain the CA certificate by following the instructions in Not use Ingress,
then Configure port forwarding and Modify your /etc/hosts file.

Configure port forwarding

When using NodePort, configure port forwarding for the service so the CLI can access Supply Chain
Security Tools - Store. Run:
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kubectl port-forward service/metadata-store-app 8443:8443 -n metadata-store

Note: You must run this command in a separate terminal window.

Modify your /etc/hosts file

Use the following script to add a new local entry to /etc/hosts:

METADATA STORE_ PORT=$ (kubectl get service/metadata-store-app --namespace metadata-stor
e -0 jsonpath="{.spec.ports[0].port}")
METADATA STORE DOMAIN="metadata-store-app.metadata-store.svc.cluster.local"

# delete any previously added entry
sudo sed -i '' "/$METADATA STORE DOMAIN/d" /etc/hosts

echo "127.0.0.1 S$SMETADATA STORE DOMAIN" | sudo tee -a /etc/hosts > /dev/null

Set the target by running:

tanzu insight config set-target https://SMETADATA STORE_DOMAIN:$SMETADATA STORE_PORT --
ca-cert insight-ca.crt

Configure access tokens

Service accounts are required to generate the access tokens.

The access token is a Bearer token used in the http request header authorization. (ex.

Authorization: Bearer eyJhbGciOiJSUzIINiIsImtpZCI6IjhMVO...)

By default, Supply Chain Security Tools - Store comes with read-write service account installed. This
service account is cluster-wide.

Service accounts

You can create two types of service accounts:
1. Read-only service account - only able to use GeT API requests

2. Read-write service account - full access to the API requests

Read-only service account

As a part of the Store installation, the metadata-store-read-only cluster role is created by default.
This cluster role allows the bound user to have get access to all resources. To bind to this cluster
role, run the following command:

kubectl apply -f - -o yaml << EOF
apiVersion: rbac.authorization.k8s.io/vl
kind: ClusterRoleBinding
metadata:

name: metadata-store-ready-only
roleRef:

apiGroup: rbac.authorization.k8s.io
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kind: ClusterRole
name: metadata-store-read-only
subjects:
- kind: ServiceAccount
name: metadata-store-read-client
namespace: metadata-store
apiVersion: vl
kind: ServiceAccount
metadata:
name: metadata-store-read-client
namespace: metadata-store

automountServiceAccountToken: false

EOF

If you do not want to bind to a cluster role, create your own read-only role in the metadata-store
namespace with a service account. The following example command creates a service account

named metadata-store-read-client:

kubectl apply -f - -o yaml << EOF

apiVersion: rbac.authorization.k8s.io/vl

kind: Role

metadata:
name: metadata-store-ro
namespace: metadata-store

rules:
- resources: ["all"]
verbs: ["get"]
apiGroups: [ "metadata-store/v1l"

apiVersion: rbac.authorization.k8s.io/v1l

kind: RoleBinding

metadata:
name: metadata-store-ro
namespace: metadata-store

roleRef:

apiGroup: rbac.authorization.k8s.

kind: Role
name: metadata-store-ro
subjects:
- kind: ServiceAccount
name: metadata-store-read-client
namespace: metadata-store
apiVersion: vl
kind: ServiceAccount
metadata:
name: metadata-store-read-client
namespace: metadata-store

automountServiceAccountToken: false

EOF

Read-write service account

To create a read-write service account, run the following command. The command creates a service

account called metadata-store-read-write-client
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kubectl apply -f - -o yaml << EOF
apiVersion: rbac.authorization.k8s.io/vl
kind: Role
metadata:

name: metadata-store-read-write

namespace: metadata-store

rules:

- resources: ["all"]
verbs: ["get", "create", "update"]
apiGroups: [ "metadata-store/v1" ]

apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: metadata-store-read-write
namespace: metadata-store
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: Role
name: metadata-store-read-write
subjects:
- kind: ServiceAccount
name: metadata-store-read-write-client
namespace: metadata-store
apiVersion: vl
kind: ServiceAccount
metadata:
name: metadata-store-read-write-client
namespace: metadata-store
automountServiceAccountToken: false
EOF

Getting the Access Token

To retrieve the read-only access token, run the following command:

kubectl get secret $ (kubectl get sa -n metadata-store metadata-store-read-client -o js
on | jg -r '.secrets[0].name') -n metadata-store -o json | jg -r '.data.token' | base6
4 -d

To retrieve the read-write access token run the following command:

kubectl get secret $ (kubectl get sa -n metadata-store metadata-store-read-write-client
-o json | jg -r '.secrets[0].name') -n metadata-store -o json | jg -r '.data.token' |
base64 -d

The access token is a “Bearer” token used in the http request header “Authorization.” (ex.
Authorization: Bearer eyJhbGciOiJSUzIINiIsImtpZCI6IjhMVO. . .)

Setting the Access Token

When using the CLI, you'll need to set the METADATA STORE ACCESS TOKEN environment variable, or
use the --access-token flag. It is not recommended to use the --access-token flag as the token will
appear in your shell history.
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The following command will retrieve the access token from Kubernetes and store it in
METADATA STORE ACCESS TOKEN where SERVICE-ACCOUNT-NAME is the name of the service account you
plan to use.

export METADATA STORE ACCESS TOKEN=S$ (kubectl get secrets -n metadata-store -o jsonpath
="{.items[? (Q@.metadata.annotations['kubernetes\.io/service-account\.name']=='SERVICE-A
CCOUNT-NAME') ] .data.token}" | base6d4d -d)

For example:

$ export METADATA STORE ACCESS TOKEN=$ (kubectl get secrets -n metadata-store -o jsonpa
th="{.items[? (Q@.metadata.annotations|['kubernetes\.io/service-account\.name']=="metadat

a-store-read-write-client')].data.token}" | base64d -d)

Query data

This topic describes how to query the database to understand vulnerability, image, and dependency
relationships. The Tanzu Insight CLI plug-in queries the database for vulnerability scan reports or
Software Bill of Materials (SBoM) files.

Supported use cases

The following are a few use cases supported by the CLI:
« What packages and CVEs exist in a particular image? (image)
« What packages and CVEs exist in my source code? (source)

¢« What dependencies are affected by a specific CVE? (vulnerabilities)

Query using the Tanzu Insight CLI plug-in

Install the Tanzu Insight CLI plug-in if you have not already done so.
There are four commands for querying and adding data.
¢ 1image - Post an image SBOM or query images for packages and vulnerabilities.
e package - Query packages for vulnerabilities or by image or source code.
e source - Post a source code SBOM or query source code for packages and vulnerabilties.
e vulnerabilities - Query vulnerabilities by image, package, or source code.

Use tanzu insight -h or see Tanzu Insight Details for more information.

Example #1: What packages & CVEs does a specific image
contain?

Run:

tanzu insight image get --digest DIGEST
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Where:
¢ DIGEST is the component version or image digest.

For example:

$ tanzu insight image get --digest sha256:407d7099d6ce7e3632b6d00682a43028d75d3b088600
797a833607bd629d1led5
Registry: docker.io
Image Name: checkr/flagr:1.1.12
Digest: sha256:407d7099d6ce7e3632b6d00682a43028d75d3b088600797a833607bd629dled
5
Packages:
1. alpine-baselayout@3.1.2-r0
2. alpine-keys@2.1-r2
3. apk-tools@2.10.4-r2
C V E s
1. CVE-2021-30139 (High)
2. CVE-2021-36159 (Critical)
4. busybox@l.30.1-r3
C V E s
1. CVE-2021-28831 (High)

Example #2: What packages & CVEs does my source code
contain?

Run:

tanzu insight source get --repo REPO --org ORG

Where:
e« REPO specifies XML or JSON, the two supported file types

¢ ORG is the source code’s organization

You may also use tanzu insight source get --commit COMMIT where coMMIT is the commit sha. --

repo and --org must be used together.

For example, to get a recent scan for https://github.com/pivotal/kpack.git:

$ tanzu insight source get --repo kpack --org pivotal
ID: 2
Repository: kpack
Commit: b66668e
Organization: pivotal
Packages:

1. cloud.google.com/go/kms@v1l.0.0

2. github.com/BurntSushi/toml@v3.1.1

© \% E s
1. CVE-2021-302999 (L ow)
3. github.com/Microsoft/go-winio@vO0.5.2

Example #3: What dependencies are affected by a specific
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CVE?

Run:

tanzu insight vulnerabilities get --cveid CVE-IDENTIFIER

Where:
¢ CVE-IDENTIFIER is the CVE identifier, for example, CVE-2021-30139.
For example:
$ tanzu insight vulnerabilities get --cveid CVE-2010-4051
1. CVE-2010-4051 (Low)
Packages:
1. libc-bin@2.28-10
1libc-110n@2.28-10

2.
3. 1libc6@2.28-10
4 locales@2.28-10

Add data

See Add Data for more information about manually adding data.

Add data

This topic describes how to add vulnerability scan reports or Software Bill of Materials (SBoM) files to
the Supply Chain Security Tools - Store.

Supported formats and file types

Currently, only CycloneDX XML and JSON files are accepted.

Source commits and image files have been tested. Additional file types may work, but are not fully
supported (for example, JAR files).

Note: If you are not using a source commit or image file, you must ensure the component.version
field in the CycloneDX file is non-null.

Generate a CycloneDX file

A CycloneDX file is needed to post data. Supply Chain Security Tools - Scan outputs CycloneDX files
automatically. For more information, see Supply Chain Security Tools - Scan.

To generate a file to post manually, use Grype or another tool in the CycloneDX Tool Center.
To use Grype to scan an image and generate an image report in CycloneDX format:
1. Install Grype.

2. Scan the image and generate a report by running:

grype REPO:TAG -o cyclonedx > IMAGE-CVE-REPORT
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Where:
REPO is the name of your repository
TAG is the name of a tag
IMAGE-CVE-REPORT is the resulting file name of the Grype image scan report

For example:

$ grype docker.io/checkr/flagr:1.1.12 -o cyclonedx > image-cve-report

v Vulnerability DB [updated]

v Parsed image

v Cataloged packages [21 packages]

v Scanned image [8 vulnerabilities]

Add data with the Tanzu Insight plug-in

Use the following commands to add data:
¢ 1image add
. source add

Note: If you are not using a source commit or image file, you can select either option.

Example #1: Add an image report

To use a CycloneDX-formatted image report:

1. Run:

tanzu insight image add --cyclonedxtype TYPE --path IMAGE-CVE-REPORT

Where:
TYPE specifies XML or JSON, the two supported file types

IMAGE-CVE-REPORT is the location of a Cyclone DX formatted file

For example:

$ tanzu insight image add --cyclonedxtype xml --path downloads/image-cve-report

Image report created.

Note: The Metadata Store only stores a subset of CycloneDX file data. Support for more data might
be added in the future.

Example #2: Add a source report

To use a CycloneDX-formatted source report:

1. Run:

tanzu insight source add --cyclonedxtype TYPE --path SOURCE-CVE-REPORT
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Where:
TYPE specifies XML or JSON, the two supported file types
SOURCE-CVE-REPORT is the location of a Cyclone DX formatted file

For example:

$ tanzu insight source add --cyclonedxtype json --path source-cve-report

Source report created.

Note: Supply Chain Security Tools - Store only stores a subset of a CycloneDX file’s data. Support for
more data might be added in the future.

Command reference

The Tanzu Insight CLI plug-in is used to post data and query the Supply Chain Security Tools - Store
database.

Synopsis

This CLI plug-in is used to post data and query the Supply Chain Security Tools - Store through its
secure REST API. Source commit and image vulnerability reports can be uploaded using CycloneDX
XML and JSON format. Source commit, image, package, and vulnerabilities can be queried and
outputted in CycloneDX XML, JSON, and human-readable text formats.

Options

-h, --help help for tanzu insight

See also

« Tanzu insight config - Config commands

o Tanzu insight health - Checks if endpoint is reachable
« Tanzu insight image - Image commands

¢ Tanzu insight package - Package commands

e« Tanzu insight source - Source commands

e« Tanzu insight version - Display Tanzu Insight version

e« Tanzu insight vulnerabilities - Vulnerabilities commands
Tanzu insight config set-target

Tanzu insight config set-target

Set the metadata store endpoint.
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Synopsis

Set the target endpoint for the metadata store.

tanzu insight config set-target <endpoint> [--ca-cert <ca certificate path to verify p
eer against>] [--access-token <kubernetes service account access token>] [flags]
Examples

tanzu insight config set-target https://localhost:8443 --ca-cert=/tmp/ca.crt --access-
token eyJhbGc...

Options

--access-token string Kubernetes access token. It is recommended to use the En
vironment Variable METADATA STORE_ACCESS TOKEN during the API calls, this will overrid
e access token flag. Note: using the the access-token flag stores the token on disk, t
he Environment Variable is retrieved at the time of the API call

--ca-cert string trusted ca certificate
-h, --help help for set-target
See also

e« Tanzu insight config - Config commands

Tanzu insight config

Config commands are as follows:

Options

-h, --help help for config

See also

¢ Tanzu insight - This CLI is used to post data and make queries to the metadata store.

« Tanzu insight config set-target - Set metadata store endpoint.
Tanzu insight health

Tanzu insight health

Checks if endpoint is reachable.

Synopsis

Checks if endpoint is reachable.
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tanzu insight health [flags]

Examples

tanzu insight health

Options

-h, --help help for health

See also

¢ Tanzu insight

Tanzu insight image
Image commands are as follows:
Options

-h, --help help for image

See also

« Tanzu insight - This CLI is used to post data and query the metadata store.
¢ Tanzu insight image add - Add an image report.

« Tanzu insight image get - Get image by digest.

« Tanzu insight image packages - Get image packages.

« Tanzu insight image vulnerabilities - Get image vulnerabilities.

Tanzu insight image add

Add an image report from a report file:

tanzu insight image add [flags]

Examples

tanzu insight image add --cyclonedxtype json --path /path/to/file.json

Options

--cyclonedxtype string cyclonedx file type (xml/json)
-h, --help help for add
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--path string path to file

See also

e« Tanzu insight image - Image commands

Tanzu insight image get

Get image by digest.

Synopsis

Get image by digest.

tanzu insight image get --digest <image-digest>

Examples

[--format <image-format>] [flags]

tanzu insight image get --digest sha256:a86859ac1946065d93df%cb5cb7060adeeb0288fad610

blb659907 --format Jjson

Options

-d, --digest string image digest

-f, --format string output format (default
-h, --help help for get
See Also

e« Tanzu insight image - Image commands

Tanzu insight image packages

Get image packages.

Synopsis

Get image packages.

tanzu insight image packages [--digest <image-digest>]

e-format>] [flags]

Examples

[--name <name>]

[--format <imag

tanzu insight image packages --digest sha256:a86859acl1946065d93df9%ecb5cb7060adeeb0288f

ad610b1lb659907 --format json
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Options

-d, --digest string image digest
-f, —--format string output format (default "text")

-h, --help help for packages
-n, —--name string image name
See also

« Tanzu insight image - Image commands

Tanzu insight image vulnerabilities

Get image vulnerabilities:

tanzu insight image vulnerabilities --digest <image-digest> [--format <image-format>]
[flags]

Examples

tanzu insight image vulnerabilities --digest sha256:a8685%9acl1946065d93df%ecb5cb7060ade
eb0288fad610b1lb659907 --format json

Options

-d, --digest string image digest
-f, --format string output format (default "text")
-h, --help help for vulnerabilities

See also

e« Tanzu insight image - Image commands

Tanzu insight package

Package commands are as follows:

Options

-h, --help help for package

See also

« Tanzu insight - This CLI is used to post data and query the metadata store.

« Tanzu insight package get - Get package by name, version, and package manager.
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e« Tanzu insight package images - Get images that contain the given package by name.
« Tanzu insight package sources - Get sources that contain the given package by name.
« Tanzu insight package vulnerabilities - Get package vulnerabilities.

Tanzu insight package get

Get package by name, version, and package manager.

Synopsis

Get package by name, version, and package manager.

tanzu insight package get --name <package name> --version <package version> --pkgmngr
Unknown [--format <format>] [flags]

Examples
tanzu insight package get --name client --version 1.0.0a --pkgmngr Unknown

Options

-f, --format string output format which can be in 'Jjson' or 'text'. If not presen
t, defaults to text. (default "text")

=la, ==la@ldp help for get
-n, --name string name of the package
-p, --pkgmngr string Package manager of the dependency. 'Unknown' is currently the

only supported value (default "Unknown")

-v, —--version string version of the package

See also

¢ Tanzu insight package - Package commands

Tanzu insight Package Images

Get images that contain the given package by name.

Synopsis

Get images that contain the given package by name.

tanzu insight package images --name <package name> [flags]
Examples
tanzu insight package images --name client

VMware, Inc

196



Tanzu Application Platform v1.1

Options

-f, --format string output format which can be in 'json' or 'text'. If not present
, defaults to text. (default "text")

-h, --help help for images
-n, --name string name of the package
See also

« Tanzu insight package - Package commands

Tanzu insight package sources

Get sources that contain the given package by name.

Synopsis

Get sources that contain the given package by name.

tanzu insight package sources --name <package name> [flags]
Examples
tanzu insight package sources --name client

Options

-f, —--format string output format which can be in 'json' or 'text'. If not present
, defaults to text. (default "text")

-h, --help help for sources
-n, —--name string name of the package
See also

« Tanzu insight package - Package commands

Tanzu insight Package Vulnerabilities

Get package vulnerabilities.

Synopsis

Get package vulnerabilities.

tanzu insight package vulnerabilities --name <package name> [flags]
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Examples

tanzu insight package vulnerabilities --name client

Options

-f, --format string output format which can be in 'json'
, defaults to text. (default "text")
-h, --help help for vulnerabilities
-n, —--name string name of the package
See also

¢ Tanzu insight package - Package commands

Tanzu insight source

Source commands are as follows:

Options

-h, --help help for source

See also

e« Tanzu insight - This CLI is used to post data and query the metadata store.

e« Tanzu insight source add - Add a source report.

or

'text!'.

If not present

« Tanzu insight source get - Get sources by repository, commit, or organization.

« Tanzu insight source packages - Get source packages.

« Tanzu insight source vulnerabilities - Get source vulnerabilities.

Tanzu insight source add

Add a source report from a report file:

tanzu insight source add [flags]

Examples

tanzu insight source add --cyclonedxtype json --path /path/to/file.json

Options
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--cyclonedxtype string cyclonedx file type (xml/json)

-h, --help help for add
--path string path to file
See also

¢ Tanzu insight source - Source commands

Tanzu insight source get

Get sources by repository, commit, or organization.

Synopsis

Get sources by repository, commit, or organization.

tanzu insight source get --repo <repository> --commit <commit-hash> --org <organizatio
n-name> [--format <format>] [flags]

Examples
tanzu insight source get --repo github.com/org/example --commit b33dfee51 --org compan
Yy

Options

-c, —--commit string commit hash
-f, --format string output format which can be in 'json' or 'text'. If not present
, defaults to text. (default "text")

-h, --help help for get
-0, —--0org string organization that owns the source
-r, --repo string repository name

e« Tanzu insight source - Source commands

Tanzu insight source packages

Get source packages.

Synopsis
Get source packages.
tanzu insight source packages [--commit <commit-hash>] [--repo <repo-url>] [--format <

format>] [flags]
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Examples

tanzu insight sources packages --commit 0b1b659907 --format json

Options

-c, —--commit string commit hash

-f, --format string output format (default "text")

-h, --help help for packages
-r, —--repo string source repository url
See also

e« Tanzu insight source - Source commands

Tanzu insight source vulnerabilities

Get source vulnerabilities.

Synopsis

Get source vulnerabilities. You can specify either commit or repo.

tanzu insight source vulnerabilities [--commit <commit-hash>] [--repo <repo-url>] [--f
ormat <format>] [flags]

Examples
tanzu insight sources vulnerabilities --commit eb55fcl3

Options

-c, —--commit string commit hash
-f, —--format string output format which can be in 'json' or 'text'. If not present
, defaults to text. (default "text")
-h, --help help for vulnerabilities
-r, —--repo string source repository url
See also

¢ Tanzu insight source - Source commands

Tanzu insight version

To display tanzu insight version:
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tanzu insight version [flags]

Options
-h, --help help for version

See also

e« Tanzu insight - This CLI is used to post data and query the metadata store.

Tanzu insight vulnerabilities

Vulnerabilities commands are as follows:

Options

-h, --help help for vulnerabilities

See also

e« Tanzu insight - This CLI is used to post data and query the metadata store.

« Tanzu insight vulnerabilities get - Get vulnerability by CVE id.

e« Tanzu insight vulnerabilities images - Get images with a given vulnerability.

« Tanzu insight vulnerabilities packages - Get packages with a given vulnerability.

o« Tanzu insight vulnerabilities sources - Get sources with a given vulnerability.

Tanzu insight vulnerabilities get

Get vulnerability by CVE id.

Synopsis

Get vulnerability by CVE id.

tanzu insight vulnerabilities get --cveid <cve-id> [--format <format>] [flags]

Examples

tanzu insight vulnerabilities get --cveid CVE-123123-2021

Options

-c, --cveid string CVE id
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-f, —--format string output format which can be in 'json' or 'text'. If not present
, defaults to text. (default "text")
-h, --help help for get

e« Tanzu insight vulnerabilities - Vulnerabilities commands

Tanzu insight vulnerabilities images

Get images with a given vulnerability.

Synopsis

Get images with a given vulnerability.

tanzu insight vulnerabilities images --cveid <cve-id> [--format <format>] [flags]

Examples

tanzu insight vulnerabilities images --cveid CVE-123123-2021
