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1. Introduction 

This solution guide provides technical information for running Tanzu Kubernetes Grid Integrated Edition 
(TKGI) on vSphere with NSX-T in a vSAN Stretched Cluster environment for the purpose of supporting 
highly available Kubernetes workloads. 

A vSAN Stretched Cluster is useful when you have 2 vSphere Data Center (DC) sites connected to each 
other over a high speed, low latency network link with at least 10 Gbps bandwidth. A vSphere Management 
Cluster, Edge Cluster, and Compute Cluster are extended across the 2 DCs with each DC running on top 
of a shared datastore that is powered by VMware vSAN technology. 

The 2 DCs are in active/active mode, which means that vCenter, NSX-T, TKGI Management Plane 
components, and Kubernetes nodes are deployed across both DCs.  

If either DC encounters an outage, workloads on that DC will be restarted on the other DC. Service 
disruption may appear during this phase, but once the automatic restart and any required manual repair 
work is completed, all workloads will resume normal operations.  

. Before going into production with a vSAN Stretched Cluster supporting TKGI on vSphere with NSX-T with 
the goal of making Kubernetes workloads highly available, you must carefully read and understand all 
potential constraints of this solution. See the constraints listed in the ñProduction Considerationsò section 
below 

A vSAN Stretched Cluster topology supporting TKGI on vSphere with NSX-T is made possible by leveraging 
diverse functionality available with the underlying VMware infrastructure, including: 

¶ vSphere DRS and HA 

¶ vSAN Stretched Cluster 

¶ NSX-T Failure Domain 

¶ TKGI Host Group 

The solution set forth in this guide is a multi-layer stack where each layer relies on the technology and 
services provided by the underlying layer(s). The diagram below illustrates the stack. 

 

To implement the solution, the following requirements must be met, and the corresponding best practices 
must be implemented: 

¶ vSphere and vSAN stretched cluster requirements and best practices  

¶ NSX-T multi-site requirements and best practices 

In addition, you must use only the supported software versions as listed in the ñSoftware Versionsò section 
below.  

The steps necessary to configure TKGI in a vSAN Stretched Cluster topology are described in the ñSolution 
Implementationò section below. This documentôs recommended hardware specs and failover scenarios are 
based on observations made while testing and validating TKGI in this topology. 

https://docs.vmware.com/en/VMware-Cloud-on-AWS/solutions/VMware-Cloud-on-AWS.df6735f8b729fee463802083d46fdc75/GUID-D76B65405335A17D29544CFBD0B39C8E.html?hWord=N4IghgNiBcIG4GUCCA5ABAZwC4CcCmWAxgBZ4AmahEArtnjiAL5A
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2. Solution Requirements  

This section lists the requirements for implementing the solution, including prerequisites and software 
versions.  

 

2.1 Prerequisites and Best Practices 

The following prerequisite requirements must be met, and the corresponding best practices must be 
implemented, for this solution and topology to be running and supported: 

¶ Requirements for vSAN Stretched Clusters: 

o https://storagehub.vmware.com/t/vsan-stretched-cluster-guide/  

¶ Best practices for implementing vSAN Stretched Clusters: 

o https://www.vmware.com/content/dam/digitalmarketing/vmware/en/pdf/techpaper/vmware
-vsphere-metro-storage-cluster-recommended-practices-white-paper.pdf  

o When using automatic deployed vSphere CSI plugin with TKGI, please follow the Design 
Considerations and Best Practices from CSI documentation. 

¶ Requirements and best practices for running NSX-T in a multi-site environment: 

o NSX-T 2.5: https://docs.vmware.com/en/VMware-NSX-T-Data-
Center/2.5/administration/GUID-5D7E3D43-6497-4273-99C1-77613C36AD75.html  

o NSX-T 3.1: https://docs.vmware.com/en/VMware-NSX-T-Data-
Center/3.1/administration/GUID-5D7E3D43-6497-4273-99C1-77613C36AD75.html 

Any condition that does not comply with these requirements and best practices will result in the non-
support of an vSAN Stretched Cluster topology for TKGI on vSphere with NSX-T. 

2.2 Software Versions 

To implement the solution documented in this guide, you must adhere to the following software versions. 
No other software versions are supported. 

Component Version (with VCP in-tree driver) Version (with vSphere CSI Plugin) 

vSphere 6.7 U3+ 7.0 U3d + 

TKGI 1.7.0+ 1.14. 0 + 

Ops Manager 2.8.5+  2.10.39 + 

NSX-T Data Center 2.5.1+ 3.1.3 + 

2.3 Other Requirements 

¶ TKGI must be deployed with a single node MySQL Database 

¶ TKGI 1.14 supports only the automatically deployed vSphere CSI plugin 

  

https://storagehub.vmware.com/t/vsan-stretched-cluster-guide/
https://www.vmware.com/content/dam/digitalmarketing/vmware/en/pdf/techpaper/vmware-vsphere-metro-storage-cluster-recommended-practices-white-paper.pdf
https://www.vmware.com/content/dam/digitalmarketing/vmware/en/pdf/techpaper/vmware-vsphere-metro-storage-cluster-recommended-practices-white-paper.pdf
https://docs.vmware.com/en/VMware-vSphere-Container-Storage-Plug-in/2.0/vmware-vsphere-csp-getting-started/GUID-9C0672BB-2B30-4DC6-8263-332144217CAE.html#GUID-9C0672BB-2B30-4DC6-8263-332144217CAE
https://docs.vmware.com/en/VMware-vSphere-Container-Storage-Plug-in/2.0/vmware-vsphere-csp-getting-started/GUID-9C0672BB-2B30-4DC6-8263-332144217CAE.html#GUID-9C0672BB-2B30-4DC6-8263-332144217CAE
https://docs.vmware.com/en/VMware-NSX-T-Data-Center/2.5/administration/GUID-5D7E3D43-6497-4273-99C1-77613C36AD75.html
https://docs.vmware.com/en/VMware-NSX-T-Data-Center/2.5/administration/GUID-5D7E3D43-6497-4273-99C1-77613C36AD75.html
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3. Solution Architecture 

The underlying architecture for the topologies supporting this solution requires 2 Data Centers (DC). Both 
DC sites are connected by a high speed, low latency link supporting at least 10 Mbps bandwidth. The 
networking and latency between the 2 locations must meet the vSAN Stretched Cluster requirements. 

For this solution, there are two supported topologies:  

¶ Dedicated vSphere Clusters for Management, Edge, and Compute 

¶ Fully Collapsed vSphere Clusters 

Each topology is described and depicted below. 

3.1 Topology 1: Dedicated vSphere Clusters 

In this configuration, all 3 vSphere clusters (Management, Edge and Compute) are separated. Each cluster 
has a minimum of 6 ESXi host members dispatched (stretched) across the 2 sites: 

¶ 3 ESXi hosts minimum in Site 1 (or DC1) 

¶ 3 ESXi hosts minimum in Site 2 (or DC2) 

The total number of ESXi hosts required for this topology is 18. 

 

Topology 1: Dedicated vSphere Clusters 
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3.2 Topology 2: Fully Collapsed vSphere Clusters 

In this topology, the 3 vSphere clusters (Management, Edge and Compute) are collapsed into a single 
vSphere cluster.  

The benefit of this configuration is the total number of ESXi hosts required to run the solution is reduced 
from 18 to 6. The minimum number of ESXi hosts per DC site remains the same (3). 

 

Topology 2: Fully Collapsed vSphere Clusters 
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4. vSphere Clusters and Configurations 

This section describes the characteristics and details of each vSphere cluster in this solution. 

4.1 Management Cluster 

The vSphere Management Cluster includes 2 vCenter instances and 3 NSX-T manager instances. 

Management Cluster characteristics: 

¶ 2 vCenter instances:  

o VC-01: vCenter for MGMT cluster and  

o VC-02: vCenter for Edge and Compute cluster 

¶ 3 NSX Manager instances 

o With a VIP or load balancer fronting the 3 VMs 

Management Cluster details: 

¶ Both vCenter instances are pinned to DC1 using a DRS should rule (described in the ñSolution 
Implementationò section below) 

¶ NSX-T Managers 1 and 2 are pinned to DC1 using a DRS should rule 

¶ NSX-T Manager 3 is pinned to DC2 using a DRS should rule 

¶ vCenter access to the Management Cluster is done using the VC-01 instance 

4.2 Edge Cluster 

The vSphere Edge Cluster contains all NSX-T Edge Node VMs. 

Edge Cluster characteristics: 

¶ 6 NSX Edge Node VMs  

¶ All Edge Nodes are part of the same NSX Edge Cluster  

Edge Cluster details: 

¶ Edge Node VMs 1, 3 and 5 are pinned to DC1 using a DRS must rule (described in the ñSolution 
Implementationò section below) 

¶ Edge Node VMs 2, 4 and 6 are pinned to DC2 using a DRS must rule 

¶ vCenter access to the Edge Cluster is done using the VC-02 instance 

4.3 Compute Cluster 

The vSphere Compute Cluster contains TKGI Management Plane VMs and Kubernetes cluster nodes. 

Compute Cluster characteristics: 

¶ TKGI Management Plane VMs: TKGI API, TKGI DB, Ops Manager, BOSH Director, Harbor 
Registry 

¶ Kubernetes cluster control plane and nodes have been provisioned by TKGI  

Compute Cluster details: 

¶ All TKGI Management Plane VMs are pinned to DC1 using a DRS should rule (see the ñSolution 
Implementationò section below for details) 
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¶ Kubernetes cluster nodes are dispatched across Host Group 1 (AZ-HG-1 in DC1) and Host 
Group 2 (AZ-HG-2 in DC2) 

¶ vCenter access to the Compute Cluster is done using the VC-02 instance 

4.4 Cluster Configuration 

This subsection includes configuration details for the vSphere clusters. 

4.4.1 Configuration for all Clusters 

For both topologies and each vSphere cluster, you must make sure there is enough capacity to support a 
site down failure situation. This means that all 3 vSphere clusters must be provisioned with enough capacity 
to support an event where half of the cluster is down. At any time, any workload on any vSphere cluster 
must be able to run properly on any side of the topology (that is, in DC site 1 or in DC site 2). 

4.4.2 vSAN Configuration 

This section lists the specific vSAN configurations that must be set for this solution to work and be 
supported.  

¶ vSAN is enabled on each of the 3 vSphere clusters with the Configuration type set to ñStretched 
Clusterò. 2 vSAN Fault Domains are created for each cluster to allow for this. 

¶ DC Site 1 is configured as the preferred site and DC Site 2 is configured as the secondary site. A 
third DC (site 3) hosts the vSAN witness instance. 

¶ vSAN will perform data replication across the 2 sites AND will also perform local data replication 
within a site as well. 

4.4.3 NSX-T Data Center Configuration 

This section lists the specific configurations required for NSX-T Data Center. 

¶ The Tier-0 Router is configured in Active/Standby mode. 

¶ There is a total of 6 Edge Nodes (1 per ESXi host) and all Edge Nodes are part of the same Edge 
Cluster. (Note that the number of Edge Nodes can increase over time.) 

¶ Edge Node 1 is hosting the active T0 instance while Edge Node 2 is hosting the standby instance. 

¶ 2 NSX-T failure domains are created,  

¶ The Edge Nodes are dispatched across the 2 sites as follows: 

Site1 (preferred) 

Failure Domain 1: AZ-HG-1 

Site2 (Secondary) 

Failure Domain 2: AZ-HG-2 

Edge Node 1 

Edge Node 3 

Edge Node 5 

Edge Node 2 

Edge Node 4 

Edge Node 6 

¶ Each ESXi host in the compute cluster has 4 PNICs: 

o 2 allocated for VDS (for vSphere traffic like management, vMotion, vSAN storage). 

o 2 allocated for N-VDS.  

However, if you only have 2 PNICs available for each ESXi host, refer to the following documentation for 
configuration details: Fully Collapsed vSphere Cluster NSX-T Deployment. 

https://docs.vmware.com/en/VMware-NSX-T-Data-Center/2.5/installation/GUID-3770AA1C-DA79-4E95-960A-96DAC376242F.htm
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5. Solution Implementation 

Implementing the overall solution requires multiple steps for each vSphere cluster, vSAN, NSX-T and 
then TKGI. Listed below is a summary of the required configurations. Detailed instructions for each follow. 

¶ VMware DRS is enabled and set to fully automated mode for each vSphere Cluster. This is 
done by right clicking the cluster object in the vSphere Client and selecting Turn On VMware DRS.  

¶ VMware HA is enabled for each vSphere Cluster. This is done by right clicking the cluster object in 
the vSphere Client and selecting Turn On VMware HA. 

¶ BOSH resurrector is disabled. The BOSH resurrector automatically recreates VMs in case of an 
outage. The BOSH resurrector must be disabled because in the event of a DC site failure, you want 
vSphere HA to control the restart of all the VMs on the failed site. If BOSH resurrector is enabled, it 
will conflict with vSphere HA and attempt to resurrect the unresponsive VMs. This could create a race 
condition a non-deterministic outcome: BOSH deletes a VM before recreating it, which may conflict 
with vSphere HA trying to restart the VM. 

¶ NSX-T Failure Domain is configured. When creating the Tier-1 Routers for TKGI-provisioned 
Kubernetes clusters, the active instance of the Tier-1 Router is placed on an Edge Node located in 
Failure Domain 1 (FD1). The standby instance of the Tier-1 Router is placed on a different Edge 
Node located in Failure Domain 2 (FD2). Note: this is true only if the Tier-1 Router hosts a stateful 
service (like NAT rules or a load balancer). Otherwise, the Tier-1 Router is instantiated inside the 
ESXi Transport Nodes. As FD1 and FD2 are in their respective site, this means that if a site is down, 
this would impact only the instance of the Tier-1 Router located there ï therefore enabling the T1 to 
switchover the active state to the remaining site.  

¶ vSAN Storage Policy is used to support a dual site topology. Using a vSAN storage policy makes 
it possible to instruct vSAN to perform a copy of the data across the 2 sites in addition to a copy that 
stays local to the site.  

¶ BOSH DRS rule is set to ñshould.ò The BOSH CPI automatically creates a VMware DRS rule when 
vSphere Host Group functionality is used for TKGI. By default, this rule is set to ñmust.ò However, to 
support a vSAN Stretched Cluster architecture, you must manually change this rule to ñshouldò so 
that Kubernetes nodes can be restarted on the other DC site if the DC site where the nodes are 
currently running suffers an outage. 
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5.1 Configure Each vSphere Cluster 

The following configuration settings apply to the vSphere clusters: 

¶ Management Cluster 

¶ Edge Cluster 

¶ Compute Cluster 

5.1.1 Enable vSphere DRS and Set to Fully Automated Mode 

Make sure DRS is turned on and set to fully automated in the vSphere compute cluster as shown below. 
The default parameters for the other settings are fine. 

 

In addition to its traditional role of distributing workload across available ESXi hosts based on their free 
resources, DRS allows VMs to move back to their original location upon a failed site recovery case. 

5.1.2 Enable vSphere HA  

Make sure HA is turned on as shown below. The default parameters for the other settings are adequate. 
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5.1.3 Configure vSAN 

Configure the Management Cluster, Edge Cluster and Compute Clusters with vSAN Fault Domain using 
DC1 as preferred site and DC2 as secondary site: 

 

 

Configure vSAN to handle a dual site topology (replicate data across the 2 sites) and then perform a local 
data replication as well. Modify default vSAN SPBM with the following parameters: 

    ïPFTT = 1 (Primary FTT) 

    ïSFTT = 1 (Secondary FTT) 

To do this, go to VM Storage Policies and select vSAN Default Storage Policy:
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Click Edit and select the parameters as shown below: 

¶ Site disaster tolerance: Dual Site Mirroring (stretched cluster) 

¶ Failures to tolerate: 1 failure - RAID-1 (Mirroring) 

 

Click on Next several times to complete the configuration. You will see the following message at the end 
of the process. Select Reapply to VMs: Now and click Yes. 

 

Make sure all VMs on the system are using this storage policy and they are all in compliancy with it. 
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5.2 Configure the vSphere Management Cluster  

This section provides configuration instructions for the vSphere Management Cluster. 

5.2.1 Create vSphere DRS Rule 

Create DRS rules (with óshouldô policy) to implement the following behavior: 

¶ Both vCenter instances (VC-01 and VC-02) are pinned to DC1 

¶ NSX-T managers 1 & 3 pinned to DC1 

¶ NSX-T manager 2 pinned to DC2 

5.2.2 Create VM/Host Groups for DC1 

Create Host Group AZ1 which contains all ESXi hosts in DC1: 

 

Create VM Group AZ1_vm_group contains all vCenter and NSX-T managers instances 1 and 3: 
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Create the VM/Host Rule for AZ1_vm_group and link the 2 above objects using a óshouldô policy: 

 

 

5.2.3 Create VM/Host Groups for DC2 

Create Host Group AZ2 which contains all ESXi hosts in DC2: 
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Create VM Group AZ2_vm_group which contains NSX-T manager instance 2: 

 

 

Create the VM/Host Rule and link the 2 above objects using a óshouldô policy: 

 

 

 

 

  


