Monitoring and Alerting

VMware Validated Design 4.0
VMware Validated Design for Software-Defined Data
Center 4.0

vmware




Monitoring and Alerting

You can find the most up-to-date technical documentation on the VMware website at:
https://docs.vmware.com/
If you have comments about this documentation, submit your feedback to

docfeedback@vmware.com

VMware, Inc.

3401 Hillview Ave.
Palo Alto, CA 94304
www.vmware.com

Copyright ©2016-2017 VMware, Inc. All rights reserved. Copyright and trademark information.

VMware, Inc.


https://docs.vmware.com/
mailto:docfeedback@vmware.com
http://pubs.vmware.com/copyright-trademark.html

Contents

About VMware Validated Design Monitoring and Alerting 4

1 Enabling Alerts in vRealize Log Insight 5
View the Full List of Alerts for a Management Product 6
Enable the Alerts for vSphere Resources 7
Enable the Alerts for Storage Resources 12
Enable the Alerts for vSAN 17
Enable the Alerts for vSphere Networking 22
Enable the Alerts for NSX for vSphere 27
Enable the Alerts for vRealize Operations Manager 32
Enable the Alerts for vRealize Automation 36

Enable the Alerts for vRealize Orchestrator 41
2 Creating Custom SDDC vRealize Operations Dashboards 47
Create the SDDC Capacity Dashboard 47
Configure a Dashboard that Provides an Overview of SDDC Operation 54
3 Configure vRealize Operations Manager to Notify of SDDC Issues 64
Create Notifications in vRealize Operations Manager 64
List of Notifications for vRealize Operations Manager 67

4 Monitor vSphere Data Protection Jobs by Email 72

5 Configure vRealize Automation System Notification Events 75

VMware, Inc.



About VMware Validated Design
Monitoring and Alerting

VMware Validated Design Monitoring and Alerting provides step-by-step instructions about configuring
vRealize Operations Manager and vRealize Log Insight for monitoring of the operations in the SDDC.
This documentation also discusses enabling notifications about issues in your environment and operating
a software-defined data center (SDDC) based on the VMware Validated Design™ for Software-Defined
Data Center.

After you deploy the Software-Defined Data Center from this VMware Validated Design, you can monitor
the parameters that are most important for environment management by using a set of dashboards for
alerts and log events.

Intended Audience

The VMware Validated Design Monitoring and Alerting documentation is intended for cloud architects,
infrastructure administrators, cloud administrators and cloud operators who are familiar with and want to
use VMware software to deploy in a short time and manage an SDDC that meets the requirements for
capacity, scalability, backup and restore, and extensibility for disaster recovery support.

Required VMware Software

VMware Validated Design Monitoring and Alerting is compliant and validated with certain product
versions. See VMware Validated Design Release Notes for more information about supported product
versions.

VMware, Inc.



Enabling Alerts in vRealize Log
Insight

Use the vRealize Log Insight known event signature engine to monitor key events. You can use a set of
alerts to send to vRealize Operations Manager and via SMTP for operations team notification.

The integration between vRealize Log Insight and vRealize Operations Manager allows for implementing
the following cross-product event tracking:

m  Sending alerts from vRealize Log Insight to vRealize Operations Manager, which automatically maps
them to the target objects

= Launching in context from a vRealize Operations Manager object to the objects logs in vRealize Log
Insight

= Launching in context from a vRealize Log Insight event to the objects in vRealize Operations
Manager

For applications that are failed over between regions, such as vRealize Automation and vRealize
Operations Manager, configure alerting in both regions to avoid missing any alerts when applications
move between regions.

Procedure

1 View the Full List of Alerts for a Management Product
Explore the alerts and queries that are available in vRealize Log Insight for the management
products in the SDDC such as vSphere, NSX for vSphere, vRealize Automation, and so on. The
alerts and queries are handled by the content packs for these products.

2 Enable the Alerts for vSphere Resources
Use the built-in problem and alert signatures in vRealize Log Insight for ESXi host and vCenter
Server to enable alerts about issues.

3 Enable the Alerts for Storage Resources

Use the inbuilt problem and alert signatures in vRealize Log Insight for storage monitoring.

4 Enable the Alerts for vSAN

Use the built-in problem and alert signatures in vRealize Log Insight for vSAN monitoring.

5 Enable the Alerts for vSphere Networking

Use the inbuilt problem and alert signatures in vRealize Log Insight for networking to enable alerts
about issues.
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Monitoring and Alerting

6 Enable the Alerts for NSX for vSphere

Use the inbuilt problem and alert signatures in vRealize Log Insight for NSX for vSphere.

7 Enable the Alerts for vRealize Operations Manager

Use the built-in problem and alert signatures in vRealize Log Insight for vRealize Operations
Manager.

8 Enable the Alerts for vRealize Automation

Use the inbuilt problem and alert signatures in vRealize Log Insight for vRealize Automation.

9 Enable the Alerts for vRealize Orchestrator

Use the inbuilt problem and alert signatures in vRealize Log Insight for vRealize Orchestrator.

View the Full List of Alerts for a Management Product

Explore the alerts and queries that are available in vRealize Log Insight for the management products in
the SDDC such as vSphere, NSX for vSphere, vRealize Automation, and so on. The alerts and queries
are handled by the content packs for these products.

Procedure
1 Open the vRealize Log Insight user interface.

a Open a Web browser and go to the following URL.

Region vRealize Log Insight URL
Region A https://vrli-cluster-01.sfo01.rainpole.local
Region B https://vrli-cluster-51.lax01.rainpole.local

b Log in using the following credentials.

Setting Value
User name admin
Password vrli_admin_password

VMware, Inc.



Monitoring and Alerting

2 Locate the content pack for the management product.

8 In the vRealize Log Insight Ul, click the configuration drop-down menu icon E and

select Content Packs.

b Under Installed Content Packs, select the pack.

¢ Click Alerts or Queries to view the full list of alerts for the product.

Dashboards

Interactive Analytics

Content Pack Marketplace
Marketplace

Updates

Installed Content Packs
General
Microsoft - SQL Server
Whiware - NSX-vSphere
VMware - Qrchestrator - 70.1+
Whiware - WSAN
Vhware - vRA T
Whiware - vRops 6.x

Whware - vSphere

Dashboards

Version:
Author
Website:

o

VMware - vSphere  #-

4.0
WMware, Inc
httpsiwawsrwar e .com/productsivsphere

MNamespace comwmwareysphere

Description

Queries

Dashboards
General - Overview

Wwidget Name

AllvSphere events

The vSphere content pack provides powerful insight into .. Expand

Alerts Agent Groups Extracted Fields

Widget Type Notes

The total number of events recelved over Lime. An Increase In e
events may be an Indlcation of an Issue In the environment.

Chart

Enable the Alerts for vSphere Resources

Use the built-in problem and alert signatures in vRealize Log Insight for ESXi host and vCenter Server to

enable alerts about issues.

For basic monitoring the vSphere components, use the following alerts:

Table 1-1. vSphere Alerts in vRealize Log Insight

Alert Name

*** CRITICAL *** Hardware: Physical
event detected

Hardware: Faulty memory detected

*** CRITICAL *** ESX/ESXi: Core dump
detected

VMware, Inc.

Purpose

The purpose of this widget is to notify

Severity

Critical

when the following physical hardware
events have been detected, which
indicates a hardware problem. Under
most normal conditions, this widget
should return no results. The following
types of hardware events are returned:

®  Advanced Programmable Interrupt
Controller (APIC)

m  Machine Check Exception (MCE)
m Non-Maskable Interrupt (NMI)

During the previous boot of an ESXi host
faulty memory was detected. Unless a
corresponding corrected message is
seen, the memory should be replaced.

A core dump has been detected, which
indicates the failure of a component in
ESX/ESXi. This issue may lead to VM
crashes and/or host PSODs.

Critical

Critical



Monitoring and Alerting

Table 1-1. vSphere Alerts in vRealize Log Insight (Continued)

Alert Name

*** CRITICAL *** ESX/ESXi: Stopped
logging

*** CRITICAL *** ESX/ESXi: RAM disk /
inode table is full

ESX/ESXi: HA isolated events by
hostname

vCenter Server: HA connection failure
detected

Procedure

Purpose

The purpose of this alert is to notify when
an ESXi host has stopped sending
syslog to a remote server.

A root file system has reached its
resource pool limit. Various
administrative actions depend on the
ability to write files to various parts of the
root file system and might fail if the RAM
disk and/or inode table is full.

During a health check, HA determined
that a host was isolated. Depending on
how HA is configured this may mean that
VMs have been failed over from the
isolated host.

A HA cluster has detected one or more
unresponsive ESXi hosts. If the host(s)
are marked as dead, then VMs running
on those hosts will be migrated to other
systems.

1 Open the vRealize Log Insight user interface.

a Open a Web browser and go to the following URL.

Severity

Critical

Critical

Critical

Critical

Region
Region A
Region B

vRealize Log Insight URL

https://vrli-cluster-01.sfo01.rainpole.local

https://vrli-cluster-51.l1ax01.rainpole.local

b Log in using the following credentials.

Setting
User name

Password

Value
admin

vrli_admin_password

2 Inthe vRealize Log Insight user interface, click Interactive Analytics.

3 Click the & icon and select Manage Alerts.

VMware, Inc.



Monitoring and Alerting

4  Select the alerts that are related to vSphere.

a Inthe search box of the Alerts dialog box, enter Hardware, ESX/ESXi or vCenter Server as a
search phrase

b Select the following alerts from the results.

Alert

vCenter Server: HA connection failure detected
Hardware: Faulty memory detected

*** CRITICAL *** ESX/ESXi: Core dump detected

*** CRITICAL *** ESX/ESXi: Stopped logging

*** CRITICAL *** Hardware: Physical event detected

*** CRITICAL *** ESX/ESXi: RAM disk / inode table is full

ESX/ESXi: HA isolated events by hostname

Alerts X

Hardware

MSSGL: Hardware'Media Fallure
Dabied [Coment Packaler)

| Hardarare: Fauly memory detected
DRabid [Comter Pack alert)

v CRITICAL ' HaFdware: Physical event detected
Dabied [Coment Packaler)

Select: All None

ENABLE

VMware, Inc.



Monitoring and Alerting

5 Enable the alerts.

a Inthe Alerts dialog box, click Enable.

b In the Enable Alerts dialog box, configure the following alert settings and click Enable.

Setting Region A

Email Email address to send alerts to

Send to vRealize Operations Manager Selected
Fallback Object SFO01

Criticality critical

Enable Alerts

The following alerts will be enabled and saved 1o My Alerts

wCenter Server: HA connection failure detected
Hardware: Faulty memory detected

*** CRITICAL *** ESXESXi: Core dump detected

*** CRITICAL *** ESX/ESXi: Stopped logging

*** CRITICAL *** Hardware: Physical event detected

*** CRITICAL "** ESX/ESKi: RAM disk / inode table is full
ESH/ESXi: HA isolated ewvents by hostname

# Email ops-teamrainpole.com

Webhook
¥ Send to vRealize Cperations Manager
Fallback Object  SFo1 (saecr. J@
Criticality:  critical v
Auto Cancel

CANCEL ENABLE

VMware, Inc.

Region B

Email address to send alerts to
Selected

LAX01

critical

10



Monitoring and Alerting

6 In the Alerts dialog box, set the Raise an alert option for each enabled alert.

a Click the Edit button on the first enabled vSphere alert.

F;meMﬂthummm i _/_IX

[ CRITICAL *= ESX/ESXi: RAM disk / inode table is full

Enabled

[T = CRTICAL == ESK/ESX: Stopped logging

Enabled

[ == CRITICAL *** Hardware: Physical eveni detected

Enabled

I™ EsiESX: HA olated events by hostname

Enabiled

™ Hardware: Faulty memory detected

Enabied

[ vCenter Server: HA connection failure detecled

Enatisd :-[

Select: Al Mone

Delete Disable

b In the Edit Alert dialog box, under Raise an alert, select On any match, and click Save.

Edit Alert

Name *** CRITICAL *** ESX/ESXi: Core dump detected

MNotes | B | U &

A core durnp has been detected, which indicates the failure of a component in ES¥/ESHL This  «
izsue may lead to WM crashes and/or host PS0Ds.

Notify:

¥ Email ops-team@rainpale.com

O webhook URLs seperated by spaces

¥ Send to vRealize Operations Manager

Fallback Object:  SFOO! SELECT (@ Criticality:  eritical v

[ auto Caneel

SEND TEST ALERT

Raise an alert:

® onany match

' When an event is seen for the first time in the last Custom v 60 minutes
- When morethan 1 matches are found inthe last 1 Hour v
0 When morethan v 1 EVENTS 0CCUT N asingle group in the last 1 Hour A

Thecuery wil run every & minutes and will only alert once for the defined threshold above.

No results

Count of events over time

EDIT GQUERY CANCEL

VMware, Inc.



Monitoring and Alerting

¢ Repeat the steps for the other enabled alerts.

d Close the Alerts dialog box.

7 Repeat the steps on https://vrli-cluster-51.1ax01.rainpole.local to enable the alerts for the LAX01 data

center.

Enable the Alerts fo

Use the inbuilt problem and alert signatures in vRealize Log Insight for storage monitoring.

For monitoring storage in the Software-Defined Data Center, you can use the following alerts in vRealize

Log Insight:

r Storage Resources

Table 1-2. Storage Alerts in vRealize Log Insight

Alert Name

*** CRITICAL *** Storage: All Paths Down
(APD)

*** CRITICAL *** Storage: VSAN device
offline

Storage: NFS connectivity issue

Storage: NFS lock file issue

VMware, Inc.

Purpose Severity

One or more datastores has experienced  Critical
an All Paths Down (APD) outage

situation. This indicates that one or more
datastores is or was unavailable. As a

result of this issue, VMs are or were

unavailable and ESX/ESXi hosts may

have been disconnected from vCenter

Server. This issue requires immediate

attention.

A Virtual SAN storage device that backs  Critical
up the datastores might fail.

This occurs due to a faulty device
firmware, physical media, or storage
controller or when certain storage
devices are not readable or writeable.

Typically, such failures are irreversible. In
some instances, permanent data loss
might also occur, especially when data is
not replicated on other nodes before
failure. Virtual SAN automatically
recovers data when new devices are
added to the storage cluster, unless data
lost is permanent.

The purpose of this alert is to notify when  Critical
an NFS connectivity issue was detected.

This means an NFS datastore is or was
unavailable. Do to this issue, one or

more VMs may be unavailable.

The purpose of this alert is to notify when
an NFS lock file issue has been
detected. Stale NFS lock files can
prevent VMs from powering on.

12



Monitoring and Alerting

Table 1-2. Storage Alerts in vRealize Log Insight (Continued)

Alert Name

Storage SCSI Path dead

Storage: Snapshot consolidation required

Procedure

Purpose

The purpose of this alert is to notify when
a SCSI path has become unavailable.
Assuming multiple paths are in use and
the other paths are online this means
reduced redundancy and performance. If
all paths to a storage device become
unavailable then VMs running on the
storage device will become unavailable.

The purpose of this alert is to notify when
a snapshot consolidation is required. A
failed snapshot consolidation operation
that is not manually addressed can lead
to a full datastore.

1 Open the vRealize Log Insight user interface.

a Open a Web browser and go to the following URL.

Severity

Critical

Critical

Region
Region A
Region B

vRealize Log Insight URL

https://vrli-cluster-01.sfo01.rainpole.local

https://vrli-cluster-51.l1ax01.rainpole.local

b Log in using the following credentials.

Setting
User name

Password

Value
admin

vrli_admin_password

2 Inthe vRealize Log Insight user interface, click Interactive Analytics.

3 Click the & icon and select Manage Alerts.

VMware, Inc.
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Monitoring and Alerting

4 Select the alerts that are storage related.

a Inthe search box of the Alerts dialog box, enter storage as a search phrase.

b Select the following alerts from the results.

Alert

*** CRITICAL *** Storage: All Paths Down (APD)
*** CRITICAL *** Storage: VSAN device offline
Storage: NFS connectivity issue

Storage: NFS lock file issue

Storage SCSI Path dead

Storage: Snapshot consolidation required

Alerts X

storage

Srorage: Datactore connecuy ssue
DRSDIES [ComEn Rack 8 e

| Starage: NFS lock file lssue
Gkabled{Content Fackalerty

Storage: Invalid metadats
CRabRa(Coment Fack aiert

1 CRITICAL  SlGFage: A1l Paths Down (4PD)
Okabled{Content Facicalerty

S CRITICAL ' BHEFAEE: WSAN dewice offline
DESDK(CoMmEnt FACK AR

" CRITICAL *** Storage: Corrupt volume
Dkabled(Content Packalert)

¥ Efdrage: SCSI path dead
CRabRa(Coment Pack aiert

Select: Al None

DELETE DISABLE ENABLE

VMware, Inc.
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Monitoring and Alerting

5 Enable the alerts.

a Inthe Alerts dialog box, click Enable.

b In the Enable Alerts dialog box, configure the following alert settings and click Enable.

Setting Region A
Email Email address to send alerts to
Send to vRealize Operations Manager Selected
Fallback Object SFOO01
Criticality critical
Enable Alerts
The following alerts will be enabled and saved to My Alerts
Storage: NFS connectivity issue
Storage: Snapshot consclidation required
Storage: NFS lock file issue
*** CRITICAL *** Sterage: All Paths Down (APD)
*** CRITICAL *** Storage: WSAN device offline
Storage: SCSI path dead
¥ Email
Webhook
¥ Send to vRealize Operations Manager
Fallback Object;  SFOO1 SELECT @
Criticality:  critical v
Auto Cancel

CANCEL ENABLE

VMware, Inc.

Region B

Email address to send alerts to
Selected

LAX01

critical

15



Monitoring and Alerting

6 In the Alerts dialog box, set the Raise an alert option for each enabled alert.

a Click the Edit button on the first enabled Storage Resources alert.

Alerts X
listnragel :'
r My Saved Alerts =
r I*;* E.EI'I'ICAL == Sinrage: All Paths Down [(APD) 1 & X

nabed

[ e CRITICAL == Storage: VSAN device offline
Enabled

r Storage: NFS connectivity issue
Ensbled

r Storage: NFS lock file issue
Ensbiled

r Storage: SCS| path dead
Enabled

r Storage: Snapshot consolidation reguired
Enabled

r VMware - vRA T Content Pack

_ =

Select: All Mone

b In the Edit Alert dialog box, under Raise an alert, select On any match, and click Save.

VMware, Inc.
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Edit Alert

Name *** CRITICAL *** Storage: All Paths Down (APD]

Notes | B | U &

One or more datastores has experienced an All Paths Down (APD) outage situation. This
indicates that one or more datastores is or was unavailable, As a result of this issue, Whis are or
wiere unavailable and ESX/ESY hosts mav have been disconnected from vCenter Server. This

MNotify:

Webhaok

#| Sendto vReslize Operations Manager

Fallback Object: SFO01 SELECT (D Criticality:  critical v

Autn Cancel

SEND TEST ALERT

Raise an alert
® 0n any match

When an event is seen for the first time inthe last Custom v 18 minutes

When more than 1 matches are found in the last 16 Minutes

The query will run every 5 minutes andwil onk slert once for the defined threshald sbowe

Caunt of events aver time

EDIT QUERY CANCEL

¢ Repeat the steps for the other enabled alerts.
d Close the Alerts dialog box.

7 Repeat the steps on https://vrli-cluster-51.lax01.rainpole.local to enable alerts for the LAX01 data
center.

Enable the Alerts for vSAN

Use the built-in problem and alert signatures in vRealize Log Insight for vSAN monitoring.

For monitoring VSAN in the Software-Defined Data Center, you can use the following alerts in vRealize
Log Insight:

VMware, Inc.
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Table 1-3. vVSAN Alerts in vRealize Log Insight

Alert Name

VSAN - SSD health change to unhealthy
state

VSAN - Configuration failure - Insufficient
space

VSAN - Device offline

VSAN - Object component state changed
to degraded

Procedure

Purpose

This alert will fire when the state of any
SSD changes to unhealthy. The reason
could be either because of permanent
disk failure, disk decommissioning, node
shutdown, etc.

This alert indicates that we cannot create
a configuration for a new object(VM) in
the VSAN cluster because sufficient
space is not available in the cluster. If we
see this error, please check the error
logs and try the provisioning operation
after adding new hosts/disks.

This alarm will trigger if a particular
device goes offline. In this case, please
check the device configuration and other
cluster state.

This alert will be triggered when VSAN
object state changes to degraded state
Check the state of the adapters, disks
and network settings associated with the
VSAN cluster.

1 Open the vRealize Log Insight user interface.

a Open a Web browser and go to the following URL.

Severity

Critical

Critical

Critical

Critical

Region
Region A
Region B

vRealize Log Insight URL

https://vrli-cluster-01.sfo01.rainpole.local

https://vrli-cluster-51.l1ax01.rainpole.local

b Log in using the following credentials.

Setting
User name

Password

Value
admin

vrli_admin_password

2 Inthe vRealize Log Insight user interface, click Interactive Analytics.

3 Click the & icon and select Manage Alerts.

VMware, Inc.
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4 Select the alerts that are vSAN related.

a Inthe search box of the Alertsdialog box, enter vsan as a search phrase.

b Select the following alerts from the results.

Alert

VSAN - SSD health change to unhealthy state
VSAN - Configuration failure - Insufficient space
VSAN - Device offline

VSAN - Object component state changed to degraded

Alerts X

vsan

| WEAN - £5D heath change to unheakhy state
CRabRa(Coment Fack aiert

WSAN - Operation Fallure - Ingress Congestion
Okabled(Comtent Facicalerty

WEAN - Configuration Fallure - RAID Tree Depth Exceeded
DESDK(COMEt ACKakm

WEAN - S50 Congestlon Exceeded
Dkabled(Content Packalerty

& §SAN - Configuration fallure - Insufficient space
CRabRa(Coment Fack aierm

WSAN - Maximum Memory Congestion Reached
Okable(Com=nt Facicalerty

WEAN - Configuration Fallure - Disk Assignment Failure
CRabRa(Coment Fack aiert

Select: Al None

ENABLE

VMware, Inc.
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5 Enable the alerts.

a Inthe Alerts dialog box, click Enable.

b In the Enable Alerts dialog box, configure the following alert settings, and click Enable.

Setting Region A

Email Email address to send alerts to
Send to vRealize Operations Manager Selected

Fallback Object SFO01

Criticality critical

Enable Alerts

The following alerts will be enabled and saved to My Alerts

WSAN - S50 health change to unhealthy state

WSAN - Configuration failure - Insufficient space

VEAN - Device Offline

WSAN - Object component state changed to degraded

# Email ops-teamrainpole.com

Webhook
¥ Send to vRealize Cperations Manager
Fallback Object:  SFOO! (saecr. J@
Criticality:  critical v
Auto Cancel

CANCEL ENABLE

VMware, Inc.

Region B

Email address to send alerts to
Selected

LAX01

critical
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6 In the Alerts dialog box, set the Raise an alert option for each enabled alert.

a Click the Edit button on the first enabled vSAN alert.

Alerts X

|f'||l'5 an \l

L A
FY

r My Saved Alerts

7 += cRmcAL *= Storage: VMSAN device offline I. 6}' x
Enabled :

r VSAN - Configuration failure - Insufficient space
Enabled

I WsAN - Device Offine
Enszbled

r WSAN - Object component state changed to degraded
Enabled

I WSAN - 25D health chan ge to unhealthy state
Enabled

|_ VMware - vRA 7 Content Pack

r VMware - vRops 6.x Content Pack

- | R =

Select: All Mone

b In the Edit Alert dialog box, under Raise an alert, select On any match, and click Save.

VMware, Inc.
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Edit Alert

Name WSAN - Configuration failure - Insufficient space

Notes | B | U &

This alert indicates that we cannot create a configuration for a new object(vM) in the WSAN
cluster because sufficient space is not available in the cluster. Ifwe see this error, please check
the errar lons and try the provisioning operation after adding new hosts/disks -

MNotify:

¥ Email ops-team@rsinpole com

Webhaok

#| Sendto vReslize Operations Manager

Fallback Object: SFO01 SELECT (D Criticality:  critical v

Autn Cancel

SEND TEST ALERT

Raise an alert

® 0n any match

When an event is seen for the first time inthe last Custom & minutes
When more than 1 matches are found in the last 6 Minutes

when morethan v 1 events oceur in asingle group inthe last 5 Minutes

The cquery will run every 5 minutes and wil only alert once for the defined threshold abave

Count of events over time

EDIT QUERY CANCEL

¢ Repeat the steps for the other enabled alerts.
d Close the Alerts dialog box.

7 Repeat the steps on https://vrli-cluster-51.lax01.rainpole.local to enable alerts for the LAX01 data
center.

Enable the Alerts for vSphere Networking

Use the inbuilt problem and alert signatures in vRealize Log Insight for networking to enable alerts about
issues.

For basic monitoring the vSphere networking components, use the following alerts:

VMware, Inc.
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Table 1-4. vSphere Networking Alerts in vRealize Log Insight

Alert Name Purpose Severity
Network: ESXi physical NIC ~ESX/ESXi has reported that a physical NIC has become unavailable. Assuming other Critical
down NICs are still online this indicates a lack of redundancy and a potential performance
impact.
If all physical NICs for a vSwitch/dvSwitch are unavailable then communication problems
to VMs and/or the ESX/ESXi host may be possible.
Network: ESX/ESXi uplink Only one physical NIC is currently connected, one more failure will result in a loss of Critical
redundancy lost connectivity.
Network: Out of Memory Under certain circumstances hosts with NetQueue enabled, may run out of memory when  Critical
using jumbo frames (MTU is 9000 bytes).
Out of memory conditions could lead to lost connectivity between vCenter Server, NFS
datastores, and the virtual machine level.
Procedure
1 Open the vRealize Log Insight user interface.
a Open a Web browser and go to the following URL.
Region VvRealize Log Insight URL
Region A https://vrli-cluster-01.sfo01.rainpole.local
Region B https://vrli-cluster-51.l1ax01.rainpole.local
b Log in using the following credentials.
Setting Value
User name admin
Password vrli_admin_password
2 Inthe vRealize Log Insight user interface, click Interactive Analytics.
3 Click the & icon and select Manage Alerts.
VMware, Inc. 23
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4  Select the alerts that are related to vSphere networking.

a Inthe search box of the Alerts dialog box, enter network as a search phrase.

b Select the following alerts from the results.

Alert
Network: Out of Memory
Network: ESX/ESXi uplink redundancy lost

Network: ESXi physical NIC down

Alerts

netwark

| [Mgtaronk: Out of memory
Grable(Content Facicalerty

¥ [Etaitk: ESX/ESK uplink redundancy lnst
CRabRa(Coment Fack alert

| [Mtaronk: ESX/ESKI physical NIC down
Grabled(Com=nt Facialerty

WEAN - Network Conneciivity Lost
Dkabled(Content Pack alerty

Select: Al None

ENABLE

VMware, Inc.
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5 Enable the alerts.

a Inthe Alerts dialog box, click Enable.

b In the Enable Alerts dialog box, configure the following alert settings and click Enable.

For default object, you select the data center for the region.

Setting Region A

Email Email address to send alerts to
Send to vRealize Operations Manager Selected

Fallback Object SFOO01

Criticality critical

Enable Alerts

The following alerts will be enabled and saved 1o My Alerts

Network: Qut of memory
Network: ESX/ESX uplink redundancy lost
Network: ESX/ESXi physical NIC down

# Email ops-teamrainpole.com

Webhook
¥ Send to vRealize Cperations Manager
Fallback Object:  SFOO! (saecr. J@
Criticality:  critical v
Auto Cancel

CANCEL ENABLE

VMware, Inc.

Region B

Email address to send alerts to
Selected

LAX01

critical

25
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6 In the Alerts dialog box, set the Raise an alert option for each enabled alert.

a Click the Edit button on the first enabled Network alert.

Alerts X
'a ™y
(_network] )
r My Saved Alerts =
I Metwork: ESX/ESXi physical MIC down I &? x
Enabled
I Network: ES}ESXi uplink redundancy lost
Enabled
I Metwork: Out of memory
Enabled
r VMware - vRA T Content Pack e
r VMware - vRops 6.x Content Pack
r VMware - Orchestrator Content Pack
r Apache - CLF Content Pack
[ viware - H3X-v5phere Content Pack j

Select: All Mone

b In the Edit Alert dialog box, under Raise an alert, select On any match, and click Save.

VMware, Inc.
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Edlit Alert

Name Metwork: ESX/ESXi physical NIC down

MNotes | B | U &

ESH/ESX has reported that a physical NIC has become unavailable. Assuming other NICs are
still online this indicates a lack of redundancy and a potential pedormance impact. If all physical
NICs far a wSwitch/dvSwitch are unavailable then communication prablems to Vs and/ar the

MNotify:

| Email  ops-tesm@rainpole.com

Webhonk

¥l Send to vRealize Operations Manager

Fallback Object: SFOO1 SELECT.. (D) Criticality:  eritical v
Auto Cancel

Raise an slert:

® On any match

Wihen an event is seen for the first time inthe last Custom v 15 minutes
vihen morethan v 1 matches sre found inthe lsst 16 Minutes
when morethan 1 events oceur in asingle group in the last 15 Minutes

Thequery wil run every & minutes and will only alert once for the defined threshold abave.

Count of events over time

EDIT QUERY CANCEL

¢ Repeat the steps for the other enabled alerts.
d Close the Alerts dialog box.

7 Repeat the steps on https://vrli-cluster-51.lax01.rainpole.local to enable alerts for the LAX01 data
center.

Enable the Alerts for NSX for vSphere

Use the inbuilt problem and alert signatures in vRealize Log Insight for NSX for vSphere.

For monitoring the NSX for vSphere configuration in the Software-Defined Data Center, you can use the
following alerts in vRealize Log Insight:

Table 1-5. NSX Alerts in vRealize Log Insight

Alert Name Purpose Severity
VMW_NSX_Manager - Host This event will be generated when NSX Manager fails to receive heartbeat from Critical
Communication Errors UserWorld Agent on the host within the threshold period. The output is grouped by

host-id. The host-id can be found from vCenter.

VMW_NSX_VXLAN dataplane This alert indicates VXLAN dataplane lost connection to controller. Critical
lost connection to controller
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Table 1-5. NSX Alerts in vRealize Log Insight (Continued)

Alert Name Purpose Severity
VMW_NSX_VXLAN This alert is generated when VXLAN configuration pushed to host before host was Critical
configuration issue prep'ed - host must be rebooted to initialize configuration in correct order.

Recommendation: Investigate the status of VXLAN installation in NSX.

VMW_NSX_Firewall critical Firewall critical events:

errors ]
| ]

Procedure

301501 - This is vsm side event if host failed to respond with in time out window
301503 - This is vsm side event if vsm failed while provisioning firewall rule
301506 - This is vsm side event if vsm failed to send exclude list update

301031 - Failed to receive/parse/Update firewall config. Key value will have
context info like generation number and also other debugging info

1 Open the vRealize Log Insight user interface.

a Open a Web browser and go to the following URL.

Region
Region A
Region B

vRealize Log Insight URL
https://vrli-cluster-01.sfo01.rainpole.local

https://vrli-cluster-51.l1ax01.rainpole.local

b Log in using the following credentials.

Setting
User name

Password

Value
admin

vrli_admin_password

2 In the vRealize Log Insight user interface, click Interactive Analytics.

3 Click the ® icon and select Manage Alerts.

VMware, Inc.
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4  Select the alerts that are related to vSphere.

a In the search box of the Alerts dialog box, enter nsx as a search phrase.

b Select the following alerts from the results.

Alert

VMW_NSX_VXLAN configuration issue

VMW_NSX_Firewall critical errors

VMW_NSX_Manager - Host Communication Errors

VMW_NSX_VXLAN dataplane lost connection to controller

Alerts

nsx

WS VXLAN dataplane lost connection to contraller
DkabledContent Packalert)

WMW_NEX_Logical Router LIF problem
CRabRS (Coment Fack aierm

WIMW_NESE_VELAN teprlp stack not created
Dksbled(Content Packalert)

1 MW_RIER_vXLAN configuration lssue
DRabRS (Coment Fack aiert:

WMW_NEE_Falled to create/delete a routing related object
Dksbled(Comtent Pack alerty

WMW_NEX_Partner Service WM connected to Guest Introspection Madule
DESDK(COMmEt AacKakm

WMW_NSE_Filter Config errors
Dksbled(Comtent Packalerty

1 MW_ER_Manager - Host Communication Errore
CRabRS (Coment Fack aiert

Select: Al None

ENABLE

VMware, Inc.

29



Monitoring and Alerting

5 Enable the alerts.

a Inthe Alerts dialog box, click Enable.

b In the Enable Alerts dialog box, configure the following alert settings, and click Enable.

For default object, you select the NSX Manager instance for the management cluster in the

region.
Setting Region A Region B
Email Email address to send alerts to  Email address to send alerts to

Send to vRealize Operations Manager Selected
Fallback Object mgmt01nsxm01.sfo01

Criticality critical

Enable Alerts

The following alerts will be enabled and sawved to My Alerts:

WMW_MNSX_Firewall critical errors

WMW_NSX_WVXLAN dataplane lost connection to controller
WMW_NSH_WVALAN configuration issue
WMW_NSX_Manager - Host Cormunication Errors

¥ Email ops-team@rainpele.com

Webhook
¥ Send to vRealize Operations Manager
Fallback Object:  mgmt0inssmot.sfalt SELECT @
Criticality:  critical v
Auto Cancel

CANCEL ENAELE

VMware, Inc.

Selected
mgmt01nsxm51.lax01

critical
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6 In the Alerts dialog box, set the Raise an alert option for each enabled alert.

a Click the Edit button on the first enabled NSX for vSphere alert.

Alerts X
- ™,
(n =3 )

r My Saved Alerts

I WIW_NSX_Firewall critical errors I

Enabled

I WIMW_NSX_Manager - Host Communication Errors
Ensbled

™ wiw_NSX_WXLAN configuration issue
Enzbled

I WIW_NSX_WXLAN dataplane lost connection to controller
Ensbled

r VMware - vRA T Content Pack
[ viware - vRops 6.x Content Pack
r VMware - Orchestrator Content Pack

I_ Anarhe . Tl F Coantent Park
Select: All None
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b In the Enable Alerts dialog box, under Raise an alert, select On any match, and click Save.

Edit Alert

Name VMW_NSX_Firewall critical errors

Notes | B | U &

Firewall critical events:

301507 - This is wsm side event if host failed to respond with in time out window

Motify:

¥ Email ops-team@rainpale.com

Webhook

¥ Sendto vReslize Operations Manager

Fallback Ohject: mamtdinsxmOt sfa 0l SELECT (@ Criticality:  critical ~

Auto Cancel

SEND TEST ALERT

Raise an alert
® 0On any match

When an event is seen for the first time inthe last Custom v g0 minutes

When morethan ~ 0 matches are found in the last 1 Hour v

The cquery will run every 5 minutes and wil only alert once for the defined threshold abave

Count of events over time

EDIT QUERY CANCEL

¢ Repeat the steps for the other enabled alerts.

d Close the Alerts dialog box.

7 Repeat the steps on https://vrli-cluster-51.1ax01.rainpole.local to enable alerts for

the mgmt01nsxm51.lax01 NSX Manager instance.

Enable the Alerts for vRealize Operations Manager

Use the built-in problem and alert signatures in vRealize Log Insight for vRealize Operations Manager.

For monitoring the vRealize Operations Manager deployment in the Software-Defined Data Center, you
can use the following alerts in vRealize Log Insight:

Table 1-6. vRealize Operations Manager Alerts in vRealize Log Insight

Alert Name

vRops: VC stats

query timed
occurred

vRops: Out of
Memory errors

occurred

VMware, Inc.

Purpose

The purpose of this alert is to notify when vROPs instance is not able to get the data back from
out vCenter instance within the 5 minute interval and the metrics back up and get dropped with the
error: Communication Error: com.integrien.adapter.vmware.VcCollector.collectMetrics - Vc stats
query timed out (ms): 300377. This is usually due to intermittent connection issues with the
vCenter and hosts or down to the network not able to handle the request and timing out.

This alert gets generated when OutOfMemoryError: Java heap space occurs. This could indicate
memory issues and could lead to degradation in performance.

Severity

Critical

Critical
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Procedure
1 Open the vRealize Log Insight user interface.

a Open a Web browser and go to the following URL.

Region vRealize Log Insight URL
Region A https://vrli-cluster-01.sfo01.rainpole.local
Region B https://vrli-cluster-51.l1ax01.rainpole.local

b Log in using the following credentials.

Setting Value
User name admin

Password vrli_admin_password
2 Inthe vRealize Log Insight user interface, click Interactive Analytics.

Click the ® icon and select Manage Alerts.
4  Select the alerts that are related to vRealize Operations Manager.
a Inthe search box of the Alerts dialog box, enter vrops as a search phrase.

b Select the following alerts from the results.

Alert
vRops: VC stats query timed out occurred

vRops: Out of Memory errors occurred

Alerts X

vrops

! GRBpS: VT stats query timed out occurred
Dkabled (Contert Fackaiert)

wRops: SSL Handshake exception occutred
DRabied [Conter Rack siet)

WRBEE: Out of Memory errors oecurred
Dkabled (Contert Fackalert)

wRops: Time taken by Analytics Service 1o start Is more than expected
DES DI (COMeT Pack s =)

wRops: Analytics Service RartRestart
Dkabied (Contert Fackalert)

wRops: xDE Xhve exception messages
DRabied [Comter Rack sie)

wRops: FOR exceeded the maximum number of entries
Dabied [Comtent Packaler)

Select: Al None

ENAELE

VMware, Inc.
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5 Enable the alerts.

a Inthe Alerts dialog box, click Enable.

b In the Enable Alerts dialog box, configure the following alert settings and click Enable.

For default object, you select the vRealize Operations Manager master node.

Setting Region A

Email Email address to send alerts to
Send to vRealize Operations Manager Selected

Fallback Object vrops-mstrn-01

Criticality critical

Enable Alerts
The following alerts will be enabled and sawved to My Alerts:
vRops: VC stats query timed out occurred

vRops: Qut of Memory errors occurred

¥ Email ops-team@rainpele.com

Webhook
¥ Send to vRealize Operations Manager
Fallback Object:  wrops-mstrm-01 SELECT @
Criticality:  critical v
Auto Cancel

CANCEL ENAELE

VMware, Inc.

Region B

Email address to send alerts to
Selected

vrops-mstrn-01

critical
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6 In the Alerts dialog box, set the Raise an alert option for each enabled alert.

a Click the Edit button on the first enabled vRealize Operations Manager alert.

Alerts

b 4

Vrops

r My Saved Alerts ﬂ
I ErR_ELpli: Out of Memory errors occurred I df? x

I vRops: VC stats guery timed out occurred
Ensabled

r VMware - vRA 7 Content Pack

[ vimware - vRops 6.x Content Pack

I vRops: VC stats guery timed out occurred

Dizabled {Content Pack alert

I vRops: S50 Handshake exception occurred
Dizabled {Content Pack aler

I vRops: Out of Memory errors occurred

Disabled {Content Pack alert

I vRops: Time taken by Anahtics Service to start iz more than expected j
Select: All None

b In the Edit Alert dialog box, under Raise an alert, select On any match, and click Save.
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Edit Alert

Name wRops: Out of Memory errors occurred

MNotes | B | U &

This alert gets generated when OutOfernoryError: Java heap space occurs. This could indicate
memary issues and could lead to degradation in performance.

Notify:

# Email ops-tesm@rainpole.com

Webhook

#| Send to vRealize Operations Manager

Fallback Object:  wrops-mstrn-01 SELECT (@ Criticality:  eritical v

Auto Cancel

SEND TEST ALERT

Raise an alert:
® On any match

When an event is seen for the first time in the last Custom v &0 minutes

‘When morethan 3 matches are found in the last 1Hour v

Thequery wil run every & minutes and will only alert once for the defined threshold abave.

Count of events over time

EDIT QUERY CANCEL

¢ Repeat the steps for the other enabled alerts.
d Close the Alerts dialog box.

7 Repeat the steps on https://vrli-cluster-51.1ax01.rainpole.local to enable alerts for the vRealize
Operations Manager master node vrops-mstrn-01.

Enable the Alerts for vRealize Automation

Use the inbuilt problem and alert signatures in vRealize Log Insight for vRealize Automation.

For monitoring the vRealize Automation deployment in the Software-Defined Data Center, you can use
the following alerts in vRealize Log Insight.
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Table 1-7. vRealize Automation Alerts in vRealize Log Insight

Alert Name

*** CRITICAL *** vRA CAFE service
unavailable!

*** CRITICAL *** vRA disk is full

*** CRITICAL *** vRA laaS Services
Stopped

VMware, Inc.

Purpose

A vRA CAFE service has become
unavailable. This may happen because:

= A service has failed - if the service
does not automatically restart this
may impact vRA's ability to function

m A service is blocked and cannot
response at the moment - this may
indicate increased load within the
environment

®  vRA is starting and certain
dependencies of the component are
not available yet - this issue should
clear automatically as all services
come online

Windows host(s) have disk that is at
capacity. If disk space runs out
completely, it will impact the
Infrastructure services provided by laaS
component of VRA and the Infrastructure
tab will become unavailable from the
VRA UL

A VRA service has become unavailable.
This may happen because:

* A service has failed - if the service does
not automatically restart this may impact
VRA's ability to function

« A service is blocked and cannot
response at the moment - this may
indicate increased load within the
environment

* Management Agent- in an HA
deployment, only ONE Management
Agent instance should be running. If
more than one is running, this will cause
issues with normal functioning of the
system.

Severity

Critical

Critical

Critical
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Procedure
1 Open the vRealize Log Insight user interface.

a Open a Web browser and go to the following URL.

Region vRealize Log Insight URL
Region A https://vrli-cluster-01.sfo01.rainpole.local
Region B https://vrli-cluster-51.l1ax01.rainpole.local

b Log in using the following credentials.

Setting Value
User name admin
Password vrli_admin_password

2 Inthe vRealize Log Insight user interface, click Interactive Analytics.

Click the ® icon and select Manage Alerts.
4  Select the alerts that are related to vRealize Automation.
a In the search box of the Alerts dialog box, enter vra as a search phrase.

b Select the following alerts from the results.

Alert
*** CRITICAL *** vRA CAFE service unavailable!
*** CRITICAL *** vRA disk is full

*** CRITICAL *** vRA laaS Services Stopped

Alerts X

wra

| CRITICAL ' §RA CAFE service unavallablel
Dkabled{Content Packalert)

WARNING: wRA DEM registration error
DESDR(COMEt Aack 2k

“UCRITICAL *** wRA license has expired!
Dkabled(Content Packalerty

&1 CRITICAL ' HRA 1388 Services Stopped
DESDR(ComEnt FACK AR

| CRITICAL * GRA disk 1k Tul
Dkabled{Content Packalert)

WARNING: wRA disk 15 near full
DESDR(COMEt RacKakM

Select: Al None

ENABLE

VMware, Inc.
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5 Enable the alerts.

a Inthe Alerts dialog box, click Enable.

b In the Enable Alerts dialog box, configure the following alert settings and click Enable.

For default object, you select the first vRealize Automation Appliance.

Setting Region A

Email Email address to send alerts to
Send to vRealize Operations Manager Selected

Fallback Object vra01svrO1a

Criticality critical

Enable Alerts

(RN RN cnabled and saved to My Alerts:

*** CRITICAL *** wvRA CAFE service unavailable!
*** CRITICAL *** vRA |zaS Services Stopped
*** CRITICAL *** wRA disk is full

# Email ops-teamrainpole.com

Webhook

¥ Send to vRealize Cperations Manager

Fallback Object:  wrallswrOlarainpole local SELECT.. @

Criticality:  critical v

Aute Cancel

CANCEL ENABLE

VMware, Inc.

Region B

Email address to send alerts to
Selected

vra01svrO1a

critical
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6 In the Alerts dialog box, set the Raise an alert option for each enabled alert.

a Click the Edit button on the first enabled vRealize Automation alert.

Alerts X
vra

r My Saved Aleris =
r *E*r*aEEEI'IML *=* WA CAFE service unavailable! 1 &;’ 4

I === CRMICAL *** vRA laaS Services Stopped
Enabled

l- == CRIMCAL *** vRA dizk is full
Enabled

r VMware - vRA T Content Pack

(e CRIMCAL ** wRA license has expired!

Dizabled {Content Pack slert]

I_ WARNING: vRA disk is near full

Dizabled {Content Pack alert

I wWARNING: WRA DEM registration error

Dizabled {Content Pack alert

S | [

Select: All Mone

b In the Edit Alert dialog box, under Raise an alert, select On any match, and click Save.

VMware, Inc.
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Edit Alert

Name *** CRITICAL *** vRA CAFE service unavailablel

Notes | B | U &

A vRA CAFE service has become unavailable. This may happen because:

= A service has failed - if the serice does not automatically restart this mav impact vRA's -
MNotify:

¥ Email ops-team@rsinpole com

Webhaok

#| Sendto vReslize Operations Manager

Fallback Object:  wrallsvrOtarsinpale local SELECT (D Criticality:  critical e

Autn Cancel

SEND TEST ALERT

Raise an alert

® 0n any match

Wihen an event is seen for the first time inthe last Custem ' 80 minutes
When morethan 1 matches are found in the lsst 1 Hour ~
when morethan v 1 events oceur in & single group inthe last 1 Hour v

The cquery will run every 5 minutes and wil only alert once for the defined threshold abave

Count of events over time

EDIT QUERY CANCEL

¢ Repeat the steps for the other enabled alerts.
d Close the Alerts dialog box.

7 Repeat the steps on https://vrli-cluster-51.1ax01.rainpole.local to enable alerts for vRealize
Automation in Region B.

Enable the Alerts for vRealize Orchestrator

Use the inbuilt problem and alert signatures in vRealize Log Insight for vRealize Orchestrator.

For monitoring the vRealize Orchestrator deployment in the Software-Defined Data Center, you can use
the following alerts in vRealize Log Insight.
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Table 1-8. vRealize Orchestrator Alerts in vRealize Log Insight

Alert Name Purpose Severity
VRO: Orchestrator The Orchestrator server state switched to STANDBY mode. In general there could be two Critical
STANDBY Alert reasons:
m  There are enough RUNNING nodes in the cluster and current node will stay on standby
playing a role of back-up node waiting to switch to RUNNING state if needed.
= Problems with critical components as database or authentication provider has been
detected which prevents the normal functioning of the server node. The current node is
considered unhealthy. The server will monitor that critical components and try to
recover as soon as the problems are solved. The current work won't accept any new
requests and all its workflows will be resumed on other healthy nodes.
VRO: Invalid Login Alert Failed login attempt has been detected. The reason could be wrong credentials used to Critical
login to the server or there could be malicious attempt to access the server.
VRO: Orchestrator Reboot  Orchestrator server has been started or rebooted. The cause could be planned reboot or Critical
Alert result of unwanted action.
VvRO: Workflow The content of some workflow has been modified. This could be a planned workflow Critical
Modification Alert content update or result of unwanted malicious actions.
VRO: Orchestrator Orchestrator workflow run failures have been detected. This could be due to infrastructure Critical
Workflow Failure Alert problems with external systems.
VRO: Configuration Some moadifications in the configuration elements of the Orchestrator have been detected. Critical

Modification Alert

Procedure

1 Open the vRealize Log Insight user interface.

a Open a Web browser and go to the following URL.

Region
Region A
Region B

vRealize Log Insight URL
https://vrli-cluster-01.sfo01.rainpole.local

https://vrli-cluster-51.lax01.rainpole.local

b Log in using the following credentials.

Setting
User name

Password

Value
admin

vrli_admin_password

2 Inthe vRealize Log Insight user interface, click Interactive Analytics.

3 Click the & icon and select Manage Alerts.

VMware, Inc.
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4  Select the alerts that are related to vRealize Orchestrator.
a Inthe search box of the Alerts dialog box, enter vro as a search phrase.

b Select the following alerts from the results.

Alert

VRO: Orchestrator STANDBY Alert

VRO: Invalid Login Alert

VRO: Orchestrator Reboot Alert

VRO: Workflow Modification Alert

VRO: Orchestrator Workflow Failure Alert

VRO: Configuration Modification Alert

vRO: Orchestrator DEADLOCK Alert
DESDKa(COmEnt ack 2k

| YRS Invalld Login Alert
Orabled{Content Faclalerts

| R Crchestrator Rebaot Alert
CRabka(Coment Fack alert

vRO: Jawa HEAP alert
DksbledContent Packalerty

RO Configuration Modfication Alert
DESDK(COMmEnt ack 8k

! §RO: Warkflow Madfication Alert
Okableci{Comt=nt Facicalerty

| R Crchestrator Workilow Fallure Alert
CRabka(Coment Pack alert

vRO: Evalustion License Alert
Select: Al None

ENABLE
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5 Enable the alerts.

a Inthe Alerts dialog box, click Enable.

b In the Enable Alerts dialog box, configure the following alert settings and click Enable.

For default object, you select the first vRealize Orchestrator virtual appliance.

Setting

Email

Region A

Email address to send alerts to

Send to vRealize Operations Manager Selected

Fallback Object

Criticality

vra01vroO1a

critical

Enable Alerts

wRO: Invalid Login Alert

vRO: Orchestrator Reboot Alert

wR(O: Configuration Modification Alert
vRO: Workflow Modification Alert

wRO: Orchestrator Workflow Failure Alert
wRO: Orchestrator STANDBY Alert

¥ Email ops-team@rainpale.com

The following alerts will be enabled and saved 1o My Alerts

Webhook

¥l Send to wRealize COperations Manager

Fallback Object:  vraOhraOlarainpole.local

SELECT @

Criticality:  critical v

Auto Cancel

CANCEL ENABLE

VMware, Inc.

Region B

Email address to send alerts to
Selected

vra01vroO1a

critical
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6 In the Alerts dialog box, set the Raise an alert option for each enabled alert.

a Click the Edit button on the first enabled vRealize Orchestrator alert.

r \gf{_{i;’.ﬂnﬁgumtinn Modification Alert ‘l. (/? X

I” vRO: Invalid Login Alert

Enablzd

r vRO: Orchestrator Reboot Alert

Enabled

I vRO: Orchestrator STANDBY Alert

Enabled

I” vRO: Orchestrator Workflow Failure Alert

Enabled

r vRO: Workflow Modification Alert

Enabled
e =l

Select: All None

b In the Edit Alert dialog box, under Raise an alert, select On any match, and click Save.

Edit Alert

Name vRO: Configuration Modification Alert

Notes | B | U &

Some modifications in the configuration elements of the Orchestrator have been detected

MNotify:

¥ Email ops-team@sinpole com

) webhook URLs separated by spaces

¥ send to vReslize Operations Mansger

Fallback Object:  wraOlvroOlarainpole.local SELECT. (D Criticality.  critical v
) Aute cancel

Raise an alert
® on any march

' When an event is seen for the first time in the last 1 Day v

- When morethan 1 matches are found in the last 1 Day v

The cquery will run every 5 minutes and wil only alert once for the defined threshold abave

Mo results

Count of events over time

EDIT QUERY CANCEL

¢ Repeat the steps for the other enabled alerts.

d Close the Alerts dialog box.
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7 Repeat the steps on https://vrli-cluster-51.1ax01.rainpole.local to enable alerts for vRealize
Orchestrator in Region B.
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Creating Custom SDDC vRealize
Operations Dashboards

Monitoring the Software-Defined Data Center (SDDC) is critical to the health of the environment. You
create custom vRealize Operations Manager dashboards to provide centralized SDDC dashboards.
Using such dashboards simplifies monitoring the health of the SDDC as opposed to having to switch
between multiple product-specific dashboards.

To create custom dashboards, verify that you have deployed vRealize Operations Manager according to

implementation guides. You must have the following management packs installed and configured:

vRealize Operations Manager Management Pack for VMware vSphere
vRealize Operations Manager Management Pack for NSX-vSphere
vRealize Operations Manager Management Pack for vRealize Automation
vRealize Operations Manager Management Pack for Storage Devices

vRealize Operations Manager Management Pack for Log Insight

Procedure

1

Create the SDDC Capacity Dashboard

In the SDDC, monitor the trends in the CPU and memory consumption on the ESXi hosts and the
storage capacity of the datastores from a common dashboard.

Configure a Dashboard that Provides an Overview of SDDC Operation

Create a dashboard in vRealize Operations Manager where you can monitor the objects of the
SDDC management stack.

Create the SDDC Capacity Dashboard

In the SDDC, monitor the trends in the CPU and memory consumption on the ESXi hosts and the storage
capacity of the datastores from a common dashboard.

VMware, Inc.
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Procedure
1 Login to vRealize Operations Manager by using the administration console.
a Open a Web browser and go to https://vrops—cluster-01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin
Password vrops_admin_password

2 Onthe Home page, from the Actions menu select Create Dashboard.

3 Inthe Dashboard Configuration section of the New Dashboard dialog box, configure the following
settings.

Setting Value
Name SDDC Capacity Trends

Is default No

£ Newe Dashboard
Dashboard Tools «
Cashhoard Confiquration -

Hame SODC Capacity Trends|

Description

Isdefault () Yes (= No

4 Add widgets to the dashboard.
a Expand the Widget List section.

b Drag three Scoreboard widgets to the layout pane on the right.
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5 Configure the first Scoreboard widget to show metrics for CPU usage.

a Inthe upper-right corner of the first Scoreboard widget, click the Edit icon.

() New Dashboard
Dashboard Tooks | o R [
Dashboard Configuration §
Widget List 2
o
H
Object Relalionship (dvanced)  Rolling View Charl 2
g
Lo
~ Scoreboard 2/ %
Mashup Chant Scoreboard
| | = Scoreboard 3LA0ES
Scoreboard Health
LY W N

Widget Interactions
Dashboard Navigation

Save Cancel

b  Configure the following settings at the top of the Edit Scoreboard dialog box.

Scoreboard Widget Setting Value

Title SDDC CPU Usage
Refresh Content On

Refresh Interval 300s

Self Provider On

Show Object Name On

Show Sparkline On

¢ Click the Object Types tab, and add the metrics that this widget displays.

Object Type Setting Value
Adapter Type vCenter Adapter

Object Type Host System

d Inthe metrics pane on the right, enter Capacity Usage in the search box, and press Enter.

e In the search result, expand the CPU metric category and double-click the Capacity Usage
(%) metric to add it to the list of metrics that the widget displays.

VMware, Inc.



Monitoring and Alerting

f  In the metrics list, double-click each of the following collection options, customize it and click
Update.

Collection Setting Value

Color Method Custom
Yellow Bound 60
Orange Bound 75
Red Bound 90

g Inthe Edit Scoreboard dialog box, click Save.

Edit Scorehoard ? X |
Title [sDDC oPU Usage Round Decimals ol |5 Visual Theme -]

Refresh Content (=) On O of Box Columns = Show Object Hame (=) O Oof

Refresh Interval 300 | = | (seconds) LayoutMade () Fixed Size (&) Fixed View Show Metric Hame () On Oom

Self Provider = on o Show Metric Unit (=) On oo

Metric Configuration | [x]~] Show Sparkline  (+) On O off

Objects | Object Types ‘ 8 @ [Q CapactyUsage |
Adapter Type ‘ [a ) =4 CRU

@ T Capacity Usage (%)

Folder -

Host Folder

Host Swstem

Metwark Folder

Page of 1 .%’ Dizplaying 1-19 018
X @ =\ = Drag And Drop To Change Order
Object Type Metric Bax Labsl heasuremant Unit Calor Mathed “ellow Bound Orange Bound Red Bound
r r r r r
Host Systerm CPU|Capacity Usage Auta Custam B0 75 a0

Sawe || Cancel

6 Configure the second Scoreboard widget to show metrics for memory usage.
a Inthe upper-right corner of the second Scoreboard widget, click the Edit icon.

b Configure the following settings at the top of the Edit Scoreboard dialog box.

Scoreboard Widget Setting Value

Title SDDC Memory Overview
Refresh Content On

Refresh Interval 300s

Self Provider On

Show Object Name On

Show Sparkline On
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¢ Click the Object Types tab, and add the metrics that this widget displays.

Object Type Setting Value
Adapter Type vCenter Adapter

Object Type Host System

d In the metrics pane on the right, enter Usage / Usable in the search box, and press Enter .

e Inthe search result, expand the Memory metric category and double-click the Usage/Usable
(%) metric to add it to the list of metrics that the widget displays.

f  In the metrics list, double-click each of the following collection options, customize it and
click Update.

Collection Setting Value

Color Method Custom
Yellow Bound 70
Orange Bound 80
Red Bound 90

g Inthe Edit Scoreboard dialog box, click Save.

Edit Scoreboard 7 X 1
Title [sDDC Memory overview Round Decimals [~ccloct | Visual Theme |

Refresh Content (=) On O of Box Columns E Show Object Hame (=) On O of

Refresh Interval =| (seconds) Layout Mode ) Fixed Size (») Fixed View Show Metric Hame (=) On () Off

Self Provider ) 0n ) Off Show Metric Unit  (+) On L Off

Metric Configuration | [x][-] Show Sparkline (=) On O of

Objects ‘ Object Types | Tl [ UsagerUsable |
Adapter Type: | vCenter Adapter | (a | i Memory
Object Type Usage fUsahle (%)
Folder
Host Folder
Host Systern
Metwark Folder -

Page of 1 p:-" Cisplaying 1 - 190f 189
X ¥ =@ T Drag And Drop To Change Order
Object Type hatric B Label Measurement Unit Calor Mathod Vellow Bound Crangs Bound Red Bound

r r r r r r
Host System MemoryUsage [ Usable Auto Custom T0 80 a0
save || Cancel
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7 Configure the third Scoreboard widget to show metrics for storage usage.

a

b

In the upper-right corner of the third Scoreboard widget, click the Edit icon.

Configure the following settings at the top of the Edit Scoreboard dialog box.

Scoreboard Widget Setting Value

Title SDDC Storage Consumption
Refresh Content On

Refresh Interval 300s

Self Provider On

Show Object Name On

Show Sparkline On

Click the Object Types tab, and add the metrics that this widget displays.

Object Type Setting Value

Adapter Type vCenter Adapter

Object Type Datastore

In the metrics pane on the right, enter Used Space in the search box, and press Enter .

In the search result, expand the Capacity metric category and double-click the Used Space
(%) metric to add it to the list of metrics that the widget displays.

In the metrics pane on the right, enter Number of VMs in the search box and press Enter.

In the search result, expand the Summary metric category and double-click the Total Number of
VMs metric to add the number of VMs in the datastore to the list of metrics in the widget.
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h In the metrics list at the bottom, double-click each metric row, customize the following collection

attribute for the metric and click Update.

Collection Setting Value

Color Method
Yellow Bound
Orange Bound

Red Bound

Custom

60

70

80

i Inthe Edit Scoreboard dialog box, click Save.

Edit Scoreboard
Title SDDC Storage Consumption Round Decimals |
Refresh Content ® 0n L of BoxColumns |2
Refresh Interval 300 = (seconds) LayoutMode () Fixed Size (o Fixed View
Self Provider @ on O on
Metric Configuration x|~
Objects | Object Types
Adapter Type: | vCenter Adapter Lol A
Object Type
CunpmE nesuuiLe
Customn Datacenter
Datacenter
Datastore
Datastore Cluster
Page |1 of 1 @
X ¥
P P [ PR
Datastore CapatitylUsed Space Auto 'Custom
Datastore Summany|Total Number of VMs [ " Gustom

8 Inthe New Dashboard dialog box, click Save.

? X

Visual Theme | Default [~
Show Object Name  (+) On Lo
Shaw Metric Hame (=) On oo
Show MetricUnit (=) On Oon
Show Sparkline (=) On Qo
Period Length \

T | Q. NumberofVMs

o &, Summary

Maximum Number of ¥Ms (Virlual Machines)
Total Number of Vs

Displaying 1-180f18

Drag And Drop To Change Order

Yellom Bound Orange Bound Red Bound
r r
60 70 a0
r r r
60 70 a0
Save Cancel

The SDDC Capacity Trends dashboard becomes available on the Home page of the vRealize
Operations Manager user interface.
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00 CPUUsage
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Configure a Dashboard that Provides an Overview of

SDDC Operation

Create a dashboard in vRealize Operations Manager where you can monitor the objects of the SDDC

management stack.

Procedure

1 Create an Application for vRealize Log Insight

Create an application in vRealize Operations Manager to group the monitoring data about the virtual

machines of vRealize Log Insight.

2 Create an Application for vRealize Orchestrator

Create an application in vRealize Operations Manager to group the monitoring data for the virtual

machines of vRealize Orchestrator.

3 Collect the SDDC Objects in a Group

Create a custom group for each management application to monitor the health of the entire

1 R4

234 ¢

29.56

65.17

application stack as opposed to individual virtual machine health.

4 Configure a Dashboard that Provides an Overview of the SDDC State

Create a central dashboard that you can use to track the overall state of the SDDC.
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Create an Application for vRealize Log Insight

Create an application in vRealize Operations Manager to group the monitoring data about the virtual

machines of vRealize Log Insight.

vRealize Operations Manager builds an application to determine how your environment is affected when
one or more components in an application experiences problems. You can also monitor the overall health

and performance of the application.

vRealize Operations Manager collects data from the components in the application and displays the
results in a summary dashboard for each application with a real-time analysis for any or all of the

components.

Because the Management Pack for vRealize Log Insight does not collect monitoring data about the virtual

machines of the vRealize Log Insight deployment, you create an application to watch their state.

Procedure

1

Log in to vRealize Operations Manager by using the administration console.

a Open a Web browser and go to https://vrops—-cluster-01.rainpole.local.

b Log in using the following credentials.

Setting
User name

Password

In the left pane of vRealize Operations Manager, click the Environment menu and click the

Applications tab.

Value
admin

vrops_admin_password

On the Applications tab, click the Add icon to add an application.

In the Add Application dialog box, select Custom and click OK.

Groups and Applications
= Custom Groups

[ custom Datacenters

Inventory Trees
& Fabric View
2 NSx-vSphere Control Plane
B nNS¥-vSphere Edge Services
4% MNS¥-vSphere Logical Routers
5 pSx-vSphere Logical Switches
™ NSX-vSphere Transport Zones I
] operating Systems

Remote Checks
[ Reseration View
5 SAM Logical View

Groups Custom D s icatis v

4=

Name

Add Application
() Basic n-tier Web App (Metwark | Web | App | DE)
() Advanced n-tier Web App (Core Network | Edge Metwark | Firewall | Load Balancer |\Weh | App | Middleware | DB}

(_ Legacy nan-wieh App (Metwork | Presentation | App | DB)
() Network (Transmission | Routing Core | Routing Edae | Customer Premises | Servers | Warkstations)

() Custom

Ok

|| cancel

In the Application Management dialog box, in the Application text box
enter vRealize Log Insight.
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6 In the Tiers pane, click Add Tier, enter Log Insight VMs as the Tier Name and click Update.
7 In the objects list underneath, enter vrli in the search box, and press Enter.

8 Select the virtual machine objects of vRealize Log Insight and drag them to the Tier Objects pane.

Region AVMs Region B VMs

vrli-mstr-01 vrli-mstr-51
vrli-wrkr-01 vrli-wrkr-51
vrli-wrkr-02 vrli-wrkr-52
Application Management ? X%
Application: |vRealize Log Insight
Tiers Tier Objects
s B 5 @ (& bl
Tier Name Objects Count Name = Object Type
" -
Log Insight VMs 6 vrli-mstr-01 Virtual Machine
vrli-mstr-51 Virtual Machine
vrli-wrkr-01 Virtual Machine
vrli-wrkr-02 Virtual Machine
vrli-wrkr-51 Virtual Machine
vrli-wrkr-52 Virtual Machine
Page of 1 .%’ Displaying 1-6 of 6
L ® 5 @ ¥4 Pagesice [50 |~ (o i <)
@ Collectors (Full Set) & Name Adspter Type Object Type Policy Collection State Collection Status
= Applications (Full Set) & vRLIO1 vCenter Adap... Virtual Machin... vSphere Solu ~ @
M Adapter Types (5
wrli-wrkr-01 vCenter Adap... Virual Machine vSphere Solu. L] 20
= Adapter Instances (5
@ Object Types & vRLI51 vCenter Adap... Virtual Machin... vSphere Solu ~ [=]
@ Recently Added Objects & vrli-mstr-01 vCenter Adap... Virtual Machine vSphere Solu... & & (=] =]
© Object Statuses o
B Oy & wrli-mstr-51 vCenter Adap... Virtual Machine =~ vSphere Solu A A s [-N-N-]
@ Collection States &
@ Health Ranges @ vrili-wrkr-51 vCenter Adap... Virtual Machine vSphere Solu... & & & 9e8
@ Cluster Compute Resource vrli-wrkr-02 vCenter Adap... Virtual Machine vSphere Solu... & & [=}=]
@ Datacenter wrli-wrkr-52 vCenter Adap... Virtual Machine vSphere Solu... = & & [=N-N-]
= Datastore
@ Entire Enterprise 3
@ Environment
" FF Ons Adanter Resniirees Grain - Paoe ort & Displaying 1- 8 018
Save

9 Click Save.

Create an Application for vRealize Orchestrator

Create an application in vRealize Operations Manager to group the monitoring data for the virtual
machines of vRealize Orchestrator.

vRealize Operations Manager builds an application to determine how your environment is affected when
one or more components in an application experiences problems. You can also monitor the overall health
and performance of the application.

vRealize Operations Manager collects data from the components in the application and displays the
results in a summary dashboard for each application with a real-time analysis for any or all of the
components.

Because the Management Pack for vRealize Automation does not collect monitoring data about the
virtual machines of the vRealize Orchestrator cluster, you create an application to watch their state.
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Procedure

1

Log in to vRealize Operations Manager by using the administration console.
a Open a Web browser and go to https://vrops—cluster-01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin
Password vrops_admin_password

In the left pane of vRealize Operations Manager, click the Environment menu and click
the Applications tab.

On the Applications tab, click the Add icon to add an application.
In the Add Application dialog box, select Custom and click OK.

In the Application Management dialog box, in the Application text box
enter vRealize Orchestrator.

In the Tiers pane, click Add Tier, enter Orchestrator VMs as the Tier Name and click Update.

In the objects list underneath, enter vra®@1vro01 in the search box and press Enter.

Select the virtual machine objects of vRealize Orchestrator and drag them to the Tier Objects pane.
= vra01vroO1a

= vraO1vroO1b

Application Management ? X

Application: | vRealize Crchestrator

Tiers Tier Objects
5 % 5 @ (& bl
Tier Name Objects Count Name Object Type
" -
Orchestrator VMs 2 vra01vroO1a.rainpole.local Virtual Machine
vra0ivroDib.rainpole.local Virtual Machine
Page of 1 .%" Displaying 1-2 of2
T 5 @ %% PageSize | [ @ wra0ivro01 -
@ Collectors (Full Set) & ~  Name Adapter Type Object Type Policy Collection State Collection Status
& Applications (Full Set) vra01vro01b.rainpo... vCenter Adap. Virtual Machine | vSphere Solu... & & (=N
= Adapter Types & n i i LY (=R=)
& Adapter Instances vra0ivro0iarainpo... vCenter Adap.. Virual Machine vSphere Solu...
= Object Types
@ Recently Added Objects &
@ Object Statuses &
@ Collection States &
@ Health Ranges /5
= Application &
@ Cluster Compute Resource
@ Datacenter
(= Datastore
[ Entire Enternrise A © Page ol & Displaying 1- 2 of2

Save

Click Save.
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Collect the SDDC Objects in a Group

Create a custom group for each management application to monitor the health of the entire application
stack as opposed to individual virtual machine health.

Procedure
1 Login to vRealize Operations Manager by using the administration console.
a Open a Web browser and go to https://vrops—-cluster-01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin
Password vrops_admin_password

In the left pane of vRealize Operations Manager, click the Environment menu.
Click the Groups tab, and click the Add icon to add a custom group.

In the New group dialog box, enter SDDC Management in the Name text box.
From the Group Type drop-down menu, select Function.

Expand the Define membership criteria section.

N~ o a A~ w0 DN

To add the vRealize Automation objects, from the Select the Object Type that matches all of the
following criteria drop-down menu, select vRealize Automation MP > vRealize Automation MP
Instance.

8 Click Add another criteria set and repeat Step 7 to add each of the following object types
representing the other management applications in the SDDC.

= vCenter Adapter > vSphere World
m NSX-vSphere Adapter > NSX-vSphere Environment

= vRealize Operations Adapter > vRealize Operations Cluster

VMware, Inc.
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10

New group
Name [sooc 1t
Group Type |Funcnon ‘ - ‘ Policy

Define membership criteria

[ Keep group membership up to date

Select the Object Type that matches all of the following criteria: | vRealize Automation MP Instance ‘K‘ | Remave
e 2 e
OR

Select the Object Type that matches all of the following criteria: | vSphere Warld ‘x‘ - Remove
Er— 2o e
OR

Select the Object Type that matches all of the following criteria: | NSX-vSphere Environment ‘K‘ | Remove
e 2 e
OR

vRealize Operations Cluster ‘ x‘ - ‘ Remove -

Select the Object Type that matches all of the following criteria:

Objects to always include

Objects to always exclude

Preview

| ‘ Cancel

Expand the Objects to always include section.

Add the following vRealize Log Insight and vRealize Orchestrator application objects.

a Under Filtered objects, expand Custom Groups and select Applications.

b Select vRealize Log Insight and vRealize Orchestrator, and click the Add button to add the

application objects to Objects to always include list on the right.

New group ? X
OR *
Select the Object Type that matches all of the following criteria: | NSX-vSphere Environment ‘ X ‘ - Remove
Er— oo e
OR
Select the Object Type that matches all of the following criteria: | vRealize Operations Cluster ‘ X ‘ - Remove -
Objects to always include E3
Filtered objects Objects to always include (2)

ﬁ] Applications - [] mame
» 5 [0 &3 vRealize Log Insight
O ; vRealize Crchestrator
Add>> -
<< Remove
Preview oK || cancal

11 Click OK.
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Configure a Dashboard that Provides an Overview of the SDDC

State

Create a central dashboard that you can use to track the overall state of the SDDC.

The SDDC overview dashboard has the following two aspects:

= Display the main indicators for the state of CPU, memory, connectivity and storage in the
management cluster that hosts the management applications.

= Show the overall state of the management applications in the SDDC. You use the SDDC
Management custom group that represents a common object for all management applications.

The SDDC dashboard consists of the following widgets:

= Twelve heatmap widgets showing heatmaps of the compute resources in the SDDC. You arrange the
heatmap widgets in three rows and four columns. Heatmap widgets are
labeled Heatmap X.Y where Xis the row number and Y is the column number in the dashboard.

®m  One health chart widget

Table 2-1. Configuration of the Heatmap Widgets in the First Row of the SDDC Dashboard

Widget Setting

Title

Refresh Content
Refresh Interval
Name

Group by

Then by
Mode

Object type

Attribute type

Min Value (Color)
Max Value (Color)

Filter

VMware, Inc.

Heatmap 1.1

Physical CPU
Remaining

On
300s
Management Hosts

vCenter Adapter >
Datacenter

Instance

vCenter Adapter >
Host System

CPU > Capacity
Remaining (%)

0 (red)
25 (green)

Heatmap 1.2

Physical Memory
Remaining

On
300s
Management Hosts

vCenter Adapter >
Datacenter

Instance

vCenter Adapter >
Host System

Memory > Capacity
Remaining (%)

0 (red)
25 (green)

Heatmap 1.3

Management VM CPU
Used

On
300s
Management VMs

vCenter Adapter >
Datacenter

Instance

vCenter Adapter >
Virtual Machine

CPU > Usage (%)

80 (green)
100 (red)

m  Adapter Instances
> vCenter Server >
mgmt01vc01-sfo01

m  Adapter Instances
> vCenter Server >
mgmt01vc51-lax01

Heatmap 1.4

Management VM CPU
Contention

On
300s
Management VMs

vCenter Adapter >
Datacenter

Instance

vCenter Adapter >
Virtual Machine

CPU > CPU Contention
(%)

0 (green)

2 (red)

m  Adapter Instances >
vCenter Server >
mgmt01vc01-sfo01

m  Adapter Instances >
vCenter Server >
mgmt01vc51-lax01
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Table 2-2. Configuration of the Heatmap Widgets in the Second Row of the SDDC

Dashboard

Widget Setting Heatmap 2.1 Heatmap 2.2 Heatmap 2.3 Heatmap 2.4

Title Physical Network /O Physical Dropped Management VM Management VM Swap
Packets Memory Used Rate

Refresh Content On On On On

Refresh Interval 300s 300s 300s 300s

Name

Group by

Then by
Mode

Object type

Attribute type

Min Value (Color)
Max Value (Color)

Filter

Management Hosts

vCenter Adapter >
Datacenter

Instance

vCenter Adapter >
Host System

Network /O > Demand
(%)

80 (green)

100 (red)

Management Hosts

vCenter Adapter >
Datacenter

Instance

vCenter Adapter >
Host System

Network I/O > Packets
Dropped

0 (green)
1 (red)

Management VMs

vCenter Adapter >
Datacenter

Instance

vCenter Adapter >
Virtual Machine

Memory > Usage (%)

50 (green)
90 (red)

m  Adapter Instances
> vCenter Server >
mgmt01vc01-sfo01

m  Adapter Instances
> vCenter Server >
mgmt01vc51-
lax01

Management VMs

vCenter Adapter >
Datacenter

Instance

vCenter Adapter >
Virtual Machine

Memory > Swapped
(KB)

0 (green)
1 (red)

m  Adapter Instances >
vCenter Server >
mgmt01vc01-sfo01

m  Adapter Instances >
vCenter Server >
mgmt01vc51-lax01

Table 2-3. Configuration of the Heatmap Widgets in the Third Row of the SDDC Dashboard

Widget Setting

Title

Refresh Content
Refresh Interval
Name

Group by

Then by
Mode

Object type

Attribute type

VMware, Inc.

Heatmap 3.1

Storage VSAN Latency

On
300s
Datastores

Storage Devices >
VirtualSAN Datastore

Instance

Storage Devices >
VirtualSAN Datastore

Host Specific Metrics >
Write Latency (ms)

Heatmap 3.2

Storage NFS Latency

On
300s
Datastores

Storage Devices >
NFS Volume

Instance

Storage Devices >
NFS Volume

Derived Statistics >
Inferred Latency

Heatmap 3.3

Management VM
Storage Latency

On
300s
Management VMs

vCenter Adapter >
Datacenter

Instance

vCenter Adapter >
Virtual Machine

Virtual Disk > Read
Latency (ms)

Heatmap 3.4

Management VM Disk
Free

On
300s
Management VMs

vCenter Adapter >
Datacenter

Instance

vCenter Adapter >
Virtual Machine

Disk Space > Capacity
Remaining (%)
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Table 2-3. Configuration of the Heatmap Widgets in the Third Row of the SDDC Dashboard

(Continued)

Widget Setting Heatmap 3.1 Heatmap 3.2 Heatmap 3.3

Min Value (Color) 0 (green) 0 (green) 0 (green)

Max Value (Color) 30 (red) 30 (red) 30 (red)

Filter - - ®  Adapter Instances

Table 2-4. Configuration of the Health Chart Widget in the SDDC Dashboard

> vCenter Server >
mgmt01vc01-sfo01
Adapter Instances

> vCenter Server >
mgmt01vc51-lax01

Heatmap 3.4

5 (red)

20 (green)

Health Widget Setting Value

Title Management Applications
Refresh Content On

Refresh Interval 300s

Self Provider On

Mode Children

Order By Value Asc

Pagination number 15

Period Length Last 6 hours

Metric Health

Procedure

1 Login to vRealize Operations Manager by using the administration console.

Adapter Instances >
vCenter Server >
mgmt01vc01-sfo01
Adapter Instances >
vCenter Server >
mgmt01vc51-lax01

a Open a Web browser and go to https://vrops—-cluster-01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin
Password vrops_admin_password

2 On the Home page, from the Actions menu select Create Dashboard and in the Dashboard
Configuration section of the New Dashboard dialog box, configure the following settings.

Dashboard Setting Value

Name SDDC Overview
Is default Yes
VMware, Inc.
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3 Add widgets to the dashboard.
a Expand the Widget List section.

b Drag 12 Heatmap widgets to the layout pane on the right, make three rows with four columns and
align them so that they are all approximately equal in size.

¢ Drag a Health Chart widget to the layout pane on the right.
4  Configure the heatmap widgets.

a In the upper-right corner of each widget, click the Edit icon and configure the widget.

b In the Edit Heatmap dialog box, configure the settings of the heatmap widget and click Save.
5 Configure the Health Chart widget.

a Inthe upper-right corner of the widget, click the Edit icon and configure the widget.

b In the Edit Health Chart dialog box, configure the settings of the Health Chart widget .

¢ From the objects list at the bottom, expand Function and select the SDDC Management custom
group and click Save.

6 Inthe New Dashboard dialog box, click Save.

The SDDC Overview dashboard becomes available on the Home page of the vRealize Operations
Manager user interface.

Physical CPU Remaining 2 /7 Physical Memoty Remaining 247  Management VM CPU Used &/ 7  Managsment VM CPU Contention 2 /7  Managsment Applications a7

o+ | Contguratons: »  cfle | Contguratons » ol | Contigurasons

Realze Operations Manager Cluster-wops-mstrn-1 23

1000 4 1200PM 0200Pu

8 mgmtd1nskm01 sfo01 rainpae Jocal 25

Storage VSAN Latency 247 Storage NFS Latency ManagamentVM Storage Latency 4 7 Management VM Disk Free ast

w v | Confguratons o~ | Condgurations: w v | Configuratons » 5 vReaize Log Insight 100

27
-
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Configure vRealize Operations
Manager to Notify of SDDC
Issues

Create a set of notifications in vRealize Operations Manager so that data center operators receive alerts
about issues in the SDDC main functions.
m  Create Notifications in vRealize Operations Manager

Create email notifications in vRealize Operations Manager so that the SDDC operators know of
issues in the main monitoring parameters of the environment.

m  List of Notifications for vRealize Operations Manager

Configure vRealize Operations Manager to send email notifications about important alerts in the
SDDC.

Create Notifications in vRealize Operations Manager

Create email notifications in vRealize Operations Manager so that the SDDC operators know of issues in
the main monitoring parameters of the environment.

You create a set of notifications of important alerts in the SDDC. See List of Notifications for vRealize
Operations Manager.

Procedure
1 Login to vRealize Operations Manager by using the administration console.
a Open a Web browser and go to https://vrops-cluster-01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin
Password vrops_admin_password

2 In the left pane of vRealize Operations Manager, click Content and click the Notifications tab.
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3 On the Notifications tab, click the Add icon and configure the following notification settings in the
Add Rule dialog box.

Notification Setting Value

Name Virtual machine is projected to run out of disk space
Method Standard Email Plugin

Instance Rainpole Alert Mail Relay

Recipients vrops@rainpole.com

Filtering Criteria

Scope Object Type

Object Type vCenter Adapter > Virtual Machine
Add Rule 2 X
Narme ‘Vmua\ mathine is projected to run out of disk space ‘
Method Standard Email Plugin [~] [Raingale Alert tail Relay ) (#)

Recipient(s) vrops@rainpole.com ‘
Separate multiple addresses with semicalons
Motify again
iin minutes) The interval to resend the email ifthe alert has not heen resolved ‘
Max Motifications
Maximurn number of emails to send ifthe alert has not been resaolved ‘

Delay to notify
iin minutes) Time to wait befare sending an email ifthe alert has not been resolved

Description
his texd would be included in each email

Filtering Criteria Select atleast ane ofthe following filters:
Scope [object Type [] = vinual machine [x]~]
» vRealize Automation MP )
Matification Trigger l:EE‘ » Loginsight
» Cantainer
Criticality m ¥ vCenter Adapter J
¥ Advanced Filters Cluster Compute Resource
Compute Resaurce

Custom Datacenter ancel ‘

4 Configure the trigger for the notification.

a In the Filtering Criteria section of the Add Rule dialog box, select Alert Definition from the
Notification Trigger drop-down menu.

b Click the Select an Alert Definition button.
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¢ Inthe search box of the Alert Definitions dialog box, enter disk space and press Enter.

d Select the Virtual machine is projected to run out of disk space alert definition and click

Alert Definitions x
[»|[ %7 AllFitters ~ | [aisk space ]
Hame = Object Type Alet Type Alert Subtyps Criticality
One or mare virtual machine guest file systems are running out of disk space Wirtual Machine Wirtualization/. Capacity j
Wirtual machine is consuming disk space in a rapid and unexpected manner Wirtual Machine wirtualization/. Capacity j
Wirtual machine iz projected to run out of disk space Wirtual Machine Wirtualization/. Capacity J&
Wirtual machine is running out of disk space Wirtual Machine wirtualization/. Capacity j
| Page oft | | & Displaying 1- 4 of &
Select ‘ | Close

5 In the Add Rule dialog box, click Save.

Add Rule 7 X
MName |Vir‘tua|machme is projected to run out of disk space |
Method [ standard Email Plugin [-] [Rainpole lert Mail Relay I~] 4]

Recipient(s) wrops@rainpole.com
Separate multiple addresses with semicalons
Maotify again
(in minutes) The interval to resend the email ifthe alert has not heen resalved

Max Motifications
Mayirnurm number of emails to send ifthe alert has not been resolved

Celay ta natify
(in minutes) Time to wait before sending an email ifthe alert has not heen resolved

Cescription
his text would be included in each email

Filtering Criteria Select atleast one ofthe following filters:

Seope [Object Type [+ [winual machine [x]~]

Motification Trigger | Alett Definition X|- | Virtual machine is projected to run out of disk space |

MOTE: Selecting an Alert Definition may conflict with selected
Criticality andfor Object Type

Criticality [Select one or more [+]

¥ Adwanced Filters

Save H Cancel |

6 Repeat the steps to create the other SDDC notifications.

ize Operations Manager

Back O 6 d _ Hotifications

£ Dashboards + |7 X

B Views Rule Nams + Instance Email Address

= Reports vSphere HA failover resources are insufficient Rainpole Alert Mail Relay wropsi@rainpole.com

% Alert Definitions vSphere HA cannat perform a failover operation for the vitual machine Rainpole Alert Mail Relay wropsi@rainpole.com

@ Symptom Definitions > vSphere ORS enabled cluster has unexpected high memory workload and contention Rainpole Alert Mail Relay wropsi@rainpole.com

{§} Actions vSphere ORS enabled cluster has unexpected high CPU workload Rainpole Alert Mail Relay wropsi@rainpole.com

M Recommendations vSphere ORS enabled cluster has memory contention caused by overpopulation of wilua, Rainpole Alert Mail Relay wropsi@rainpole.com

™ vSphere ORS enabled cluster has CPU contention caused by overpopulation of virtual m Rainpole Alert Mail Relay wropsi@rainpole.com
E vRealize Operations Cluster processes might be out of memory Rainpole Alert Mail Relay wropsi@rainpole.com

@ Custom Profiles “irtual machine is projected to run out of disk space Rainpole Alert Mail Relay wropsi@rainpole.com

& Plug-ins Wirtual machine has unexpected high memory workload admin Rainpole Alert Mail Relay wropsi@rainpole.com
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List of Notifications for vRealize Operations Manager

Configure vRealize Operations Manager to send email notifications about important alerts in the SDDC.

You define natifications from the Content > Notifications page in vRealize Operations user interface.
See Create Notifications in vRealize Operations Manager.

Notification Delivery Properties

When you define notifications from vRealize Operations Manager, use the following properties to direct
them by email to the operations team in your organization.

Table 3-1. Delivery Properties of vRealize Operations Manager Notifications

Notification Delivery Property Value

Method Standard Email Plugin
Instance Rainpole Alert Mail Relay
Recipients vrops@rainpole.com

Virtual Machine and Host Notifications

Create notifications for most important virtual machines and ESXi host issues.

Table 3-2. VM and Host Notifications in SDDC

Notification

Name Scope Trigger Alert Definition
Virtual machine is projected torun 1 Object Type Alert Definition Virtual machine is projected to run
out of disk space 2 vCenter Adapter > Virtual out of disk space

Machine
Virtual machine has CPU 1 Object Type Alert Definition Virtual machine has CPU
contention caused by co-stop 2 vCenter Adapter > Virtual contention due to multi-vCPU

Machine scheduling issues (co-stop) caused

by too many vCPUs

Virtual machine has unexpected 1 Object Type Alert Definition Virtual machine has unexpected
high CPU workload 2 vCenter Adapter > Virtual high CPU workload

Machine
Virtual machine has unexpected 1 Object Type Alert Definition Virtual machine has unexpected
high memory workload 2 vCenter Adapter > Virtual high memory workload

Machine
Virtual machine has disk I/O 1 Object Type Alert Definition Virtual machine has disk I/O latency
latency problem caused by 2 vCenter Adapter > Virtual problem caused by snapshots
snapshots Machine
Virtual Machine is running out of 1 Object Type Alert Definition Virtual Machine is running out of
disk space 2 vCenter Adapter > Virtual disk space

Machine
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Table 3-2. VM and Host Notifications in SDDC (Continued)

Name

Virtual machine has large disk
shapshots

Not enough resources for vSphere
HA to start the virtual machine

vSphere HA cannot perform a
failover operation for the virtual
machine

Host has CPU contention caused
by overpopulation of virtual
machines

Host has memory contention
caused by overpopulation of virtual
machines

vSphere DRS enabled cluster has
CPU contention caused by
overpopulation of virtual machines

vSphere DRS enabled cluster has
unexpected high CPU workload

vSphere DRS enabled cluster has
memory contention caused by
overpopulation of virtual machines

vSphere DRS enabled cluster has
unexpected high memory
workload and contention

vSphere HA failover resources are
insufficient

Scope

1
2

Object Type
vCenter Adapter > Virtual
Machine

Object Type
vCenter Adapter > Virtual
Machine

Object Type
vCenter Adapter > Virtual
Machine

Object Type
vCenter Adapter > Host
System

Object Type
vCenter Adapter > Host
System

Object Type
vCenter Adapter > Cluster
Compute Resource

Object Type
vCenter Adapter > Cluster
Compute Resource

Object Type
vCenter Adapter > Cluster
Compute Resource

Object Type
vCenter Adapter > Cluster
Compute Resource

Object Type
vCenter Adapter > Cluster
Compute Resource

Networking Notifications

Notification
Trigger

Alert Definition

Alert Definition

Alert Definition

Alert Definition

Alert Definition

Alert Definition

Alert Definition

Alert Definition

Alert Definition

Alert Definition

Alert Definition

Virtual machine has large disk
snapshots

Not enough resources for vSphere
HA to start the virtual machine

vSphere HA cannot perform a
failover operation for the virtual
machine

Host has CPU contention caused
by overpopulation of virtual
machines

Host has memory contention
caused by overpopulation of virtual
machines

DRS-enabled cluster has CPU
contention caused by
overpopulation of virtual machines

DRS-enabled cluster has
unexpected high CPU workload

DRS-enabled cluster has memory
contention caused by
overpopulation of virtual machines

DRS-enabled cluster has
unexpected high memory workload
and contention

vSphere High Availability (HA)
failover resources are insufficient

Create notifications for most important networking issues in distributed switches and NSX components.

VMware, Inc.
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Table 3-3. Networking Notifications in SDDC

Name

Distributed switch
configuration is out of sync

Host NSX messaging
infrastructure is reporting an
issue

NSX Manager resource usage
is high

NSX Manager API calls are
failing

VXLAN segment range has
been exhausted

Less than three NSX
Controllers are active

Edge resource usage is high

High Availability is not
configured correctly on the
Edge

Edge VM is not responding to
health check

One or more Load Balancer
pool members are down

Scope
1 Object Type
2 vCenter Adapter > vSphere

Distributed Switch

Object Type
vCenter Adapter > Host System

Object Type
NSX-vSphere Adapter > NSX-
vSphere Manager

Object Type
NSX-vSphere Adapter > NSX-
vSphere Manager

Object Type
NSX-vSphere Adapter > NSX-
vSphere Manager

Object Type
NSX-vSphere Adapter > NSX-
vSphere Controller Cluster

Object Type
NSX-vSphere Adapter > NSX-
vSphere Edge

Object Type
NSX-vSphere Adapter > NSX-
vSphere Edge

Object Type
NSX-vSphere Adapter > NSX-
vSphere Edge

Object Type
NSX-vSphere Adapter > NSX-
vSphere Edge

Storage Notifications

Create notifications of most important storage issues.

VMware, Inc.

Notification Trigger

Alert Definition

Alert Definition

Alert Definition

Alert Definition

Alert Definition

Alert Definition

Alert Definition

Alert Definition High
Availability is not
configured correctly
on the Edge

Alert Definition

Alert Definition

Alert Definition

Distributed Switch
configuration is out of sync

Host's NSX messaging
infrastructure is reporting an
issue

Manager resource usage is

high

Manager API calls are failing

VXLAN segment range has
been exhausted

Less than three controllers
are active

Edge resource usage is high

High Availability is not
configured correctly on the
Edge

Edge VM is not responding to
health check

One or more Load Balancer
pool members are down
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Table 3-4. Storage Notifications in SDDC

Name

Datastore is running out of disk
space

Datastore is projected to run
out of disk space

Virtual SAN cluster partitioned

Scope
1 Object Type
2 vCenter Adapter > Datastore

Object Type
vCenter Adapter > Datastore

Object Type

Storage Devices > Virtual SAN
Cluster

Notification Trigger

Alert Definition

Alert Definition

Alert Definition

Notifications about vRealize Operations Manager

Alert Definition

Datastore is running out of disk
space

Datastore is projected to run
out of disk space

VirtualSAN cluster partitioned

Create notifications of most important issues in the operation of vRealize Operations Manager.

Table 3-5. Notifications of vRealize Operations Manager Issues

Name

One or more vRealize
Operations services on a node
are down

Disk space on a vRealize
Operations Manager node is
low

Node processing queue is
backing up

FSDB failed to repair corrupted
files

FSDB overload

Number of objects monitored by
this vRealize Operations
Manager node exceeds the
configured limit. Possible loss
of data

Remote Collector one or more
vRealize Operations services
are down

VMware, Inc.

Scope
1 Object Type
2 vRealize Operations Adapter >

vRealize Operations Node

Object Type

vRealize Operations Adapter >

vRealize Operations Node

Object Type

vRealize Operations Adapter >

vRealize Operations Node

Object Type

vRealize Operations Adapter >

vRealize Operations Fsdb

Object Type

vRealize Operations Adapter >

vRealize Operations Fsdb

Object Type

vRealize Operations Adapter >
vRealize Operations Analytics

Object Type

vRealize Operations Adapter >

vRealize Operations Remote
Collector

Notification
Trigger

Alert Definition

Alert Definition

Alert Definition

Alert Definition

Alert Definition

Alert Definition

Alert Definition

Alert Definition

One or more vRealize
Operations services on a node
are down

Disk space on node is low

Node processing queue is
backing up

Fsdb failed to repair corrupted
files

Fsdb high load

Number of Objects being
monitored by this vRealize
Operations Node exceeds the
configured limit. Possible loss
of data

One or more vRealize
Operations services on a
remote collector are down
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Table 3-5. Notifications of vRealize Operations Manager Issues (Continued)

Name Scope

Remote Collector not reporting 1 Object Type

correct number of services 2 vRealize Operations Adapter >
vRealize Operations Remote

Collector
vRealize Operations Cluster 1 Object Type
processes might be out of 2 vRealize Operations Adapter >
memory vRealize Operations Cluster

VMware, Inc.

Notification
Trigger

Alert Definition

Alert Definition

Alert Definition

Remote Collector not reporting
correct number of services

vRealize Operations Cluster
processes may not have
enough memory

7



Monitor vSphere Data
Protection Jobs by Email

vSphere Data Protection supports email notifications about the status of backup jobs. Configure vSphere
Data Protection to send daily emails. You can regularly check them as a part of your daily monitoring
activities.

Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go to the following URL.

Region vCenter Server URL
Region A https://mgmt01vc01.sfo01.rainpole.local/vsphere-client
Region B https://mgmt01vc51.1ax01.rainpole.local/vsphere-client

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local

Password vsphere_admin_password

2 On the vSphere Web Client Home page, click the VDP icon.

3 On the Welcome to vSphere Data Protection page, select the region-specific vSphere Data
Protection instance from the VDP Appliance drop-down menu and click Connect.

Region vSphere Data Protection Instance
Region A°  mgmt01vdp01

Region B mgmt01vdp51

4 On the Configuration tab, click the Email button and click Edit.
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I vSphere Data Protection 6.1 (powered by EMC)

 vdp-mgmt-01.lax01.rainpole.local Switch Appliance: | wlp-mgmt. < | B - Alxtors @
Gefting Started ~ Backup  Restore Reports
Backup Appliance | Log | Email| < Refresh -
| Email configuration
Send test email
Enable vSphere Data Protection alarm email notification:
Enable email raports:
Senatime 2
Send day(s Monday Wednesday
Thursday Saturday:
Sunday:
<

Enable the CSV attachment in email report
Report Locale:

Outgoing mail server

My server requires me fo log in:

Usemame:

Password

From address

To agdress(es)

5 Configure the following settings for email notification and click Save.

Email Notification Settings

Region A

Enable vSphere Data Protection alarm email notification  Selected

Enable email reports
Send time

Send day(s)

Enable the CSV attachment in email report

Outgoing mail server
From address

To addresses(es)

Selected

6:00 AM

All days

Selected

FQDN of the mail server
vdp-mgmt-01@rainpole.com

sddc-admin@rainpole.com

Region B

Selected

Selected

6:00 AM

All days

Selected

FQDN of the mail server
vdp-mgmt-51@rainpole.com

sddc-admin@rainpole.com

vSphere Data Protection 6.1 (powered by EMC)

mgmto1vdpo1

Switch Appliance: | momi0tvdp... |~ | [ G- All Actions

@

Getting Started Backup Restore Replication

Backup Appliance Email | > Refresh

=

Email configuration

Enable email reports:
Send time

Send day(s):

Enable the CSV attachment in email report:
Report Locale

Outgoing mail server.

My server requires me to log in:

Username:

Password:

From address:

To address(es):

The red asterisk ( * ) denotes a required field

Enable vSphere Data Protection alarm email notification:

| 6:00 AM

# Monday:

9{ smtp.rainpole. local

# vdp-mgmt-01@rainpole.com

# | sddc-admin@rainpole.local

Send test email

¥ Wednesday:
¥ Ssaturday ~

Save Cancel
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6 Click the Send test email hyperlink and verify that you receive the test email.
7 Click Save.

8 Repeat the steps to configure vSphere Data Protection in Region B to send daily email messages.
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Configure vRealize Automation
System Notification Events

You can receive automatic notifications for several types of events, such as the successful completion of
a catalog request or a required approval.

System administrators can configure global email servers that handle email notifications.

Tenant administrators can override the system default servers, or add their own servers if no global
servers are specified. Tenant administrators select which events, also known as scenarios, trigger
notifications. Each component, such as the service catalog or laaS, can define events that can trigger
notifications.

Each user can choose whether to receive notifications. Users either receive all notifications configured by
the tenant administrator or no notifications, they do not have the fine-grained control over which
notifications to receive.

Prerequisites

Verify that vRealize Automation has the inbound and outbound email servers configured. See Configure
the Default Email Servers in Region A in VMware Validated Design Deployment Guide for Region A.

Procedure
1 Log in to the vRealize Automation Rainpole portal.
a Open a Web browser and go to https://vra0lsvr0l.rainpole.local/vcac/org/rainpole.

b Log in using the following credentials.

Setting Value

User name itac-tenantadmin

Password itac-tenantadmin_password
Domain Rainpole.local

2 On the Home page of the vRealize Automation management console, click the Administration tab
and click Notifications.
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3 Configure the scenarios to receive notifications about.
By default all scenarios are active.
a On the Notifications page, select Scenarios in the navigator.
b If you do not want to be alerted on a scenario, select it and click the Suspend button.

¢ Verify that each of the scenarios you want to receive notifications about is Active.

vmware vRealize” Automation Welcome, ITAC-TenantAdmin. | Preferences | Help | Logout

PUTIREYSN inrastuctre  Business Management
e Notification Scenarios
Selectthe scenarios for which to send notfications. To receive notifications, users must subscribe to notifications in their user preferences.
Email Servers
Scenaro Sutus.
‘Scenarios Infrastructure Service Adert an Host Reservaton Active
frastructure Service Archive Perod Expred Active
frastructure Service Custom Hobficaton Active
frastructure Service EPRegiter Active
frastructure Service EPUnregater Active
Infrastructure Service Lease Abaut To Expre. Active
Infrastructure Service Lease Expred Active
Infrastructure Service Lease Expired Power Off Active
Infrastructure Service Lease Abaut To Expre (Manager) Active
Infrastructure Service Lease Expred (Manager) Active
frasiructure Service Reciamstion Expred Lease Hodfed (anager) Acive
frasiructure Service Reciamston Forced Lease Undifed (Manager) Acive
nfrasiructure Service Reclamaion Expred Lease Hodfied Acive
irastnucture Service Reciamston Forced Lease Undifed Acie

Infrastructure Service VDI Register

frastructure Service VDIUnregister Acive
Caislog Service Service Catalog Request Approved

Cataiog Service Service Cataiog Reques! Faied Actve
Cainlog Service Service Catalog Request Rejected

Cataiog Service Service Cataiog Request Submssion Acte
Cainlog Service Service Catalog Request Successtul

Cainlog Service Resource Acthated Active
Cainlog Service Resource Archived

Cainlog Service Resource Disposed

Catnlog Service Resource Lesse Pre-Expation Notiicaton

Cataloo Service Resource Lease Modified
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4  Subscribe to notifications from vRealize Automation.

a Click Preferences next to the ITAC-TenantAdmin user name.

vmware vRealize- Automation Welcome, TAC-TenantAdmin [TAC-TenantAdmin. = Preferences | Help  Logout

b Under Notifications, select English (United States) from the Language drop-down menu.

¢ Select Enabled next to the Email protocol, click Apply and click Close.

User Preferences

Assign Delegates
| searct Q

Name

No data selected

Apply Restore Defaults

Notifications

Language: English (United States) v

Protocol Name Enabled
Email ’
Apply Restore Defaults

Close

Notifications are now enabled for the ITAC-TenantAdmin account.
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