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About VMware Validated Design
Deployment for Region B

VMware Validated Design Deployment for Region B provides step-by-step instructions for installing,
configuring, and operating a software-defined data center (SDDC) based on the VMware Validated
Design for Software-Defined Data Center.

VMware Validated Design Deployment for Region B does not contain step-by-step instructions for
performing all of the required post-configuration tasks because they often depend on customer
requirements.

Intended Audience

The VMware Validated Design Deployment for Region B document is intended for cloud architects,
infrastructure administrators and cloud administrators who are familiar with and want to use VMware
software to deploy in a short time and manage an SDDC that meets the requirements for capacity,
scalability, backup and restore, and extensibility for disaster recovery support.

Required VMware Software

VMware Validated Design Deployment for Region B is compliant and validated with certain product
versions. See VMware Validated Design Release Notes for more information about supported product
versions.

VMware, Inc.



Updated Information

This Deployment for Region B document is updated with each release of the product or when necessary.

This table provides the update history of the Deployment for Region B document.

Revision Description

26 SEP 2017 m  Added missing number in filename for the command to configure symbolic link between the UMDS and the
PostgreSQL. See Configure PostgreSQL Database on Your Linux-Based Host Operating System for UMDS in
Region B.

EN-002469-02 = Added step 9, which instructs users to configure the MTU value on the vMotion VMkernel adapter to 9000.
See Create a vSphere Distributed Switch for the Management Cluster in Region B.

m  Added step 9, which instructs users to configure the MTU value on the vMotion VMkernel adapter to 9000.
See Create a vSphere Distributed Switch for the Shared Edge and Compute Cluster in Region B.
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Revision

EN-002469-01

VMware, Inc.

Description

Step 4d incorrectly instructed you to use the fully qualified domain name (FQDN)
lax01psc01.lax01.rainpole.local and a NSX Load Balancer name of LAX0O1PSCO1. This error has been
corrected such that the FQDN is lax01psc51.lax01.rainpole.local and the NSX Load Balancer name is
LAX01PSC51. See Update the Platform Services Controller SSO Configuration and Endpoints in Region B.

Step 4d has been corrected to use the FQDN lax01psc51.l1ax01.rainpole.local. See Update the Platform
Services Controller SSO Configuration and Endpoints in Region B

Step 6 has been corrected to use the name LAX01PSC51. The hostname has also been updated to
lax01psc51.lax01.rainpole.local. See Deploy the Platform Services Controller NSX Load Balancer in Region B.

Step 8 incorrectly listed the datastore name as SFO01A-VSANO1-MGMTO1. This has been corrected to read
LAX01A-VSANO1-MGMTO1. See Deploy the Platform Services Controller NSX Load Balancer in Region B.

Step 13c and 14c have been updated to LAX01PSC51. See Deploy the Platform Services Controller NSX
Load Balancer in Region B.

Step 4 now states that you should double-click the NSX Edge labeled LAX01PSC51 to manage its settings.
See Create Platform Services Controller Application Profiles in Region B.

Step 4 now states that you should double-click the NSX Edge labeled LAX01PSC51 to manage its settings.
See Create Virtual Servers in Region B.

Step 4 now states that you should double-click the NSX Edge labeled LAX01PSC51 to manage its settings.
See Create Platform Services Controller Server Pools in Region B.

Step 4 incorrectly instructed you to use the FQDN of lax01psc01.lax01.rainpole.local and a DNS record name
of LAX01PSCO1. This error has been corrected such that the FQDN is lax01psc51.lax01.rainpole.local and the
DNS record name of LAX01PSC51. See Update DNS Records for the Platform Services Controller Load
Balancer in Region B.

Step 10 incorrectly instructed you to save the vRealize Automation server pool. This has been corrected to
save the Platform Services Controller server pools. See Create Platform Services Controller Server Pools in
Region B.

The topic Configure Service Account Privileges on the Compute vCenter Server in Region B was incorrectly
included twice in the previous version of this document. The extra occurrence has been removed.

The topic Configure the Service Account Privilege on the Compute Cluster NSX Instance in Region B was
incorrectly included twice in the previous version of this document. The extra occurrence has been removed.

Steps 3b and 3c have been updated to make Bash your default command shell. See Replace the Platform
Services Controller Certificates in Region B.

This topic incorrectly instructed you to use a fully qualified domain name (FQDN) of
lax01psc01.lax01.rainpole.local and a NSX Load Balancer name of LAX01PSCO1. This error has been
corrected such that the FQDN is lax01psc51.lax01.rainpole.local and the NSX Load Balancer name is
LAX01PSC51. See Replace the NSX Manager Certificates in Region B and Deploy the NSX Manager for the
Shared Edge and Compute Cluster NSX Instance in Region B.

Step 4e incorrectly referred to lax01psc01.lax01.rainpole.local as the Platform Services Controller FQDN for
the lookup service IP address. The correct FQDN is lax01psc51.lax01.rainpole.local. See Replace the NSX
Manager Certificates in Region B.

Step 3h has been corrected to use the FQDN comp01nsxm51.lax01.rainpole.local. See Deploy the NSX
Manager for the Shared Edge and Compute Cluster NSX Instance in Region B.

Step 4e has been corrected to use the Lookup Service FQDN lax01psc51.lax01.rainpole.local. See Deploy the
NSX Manager for the Shared Edge and Compute Cluster NSX Instance in Region B.

Step 4h has been corrected to use the vCenter Server FQDN comp01vc51.lax01.rainpole.local. See Deploy
the NSX Manager for the Shared Edge and Compute Cluster NSX Instance in Region B.

Step 2 has been corrected to use the vCenter FQDN mgmt01vc51.l1ax01.rainpole.local. See Configure a DRS
Anti-Affinity Rule for vRealize Log Insight in Region B

The Platform Services Controller instances URLs in the "Appliance Management Interface URL" table have
been corrected. Also, the vRealize Log Insight URL in Step 2a has been corrected. See Configure vCenter
Server to Forward Log Events to vRealize Log Insight in Region B.
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Revision

EN-002469-00

VMware, Inc.

Description

Step 4a has been updated to LAX01-Comp01 (comp01vc51.lax01.rainpole.local). See Create Reservations for
the Compute Cluster in Region B.

Step 15 has been corrected to use mgmt01vc51.1ax01.rainpole.local. See Deploy the vSphere Replication
Appliance in Region B.

Steps 2 and 3 were duplicated, and this has been corrected. In addition, the vCenter FQDN in step 2 has been
corrected, as has the host FQDN in step 4. See Configure Lockdown Mode on All ESXi Hosts in Region B

Step 3i incorrectly listed the default gateway IP address as 172.17.11 .1. The correct IP address is
172.17.11.253. See Deploy the External Platform Services Controllers for the vCenter Servers in Region B.

The step about powering on vSphere Replication in Region B now contains the correct host name
mgmt01vc51.1ax01.rainpole.local for the Management vCenter Server in Region B. See Deploy the vSphere
Replication Appliance in Region B.

A step was added instructing you to power on vSphere Data Protection after appliance deployment. See
Deploy the Virtual Appliance of vSphere Data Protection in Region B.

Use the UMDS Shared Repository as the Download Source in Update Manager in Region B now provides
instructions about adding the repository of the Update Manager Download Service in Region B to the Update
Manager on the Compute vCenter Server.

The vRealize Log Insight deployment documentation now contains the correct host names of the vCenter
Server instances in Region B. See Configure vCenter Server to Forward Log Events to vRealize Log Insight in
Region B and Configure the Log Insight Agent on vRealize Operations Manager to Forward Log Events to
vRealize Log Insight in Region B.

Initial release.



Region B Virtual Infrastructure
Implementation

The virtual infrastructure is the foundation of an operational SDDC, and consists primarily of the physical
host's hypervisor and the control of these hypervisors. The management workloads consist of elements in
the virtual management layer itself, along with elements in the Cloud Management Layer, Service
Management, Business Continuity, and Security areas.

The following procedures describe the validated flow of installation and configuration for the Virtual
Infrastructure in Region B.

Procedure

1 Install and Configure ESXi Hosts in Region B
Start the deployment of your virtual infrastructure in Region B by installing and configuring all the
ESXi hosts.

2 Deploy and Configure the Platform Services Controller and Virtual Center Components in Region B

Deploy and configure the management cluster components.

3 Deploy and Configure the Management Cluster NSX Instance in Region B
This design uses two separate NSX instances per region. One instance is tied to the Management
vCenter Server, and the other instance is tied to the Compute vCenter Server. Deploy and configure
the NSX instance for the management cluster in Region B.

4 Deploy and Configure the Shared Edge and Compute Cluster Components Region B

Deploy and configure the shared edge and compute cluster components.

5 Deploy and Configure the Shared Edge and Compute Cluster NSX Instance in Region B

Deploy and configure the NSX instance for the shared edge and compute cluster in Region B.

6 Deploy and Configure VMware Site Recovery Manager
You deploy VMware Site Recovery to enable fail over of management applications from Region A to
Region B in the cases of disaster or planned migration.

7 Deploy and Configure vSphere Replication

You deploy and configure vSphere Replication to enable replication of critical virtual machine data
from Region A to Region B for failover by using Site Recovery Manager in the cases of disaster or
planned migration.

VMware, Inc. 8
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8 Deploy vSphere Data Protection in Region B
Deploy vSphere Data Protection for backup and restore of SDDC management components in
Region B.

9 Replace Certificates in Region B

By default, virtual infrastructure management components use TLS/SSL certificates that are signed
by the VMware Certificate Authority (VMCA). These certificates are not trusted by end-user devices.
For example, a certificate warning might appear when a user connects to a vCenter Server system
by using the vSphere Web Client.

Install and Configure ESXi Hosts in Region B

Start the deployment of your virtual infrastructure in Region B by installing and configuring all the ESXi
hosts.

Procedure

1 Prerequisites for Installation of ESXi Hosts for Region B
Install and configure the ESXi hosts for the management cluster and the shared edge and compute
cluster by using the same process.

2 |Install ESXi Interactively on All Hosts in Region B

Install all ESXi hosts for all clusters interactively.

3 Configure the Network on All Hosts in Region B

After the initial boot, use the ESXi Direct Console User Interface (DCUI) for initial host network
configuration and administrative access.

4 Configure vSphere Standard Switch on a Host in the Management Cluster in Region B

You must perform network configuration from the VMware Host Client for one host in each cluster.
You perform all other host networking configuration after the deployment of the vCenter Server
system that manages the hosts.

5 Configure SSH and NTP on the First Host in Region B

Time synchronization issues can result in serious problems with your environment. Configure NTP
for each of your hosts in the management and the shared edge and compute clusters.

6 Set Up vSAN Datastore for the Management Cluster in Region B

Before you can use vSAN storage in your environment, you must set it up.

Prerequisites for Installation of ESXi Hosts for Region B

Install and configure the ESXi hosts for the management cluster and the shared edge and compute
cluster by using the same process.

Before you start:

= Make sure that you have a Windows host that has access to your data center in Region B. You use
this host to connect to your hosts and perform configuration steps.

VMware, Inc.
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= Ensure that routing is in place between the two regional management networks 172.16.11.0/24 and
172.17.11.0/24 as this will be needed to join the common SSO domain.

You must also prepare the installation files.
m  Download the ESXi ISO installer.

m  Create a bootable USB drive that contains the ESXi Installation. See "Format a USB Flash Drive to
Boot the ESXi Installation or Upgrade" in vSphere Installation and Setup.

IP Addresses, Hostnames, and Network Configuration

The following tables contain all the values needed to configure your ESXi hosts.

Table 2-1. Management Cluster Hosts in Region B

FQDN IP Management VLAN  Default Gateway NTP Server

mgmt01esx51.lax01.rainpole.local 172.17.11.101 1711 172.17.11.253 m  ntp.lax01.rainpole.local

m  ntp.sfoO1.rainpole.local

mgmt01esx52.1ax01.rainpole.local 172.17.11.102 1711 172.17.11.253 = ntp.lax01.rainpole.local

m  ntp.sfoO1.rainpole.local

mgmt01esx53.1ax01.rainpole.local 172.17.11.103 1711 172.17.11.253 ®  ntp.lax01.rainpole.local

m  ntp.sfoO1.rainpole.local

mgmt01esx54.1ax01.rainpole.local 172.17.11.104 1711 172.17.11.253 m  ntp.lax01.rainpole.local

= ntp.sfoO1.rainpole.local

Table 2-2. Shared Edge and Compute Cluster Hosts in Region B

FQDN IP Management VLAN Default Gateway NTP Server

comp01esx51.lax01.rainpole.local 172.17.31.101 1731 172.17.31.253 m  ntp.lax01.rainpole.local

= ntp.sfoO1.rainpole.local

compO1esx52.lax01.rainpole.local 172.17.31.102 1731 172.17.31.253 = ntp.lax01.rainpole.local
m  ntp.sfoO1.rainpole.local
comp01esx53.lax01.rainpole.local 172.17.31.103 1731 172.17.31.253 ®  ntp.lax01.rainpole.local
m  ntp.sfoO1.rainpole.local
comp01esx54.lax01.rainpole.local 172.17.31.104 1731 172.17.31.253 m  ntp.lax01.rainpole.local

= ntp.sfoO1.rainpole.local

Install ESXi Interactively on All Hosts in Region B

Install all ESXi hosts for all clusters interactively.

Procedure

1 Power on the mgmt0lesx51 host in Region B.

2 Mount the USB drive containing the ESXi ISO file, and boot from that USB drive.

3 On the Welcome to the VMware 6.5.0 Installation screen, press Enter to start the installation.
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4 On the End User License Agreement (EULA) screen, press F11 to accept the EULA.

5 Onthe Select a Disk to Install or Upgrade screen, select the USB drive or SD card under local
storage to install ESXi, and press Enter to continue.

DELL IDSDM (mpx.umhba32:C0:T0:L0)

(Esc) Cancel (F1) Details (F5) Refresh (Enter) Continue

6 Select the keyboard layout, and press Enter.

7 Enter the esxi_root_user_password, enter the password a second time to confirm you are typing
the correct password, and press Enter.

8 On the Confirm Install screen, press F11 to start the installation.
9 After the installation has completed unmount the USB drive, and press Enter to reboot the host.

10 Repeat this procedure for all hosts in the data center, using the respective values for each host you
configure.

Configure the Network on All Hosts in Region B

After the initial boot, use the ESXi Direct Console User Interface (DCUI) for initial host network
configuration and administrative access.

Perform the following tasks to configure the host network settings:
m  Set network adapter (vmk0) and VLAN ID for the Management Network.
m  Set IP address, subnet mask, gateway, DNS server and host FQDN for the ESXi host.

Repeat this procedure for all hosts in the management and shared edge and compute pods. Enter the
respective values from the prerequisites section for each host that you configure. See Prerequisites for
Installation of ESXi Hosts for Region B.

VMware, Inc. 1
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Procedure
1 Open the DCUI on the physical ESXi host ngmt0@lesx51.

a Open a console window to the host.

b Press F2 to enter the DCUL.

¢ Enter root as login name, and esxi_root_user_password, and press Enter.
2 Configure the network.

a Select Configure Management Network and press Enter.

b Select VLAN (Optional) and press Enter.

¢ Enter 1711 as the VLAN ID for the Management Network, and press Enter.

VYLAN (optional)

If you are unsure how to configure or use a VLAN, it is safe to
leave this option unset.

LAN ID (1-4894. or 4095 to access all VLANs): [ 1711 1

<Enter> DK <Esc> Cancel

d Select IPv4 Configuration and press Enter.

VMware, Inc.
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e Configure the IPv4 network using the following settings, and press Enter.

Setting Value

Set static IPv4 address and network Selected
configuration

IPv4 Address 172.17.11.101
Subnet Mask 255.255.255.0
Default Gateway 172.17.11.253

Conf igure Management Network IPv4 Conf iguration

Netuork Adapters Manual
VYLAN (optional)
IPv4 Address: 172.17.11.101

IPv4 Configuration Subnet Mask: 255.255.255.0
IPv6 Configuration Default Gateway: 172.17.11.253
DNS Conf igurat ion

Custom DNS Suffixes This host can obtain an IPv4 address and other networking
parameters automatically if your network includes a DHCP
server. If not. ask your network administrator for the
appropriate settings.

f  Select DNS Configuration and press Enter.

g Configure the DNS using the following settings, and press Enter.

Setting Value

Use the following DNS Server Selected
address and hostname

Primary DNS Server 172.17.11.5
Alternate DNS Server 172.17.11.4
Hostname mgmt01esx51.lax01.rainpole.local

h Select Custom DNS Suffixes and press Enter.
i Ensure there are no suffixes listed, and press Enter.
3 After completing all host network settings press Escape to exit, and press Y to confirm the changes.

4 Repeat this procedure for all hosts in the management and shared edge and compute pods.

Configure vSphere Standard Switch on a Host in the Management

Cluster in Region B

You must perform network configuration from the VMware Host Client for one host in each cluster. You
perform all other host networking configuration after the deployment of the vCenter Server system that
manages the hosts.

You configure a vSphere Standard Switch with two port groups:
= The existing virtual machine port group.

= VVMkernel port group.

VMware, Inc.
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This configuration provides connectivity and common network configuration for virtual machines that
reside on each host.

Procedure
1 Log in to the vSphere host using the VMware Host Client
a Open a Web browser and go to https://mgmt0lesx51.1ax01.rainpole.local.

b Log in using the following credentials.

Options Description
User name root
Password esxi_root_user_password

2 Click OK to Join the Customer Experience Improvement Program.
3 Configure a VLAN for the VM Network Portgroup.

a In the Navigator, click Networking, click the Port Groups tab, choose the VM Network port
group, and click Edit Settings.

b  On the Edit port group - VM Network window, input 1711 for VLAN ID, and click OK.

Configure SSH and NTP on the First Host in Region B

Time synchronization issues can result in serious problems with your environment. Configure NTP for
each of your hosts in the management and the shared edge and compute clusters.

Procedure
1 Log in to the mgmt01esx51.lax01.rainpole.local host by using the VMware Host Client.

a Open a Web browser and go to mgmt@lesx51.1ax01.rainpole.local.

Setting Value
User name root
Password esxi_root_user_password

2 Configure SSH options.

a Inthe Navigator, click Manage, click the Services tab, select the TSM-SSH service, and click the

Actions menu. Choose Policy and click Start and stop with host.
b  Click Start to start the service.

3 Configure the NTP Daemon (ntpd) options.

a In the Navigator, click Manage, click the System tab, click Time & date, and click Edit Settings.

b In the Edit Time configuration dialog box, select the Use Network Time Protocol (enable NTP

client) radio button, change the NTP service startup policy to Start and stop with host, and
enter ntp.lax01.rainpole.local,ntp.sfo0l.rainpole.local as NTP servers.

VMware, Inc.
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¢ Click Save to save these changes.

d Start the service by clicking Actions, hover over NTP service, and choose Start.

Set Up vSAN Datastore for the Management Cluster in Region B
Before you can use vSAN storage in your environment, you must set it up.

This process is divided into two main tasks.

= Bootstrap the first ESXi host from the command line and create the vSAN datastore.

m  After vCenter Server installation, perform vSAN configuration for all other hosts from the vSphere
Web Client.

Procedure
1 Open an SSH client to connect to the ESXi Shell on mgmtO1esx51.lax01.rainpole.local.
a Open a console window to the host.

b Log in using the following credentials.

Options Description
login as: root
Password esxi_root_user_password

2 Run the following command to determine the current vSAN storage policy.

esxcli vsan policy getdefault

3 Modify the default vSAN storage policy to force provisioning of vSAN datastore without generating
errors.

esxcli vsan policy setdefault -c vdisk —-p "((\"hostFailuresToTolerate\" il) (\"forceProvisioning\"
ind”

esxcli vsan policy setdefault —-c vmnamespace -p "((\"hostFailuresToTolerate\" il)
(\"forceProvisioning\" il))"

esxcli vsan policy getdefault

VMware, Inc. 15



Deployment for Region B

4 Generate the vSAN cluster UUID and create the vSAN cluster.

python -c 'import uuid; print (uuid.uuid4Q));’

Note You need the $UUID_GENERATED from the generated output for the next command.

esxcli vsan cluster join -u <UUID_GENERATED>
esxcli vsan cluster get

wrt vuid: print strivwid.ouid4(d);:”

935980ef

Type: N
State:

ate: HEALTHY
UUID: 5628701b-f316-1140-77a4-ecf4bbda

b430-93819:

: 01b-f916-1140
* Memnbership UL 6-d cf4bbd89a48

5 List the devices and determine the device name for the SSD and HDD.

These disks will be used to provision the vSAN datastore.
vdq -q

Identify all devices that can be used by vSAN.

Property SDD Value HDD Value
State Eligible for use by VSAN  Eligible for use by VSAN
IsSSD 1 0

VMware, Inc. 16
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gible for

dis

Lo,
use by

igible for

mgnT-0 1

6 Create vSAN datastore by using the available SSD and HDD disks determined in the previous step.

esxcli vsan storage add -s SSD_Device_name -d HDD_Device_Name

VMware, Inc.
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[root@BngntBlesx51l:~1 esxcli vsan storage add -s naa.S5cd2e4B4cB4793f9 -d naa.5000c5007fBbefer -d naa.5000cH007f 164ch3

7 \Verify that the vSAN datastore has been created successfully.

esxcli storage filesystem list
A vSAN datastore is now created and ready for the Management vCenter Server installation.

Deploy and Configure the Platform Services Controller
and Virtual Center Components in Region B

Deploy and configure the management cluster components.
Procedure

1 Deploy the External Platform Services Controllers for the vCenter Servers in Region B
Two external Platform Services Controller instances must be deployed in Region B. Work through
this procedure twice, using the vCenter Server appliance ISO file and the customized data for each
instance.

2 Join the Platform Services Controllers to Active Directory in Region B

After you have successfully installed the Platform Services Controller instance, you must add the
appliance to your Active Directory domain. After that add the Active Directory domain as an identity
source to vCenter Single Sign-On. When you do, users in the Active Directory domain are visible to
vCenter Single Sign-On and can be assigned permissions to view or manage SDDC components.

3 Replace the Platform Services Controller Certificates in Region B
The first step is replacing the machine SSL certificate on each Platform Services Controller instance
with a custom certificate that is signed by the certificate authority (CA) available on the parent Active
Directory (AD) server.

4 Update the Platform Services Controller SSO Configuration and Endpoints in Region B
Before installing vCenter Server the Platform Services Controller endpoints must be updated to
reflect the name of the load balancers virtual IP.

5 Deploy the Management vCenter Server Instance in Region B
You can now install the vCenter Server appliance for the management applications and assign a
license.

6 Configure the Management Cluster in Region B

You must now create and configure the management cluster.

7 Create a vSphere Distributed Switch for the Management Cluster in Region B

After you have added all ESXi hosts to the cluster, you create a vSphere Distributed Switch. You
must also create port groups to prepare your environment to migrate the Platform Services
Controller and vCenter Server instances to the distributed switch.

VMware, Inc. 18
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8 Set vSAN Storage Policy in Region B
This step is to set the vSAN storage policy for the Platform Services Controller and vCenter Server
appliances.

9 Create vSAN Disk Groups for the Management Cluster in Region B

vSAN disk groups must be created on each host that is contributing storage to the vSAN datastore.
10 Enable vSphere HA on the Management Cluster in Region B
Before creating the host profile for the management cluster enable vSphere HA.

11 Change Advanced Options on the ESXi Hosts in the Management Cluster in Region B

Change the default ESX Admins group to achieve greater levels of security and enable vSAN to
provision the Virtual Machine Swap files as thin to save space in the vSAN datastore.

12 Mount NFS Storage for the Management Cluster in Region B

You must mount a NFS datastore where vSphere Data Protection will later be deployed.

13 Create and Apply the Host Profile for the Management Cluster in Region B

Host Profiles ensure all hosts in the cluster have the same configuration.

14 Set vSAN Policy on Management Virtual Machines in Region B

After you apply the host profile to all of the hosts, set the storage policy of the Management Virtual
Machines to the vSAN Default Storage Policy.

15 Create the VM and Template Folders in Region B

Create folders to group objects of the same type for easier management.

16 Create Anti-Affinity Rules for the Platform Services Controllers in Region B

Anti-Affinity rules prevent virtual machines from running on the same host. This helps to maintain
redundancy in the event of host failures.

17 Create VM Groups to Define Startup Order in the Management Cluster in Region B

VM Groups allow you to define the startup order of virtual machines. Startup orders are used during
vSphere HA events such that vSphere HA powers on virtual machines in the correct order.

Deploy the External Platform Services Controllers for the vCenter
Servers in Region B

Two external Platform Services Controller instances must be deployed in Region B. Work through this
procedure twice, using the vCenter Server appliance ISO file and the customized data for each instance.

Repeat this procedure for each platform services controller, using the respective values for each indicated
in the procedure steps.

Procedure

1 Log in to the Windows host that has access to your data center as an administrator.

VMware, Inc. 19
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2 Start the vCenter Server Appliance Installer wizard.

a Browse the vCenter Server Appliance ISO file.

b Open the <dvd-drive>:\vcsa-ui-installer\win32\Installer.exe application file.

3 Complete Stage 1 of the vCenter Server Appliance Installer wizard.

a Click Install to start the installation.

b Click Next on the Introduction page.

¢ Onthe End User License Agreement page, select the | accept the terms of the license

agreement check box, and click Next.

d On the Select deployment type page, click Platform Services Controller and click Next.

e On the Appliance deployment target page, enter the following settings and click Next.

Setting Value

FQDN or IP Address mgmt01esx51.lax01.rainpole.local

HTTPS port 443
User name root
Password esxi_root_user_password

f In the Certificate Warning dialog box, click Yes to accept the host certificate.

g On the Set up appliance VM page, enter the following settings, and click Next.

Setting Management Value Edge/Compute Value
VM name mgmt01psc51 comp01psc51
Root password mgmtpsc_root_password

Confirm root password mgmtpsc_root_password

comppsc_root_password

comppsc_root_password

h On the Select datastore page, select the vsanDatastore datastore, select the Enable Thin Disk
Mode check box, and click Next.

i On the Configure network settings page, enter the following settings and click Next.

Setting

Network

IP version

IP assignment

System name

IP address

Subnet mask or prefix length
Default gateway

DNS servers

VMware, Inc.

Management Value

VM Network

IPv4

static
mgmt01psc51.1ax01.rainpole.local
172.17.11.61

255.255.255.0

172.17.11.253

172.17.11.5,172.17.11.4

Edge/Compute Value

VM Network

IPv4

static
comp01psc51.lax01.rainpole.local
172.17.11.63

255.255.255.0

172.17.11.253

172.17.11.5,17217.11.4
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i On the Ready to complete stage 1 page, review the configuration and click Finish to start the
deployment.

k  When the deployment completes, click Continue to proceed to second stage of the installation,
setting up the Platform Services Controller Appliance.

4 Complete Stage 2 of the Set Up Platform Services Controller Appliance wizard.
a Click Next on the Introduction page.

b On the Appliance configuration page, enter the following settings and click Next.

Setting Value
Time synchronization mode Synchronize time with NTP servers
NTP servers (comma-separated list) ntp.lax01.rainpole.local

SSH access Enabled

¢ On the SSO configuration page, enter the following settings, and click Next.

Setting Management Value Edge/Compute Value
SSO configuration Join an existing SSO domain Join an existing SSO domain

Platform Services Controller mgmt01psc01.sfo01.rainpole.local mgmt01psc51.lax01.rainpole.local

HTTPS port N/A 443
SSO domain name vsphere.local vsphere.local
SSO password sso_password sso_password

d On the SSO Site Name page, enter the following settings, and click Next.

Setting mgmt01psc51 comp01psc51
SSO Site Creation Create a new site  Join an existing site

Site name LAX01 LAX01

e On the Configure CEIP page, verify that the Join the VMware's Customer Experience
Improvement Program (CEIP) check box is checked and click Next

f  On the Ready to complete page, review the configuration and click Finish to complete the
setup.

g Click OK on the Warning.

5 Repeat this procedure for each platform services controller, using the respective values for each.
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6 Create replication agreement between the Platform Services Controllers for the compute clusters in

the regions.

a

Open an SSH connection to the virtual appliance by using the following settings.

Setting Value
SSH Server comp01psc01.sfo01.rainpole.local
User name  root

Password comppsc_root_password

Execute the following commands to enable BASH access, and launch BASH.

shell.set ——enabled True
shell

Create a new replication agreement between the Platform Services Controllers for the compute
clusters in the regions.

Note The following command uses the credentials of the administrator@vsphere.local account.

/usr/lib/vmware-vmdir/bin/vdcrepadmin —-f createagreement -2 -h
comp@lpscOl.sfoll.rainpole.local -u Administrator -w vcenter_admin_password -H
comp@lpsc51.1lax01l.rainpole.local

Join the Platform Services Controllers to Active Directory in
Region B

After you have successfully installed the Platform Services Controller instance, you must add the
appliance to your Active Directory domain. After that add the Active Directory domain as an identity
source to vCenter Single Sign-On. When you do, users in the Active Directory domain are visible to
vCenter Single Sign-On and can be assigned permissions to view or manage SDDC components.

Repeat this procedure twice, once for the of the management cluster and again for the shared edge and

compute cluster.
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Procedure
1 Log in to the Platform Services Controller administration interface.

a Open a Web browser and go to the URL for either the Management or Edge/Compute cluster.

Setting Management Value Edge/Compute Value

PSC Link  https://mgmt01psc51.lax01.rainpole.local  https://comp01psc51.lax01.rainpole.local

b Click the link for Platform Services Controller web interface.

¢ Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Add the management Platform Services Controller instance to the Active Directory domain.
a Inthe Navigator, click Appliance Settings, click the Manage tab, and click Join.

b Inthe Join Active Directory Domain dialog box, enter the following settings and click OK.

Setting Value

Domain lax01.rainpole.local

User name ad_admin_acct@lax01.rainpole.local
Password ad_admin_password

3 Reboot the Platform Services Controller instance to apply the changes.
a Click the Appliance settings tab, and click the VMware Platform Services Appliance link.

b Log in to the VMware vCenter Server Appliance administration interface with the following

credentials.

Setting Value

User name root

Password psc_root_password

¢ On the Summary page, click Reboot.

d Inthe System Reboot dialog box, click Yes.
e Wait for the reboot process to finish.

4  After the reboot process finishes, log in to https://mgmt01psc51.1lax01.rainpole.local/ using
the following credentials.

Setting Value

User name administrator@vsphere.local

Password vsphere_admin_password
VMware, Inc.
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5 Verify that the Platform Services Controller has successfully joined the domain, click Appliance
Settings, and click the Manage tab.

6 In the Navigator, click Configuration, and click the Identity Sources tab.

Verify that the rainpole.local domain is available as an Identity Source.

7 Repeat this procedure for the Platform Services Controller of the shared edge and compute cluster.

Replace the Platform Services Controller Certificates in Region B

The first step is replacing the machine SSL certificate on each Platform Services Controller instance with
a custom certificate that is signed by the certificate authority (CA) available on the parent Active Directory
(AD) server.

Since the Platform Services Controllers will be load balanced the machine certificate on both must be the
same. The certificate will have a common name of the load balanced Fully Qualified Domain Name
(FQDN) and each Platform Service Controllers FQDN and short name along with the load balanced
FQDN and short name must be in the Subject Alternate Name (SAN) of the generated certificate.

You replace certificates twice: on the Platform Services Controller for the Management vCenter Server
mgmtO@lpsc51.1lax01l.rainpole.local and on the Platform Services Controller for the Compute vCenter
Server comp0l1psc51.1lax01.rainpole. local. You start replacing certificates on Platform Services
Controller ngmt@1psc51.lax01.rainpole.local first.

Table 2-3. Certificate-Related Files on Platform Services Controllers

Platform Services Controller Config File Name Certificate File Name Replacement Order
mgmt01psc51.lax01.rainpole.local lax0lpsc51.1ax01.txt 1lax0lpsc51.1lax01l.1.cer First

comp01psc51.lax01.rainpole.local - lax01lpsc51.1ax01.1.cer Second

Procedure

1 Log in to a Windows host that has access to both the AD server and the Platform Services Controllers
as an administrator.

2 Generate the certificate for the Platform Services Controllers if you have not done so already.
a Download the VMware Validated Design Certificate Generation Utility from KB2146215.
b  Extract the contents of the zip file to C:\CertGenVVD-2.1.

¢ Open a Windows PowerShell prompt as an administrator and navigate to the
C:\CertGenVvVD-2.1.

d Run Set-ExecutionPolicy RemoteSigned.

e Run the following command to generate the certificate for the Platform Services Controller.
.\CertGenVVD-2.1.psl -MSCASigned -attrib 'CertificateTemplate:VMware'

f  The certificate and supporting files will be saved in C:\CertGenVVD\SignedByMSCACerts folder.
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3 Change the Platform Services Controller shell to bash to allow SCP connections.

a SSH to mgmt01psc51.lax01.rainpole.local and logon with the following credentials.

Options Description

Setting Value

Username Root

Password mgmtpsc_root_password

b Enter shell and press Enter.
¢ Runthe command chsh -s "/bin/bash" root.

4  Copy the generated certificates to the Platform Services Controllers.

a SCP the contents of the C:\CertGenVVD-2.1\SignedByMSCACerts\lax01lpsc51.1ax01 folder

to /tmp/certs.

b SCP the Root64.cer file from C:\CertGenVVD-2.1\SignedByMSCACerts\RootCA
to /tmp/certs .

5 Replace the certificate on the Platform Services Controller.

a Start the vSphere Certificate Manager utility on the Platform Services Controller.
/usr/lib/vmware-vmca/bin/certificate-manager

b Select Option 1 (Replace Machine SSL certificate with Custom Certificate)

¢ Enter default vCenter Single Sign-On user name administrator@vsphere.local and
the vsphere_admin password.

d Select Option 2 (Import custom certificate(s) and key(s) to replace existing Machine SSL
certificate).

e When prompted for the custom certificate enter /tmp/certs/lax01lpsc51.1lax01.1.cer.
f  When prompted for the custom key enter /tmp/certs/lax01psc51.1lax01.key.

g When prompted for the signing certificate enter /tmp/certs/Root64.cer.
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h  When prompted to Continue operation enter Y.

i The Platform Services Controller services will restart automatically.

6 Replace the certificate on comp01psc51.lax01.rainpole.local by repeating steps 3-5.

Update the Platform Services Controller SSO Configuration and
Endpoints in Region B

Before installing vCenter Server the Platform Services Controller endpoints must be updated to reflect the
name of the load balancers virtual IP.

Prerequisites

Before completing this procedure a DNS A record must be created. This A record is the FQDN of the load
balancer with the IP address of mgmt01psc51.lax01.rainpole.local. After the load balancer is setup this
DNS record is changed to the virtual IP of the load balancer.

Procedure
1 Create a DNS record for the load balancer FQDN.
a Open a remote desktop connection to your DNS server.

b Create a DNS A record with the values below:

FQDN IP

lax01psc51.1ax01.rainpole.local  172.17.11.61

Note After the load balancer is configured the IP address will be updated to reflect the load
balancer's VIP instead of the IP address of mgmt01psc51.lax01.rainpole.local
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2 Update the Platform Services Controller SSO configuration on mgmt01psc51.lax01.rainpole.local.
a Open an SSH connection to mgmt@1psc51.1ax01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name  root
Password  mgmtpsc_root_password

¢ Entercd /usr/lib/vmware-sso/bin/ and press Enter.

d Enter python updateSSOConfig.py --lb-fqdn=1ax01lpsc51.1lax01.rainpole.local and

press Enter.

3 Update the Platform Services Controller SSO configuration on comp01psc51.lax01.rainpole.local.
a Open an SSH connection to comp®1psc51.1ax01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name  root
Password comppsc_root_password

¢ Entercd /usr/lib/vmware-sso/bin/ and press Enter.

d Enter python updateSSOConfig.py —--1lb-fqdn=1ax01psc51.1lax01.rainpole.local and

press Enter.
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4 Update the Platform Services Controller endpoints.

Only perform this procedure on one of the Platform Services Controllers.

a

b

Open an SSH connection to mgmt@1psc51.1lax01.rainpole.local.

Log in using the following credentials.

Setting Value
User name  root

Password mgmtpsc_root_password

Enter cd /usr/lib/vmware-sso/bin/ and press Enter.

Enter
python UpdateLsEndpoint.py --1b-fqdn=1ax0lpsc51.1lax01l.rainpole.local —-
user=Administrator@vsphere.local and press Enter.

Enter the vsphere _admin_password when prompted.

Deploy the Management vCenter Server Instance in Region B

You can now install the vCenter Server appliance for the management applications and assign a license.

Procedure

1

Start the vCenter Server Appliance Deployment wizard.

a

b

Browse to the vCenter Server Appliance I1SO file.

Open the <dvd-drive>:\vcsa-ui-installer\win32\Installer application file.

Complete the vCenter Server Appliance Deployment wizard.

a

b

Click Install to start the installation.
Click Next on the Introduction page.

On the End User License Agreement page, select the | accept the terms of the license
agreement check box and click Next.

On the Select deployment Type page, under External Platform Services Controller, select
the vCenter Server (Requires External Platform Services Controller) radio button and click
Next.
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e On the Appliance deployment target page, enter the following settings and click Next.

Setting Value

ESXi host or vCenter Server name mgmt01esx51.lax01.rainpole.local
HTTPS port 443

User name root

Password esxi_root_user_password

f In the Certificate Warning dialog box, click Yes to accept the host certificate.

g Onthe Set up appliance VM page, enter the following settings and click Next.

Setting Value

Appliance name mgmt01vc51

OS password mgmtvc_root_password
Confirm OS password mgmtvc_root_password

h On the Select deployment size page, select Small vCenter Server and click Next.

i On the Select datastore page, select the vsanDatastore datastore, select the Enable Thin Disk
Mode check box, and click Next.

i  On the Configure network settings page, enter the following settings and click Next.

Setting Value

Network VM Network

IP version IPv4

IP assignment static

System name mgmt01vc51.lax01.rainpole.local
IP address 172.17.11.62

Subnet mask or prefix length 255.255.255.0

Default gateway 172.17.11.253

DNS servers 172.17.11.5,172.17.11.4

k On the Ready to complete stage 1 page, review the configuration and click Finish to start the
deployment.

I Once the deployment completes, click Continue to proceed to stage 2 of the installation.
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3 Install - Stage 2: Complete the Set Up vCenter Server Appliance wizard.
a Click Next on the Introduction page.

b On the Appliance configuration page, enter the following settings and click Next.

Setting Value

Time Synchronization mode Synchronize time with NTP servers
NTP servers (comma-separated list) ntp.lax01.rainpole.local

SSH access Enabled

¢ On the SSO configuration page, enter the following settings and click Next.

Setting Value

Platform Services Controller lax01psc51.lax01.rianpole.local
HTTPS port 443

SSO domain name vsphere.local

SSO password sso_password

d On the Ready to complete page, review the configuration and click Finish.
e Click OK on the Warning dialog box.
4 Add new licenses for this vCenter Server instance and the management cluster ESXi hosts if needed.

a Open a Web browser and go to
https://mgmt@lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

¢ Click the Home icon above the Navigator and choose the Administration menu item.

d On the Administration page, click Licenses and click the Licenses tab.
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e Click the Create New Licenses icon to add license keys.

vmware* vSphere Web Client

A= U | Administrator@VSPHERELOCAL - | Help~ |

Q Search

Navigator

Licenses

4 Home

Administration

- Access Control

Roles
Global Permissions
~ Single Sign-On
Users and Groups
Configuration
= Licensing
Reports
« Solutions
Client Plug-ins
vCenter Server Extensions
~ Deployment
System Configuration >

License provider: | All 6.0 vCenter Server instances | - @

Gatiing Started | Licenses | Products  Asssls

Go to My VMware

| 7 Show: [ All [~]
Liinse [Licanss ey Product
Create New Licenses This list is empty.

Usags <

f  On the Enter license keys page, enter license keys for vCenter Server, ESXi and vSAN, one per

line and click Next.

g On the Edit license name page, enter a descriptive name for each license key and click Next.

h  On the Ready to complete page, review your entries and click Finish.

5 Assign the newly added licenses to the respective assets.

a Click the Assets tab.

b Select the vCenter Server instance, and click the Assign License icon.

vmware: vSphere Web Client  #i= U | Administrator@VSPHERELOCAL ~ | Heip ~ | (CNIEEE)

Navigator x |
4 Home Lo)

Administration

= Access Control
Roles
Global Permissions

~ Single Sign-On
Users and Groups
Configuration

= Licensing

|| Lienses |
Reports

- Solutions
Client Plug-ins
vCenter Server Extensions

~ Deployment
System Configuration >

Licenses

License provider: | All 6.0 vCenter Server instances |« ‘ o

Getting Started  Licenses  Products | Assets |

Go to My VMware

VCenter Server systems | Hosts | Gusters | Soutions

c& 483 Al Actions (@ Fitter
Assat _ Usage Product Licanse
G | Assion Ucense el 4 Instances Evaluation Mk :

Licanse

Aw

1items [o~

¢ Select the vCenter Server license that you entered in the previous step, and click OK.
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6 Assign the vCenterAdmins domain group to the vCenter Server Administrator role.
a Inthe Navigator, click Administration.
b In the Administration window, click Global Permissions.
¢ Inthe Global Permssions box, click the Manage tab, then click the Add permission button.
d Inthe Global Permissions Root - Add Permissions window, click the Add button.
e Select lax01.rainpole.local from the Domain drop down list.
f  Enter vCenterAdmins in the Search field and press Enter.
g Select the v€CenterAdmins group, click the Add button, and then click OK.

h Ensure Administrator is selected and the Propagate to Children check box is slected under
Assigned Role and click OK.

Global Permission Root - Add Permission ) »

Select the users or groups on the left and the role to assign to them on the right.

The users or groups listed below are The users or groups obtain the permissions on the selected
assigned the role selected on therighton  objects as defined by their assigned role.
'Global Permission Root.

| Administrator | - |
User/Group Role Propa...
&% lax01rain.. Administr..  Yes - v AllPrivileges :
v Alarms

v  AutoDeploy

» v Ceriificates

v  Content Library

» v Cryptographic operations

v  Datacenter

» v Datastore

v  Datastore cluster

»  Distributed switch

v« ESX AgentManager

»  Extension

v  External stats provider

» v Folder

v v Global

v  Health update provider
Description: Al Privileges
[+ Propagate to children

[ Add. || Remowe | ViewChildren

[ OK H Cancel ]

Configure the Management Cluster in Region B

You must now create and configure the management cluster.
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This process consists of the following actions:

Create the cluster.

Configure DRS.

Enable vSAN for the cluster.

Add the hosts to the cluster.

Add a host to the active directory domain.

Reset the vSAN Storage Policy to default for the ESXi host that is used for Bootstrap.
Create vSAN disk groups.

Mount the NFS volume for vSphere Data Protection Backups.
Change the default ESX Admin group.

Enable and configure vSphere HA

Create and apply a host profile.

Set the Platform Services Controller and vCenter Server appliances to the default vSAN storage
policy.

Procedure

1

2

Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1lax01. rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

Create a Datacenter object.
a Inthe Navigator, click Hosts and Clusters.
b Right-click mgmt01vc51.lax01.rainpole.local and click New Datacenter.

¢ Inthe New Datacenter dialog box, enter LAX01 as Datacenter name, and click OK.
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3 Create the management cluster.

a

b

Right-click the LAX01 datacenter and click New Cluster.

In the New Cluster wizard, enter the following values and click OK.

Setting
Name
DRS Turn ON
Other DRS options
vSphere HA  Turn ON

EVC

vSAN Turn ON
Add disks to storage

) New Cluster

1
& [

Fully automatad

Miigration Threshoid Consen

Value
LAX01-Mgmt01
Selected
Default values
Deselected

Set EVC mode to the lowest available setting supported for the hosts in the
cluster

Selected

Manual

e ——"——— AQgressie

4 Add a management host to the management cluster.

a

b

Right-click the LAX01-Mgmt01 cluster, and click Add Host.

On the Name and location page, enter mgmt@lesx51.1ax01.rainpole.local in the Host

name or IP address text box and click Next.

On the Connection settings page, enter the following credentials and click Next.

Setting
User name

Password

In the Security Alert dialog box,

Value
root

esxi_root_user_password

click Yes.

On the Host summary page, review the host information and click Next.
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f  On the Assign license page, select the ESXi license key that you entered during the vCenter
Server deployment and click Next.

g On the Lockdown Mode page, click Next.
h  On the Resource pool page, click Next.
i On the Ready to complete page, review your entries and click Finish.

5 Repeat the previous step for the three remaining hosts to add them to the management cluster.

Setting Value

Host 2 mgmt01esx52.lax01.rainpole.local
Host 3 mgmt01esx53.lax01.rainpole.local
Host 4 mgmt01esx54.lax01.rainpole.local

6 Add an ESXi host to the active directory domain.

a Inthe Navigator, click Hosts and Clusters and expand the entire
mgmt01vc51.1ax01.rainpole.local tree.

b Select the mgmt01esx51.lax01.rainpole.local host.

¢ Click the Configure tab.

d Under System, select Authentication Services.

e Inthe Authentication Services panel, click the Join Domain button.

f In the Join Domain dialog box, enter the following settings and click OK.

Setting Value

Domain lax01.rainpole.local

Using credentials Selected

User name ad_admin_acct@lax01.rainpole.local
Password ad_admin_lax_password

[ [J Join Domain (7) »1

Domain Settings

Diomain |Ia>{U1 srainpale.local |

(s) Using credentials

IUser hame |ad_admin_acct@laxﬂ1 rainpole.local |

Passward I I

() Using proxy serer

IF address

OK H Cancel
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7 Set the Active Directory Service to Start and stop with host.

a

In the Navigator, click Hosts and Clusters and expand the entire
mgmt01vc51.lax01.rainpole.local tree.

Select the mgmt01esx51.lax01.rainpole.local host.
Click the Configure tab.

Under System, select Security Profile.

Click the Edit button next to Services.

Select the Active Directory service and change the Startup Policy to Start and stop with
host and click OK.

8 Rename the vSAN datastore.

Select the LAX01-Mgmt01 cluster.
Click the Datastores tab.
Select vsanDatastore, and select Actions > Rename..

In the Datastore - Rename dialog box, enter LAX01A-VSANO1-MGMTO1 as the datastore name,
and click OK.

Create a vSphere Distributed Switch for the Management Cluster
in Region B

After you have added all ESXi hosts to the cluster, you create a vSphere Distributed Switch. You must
also create port groups to prepare your environment to migrate the Platform Services Controller and
vCenter Server instances to the distributed switch.

Procedure

1 Log in to the Management vCenter Server by using the vSphere Web Client.

a

Open a Web browser and go
to https://mgmt01lvc51.1ax01. rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Create vSphere Distributed Virtual Switch.

In the Navigator, click Networking and expand the lax01m01vc01.lax01.rainpole.local tree.

Right-click the lax01-m01dc datacenter, and select Distributed Switch > New Distributed
Switch to start the New Distributed Switch wizard.

On the Name and location page, enter Lax01-m@1-vds01 as the name and click Next.
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f

On the Select version page, ensure the Distributed switch: 6.5.0 radio button is selected and
click Next.

On the Edit settings page, enter the following values and click Next.

Setting Value
Number of uplinks 2
Network /O Control Enabled

Create a default port group  Deselected

On the Ready to complete page, review your entries and click Finish.

3 Edit the settings of the 1ax01-m01-vds01 distributed switch.

a
b

C

Right-click the lax01-m01-vds01 distributed switch, and select Settings > Edit Settings.
Click the Advanced tab.
Enter 9000 as MTU (Bytes) value, and click OK.

4 Create port groups in the Tax01-m01-vds01 distributed switch for the management traffic types.

a

Cc

d

Right-click the lax01-m01-vds01 distributed switch, and select Distributed Port Group > New
Distributed Port Group.

Create port groups with the following settings and click Next.

Port Group Name Port Binding VLAN Type VLAN ID
lax01-m01-vds01-management Ephemeral - no binding VLAN 1711
lax01-m01-vds01-vmotion Static binding VLAN 1712
lax01-m01-vds01-vsan Static binding VLAN 1713
lax01-m01-vds01-nfs Static binding VLAN 1715
lax01-m01-vdsO1-replication Static binding VLAN 1716
lax01-m01-vds01-ext-management  Static binding VLAN 150
lax01-m01-vds01-uplink01 Static binding VLAN 2714
lax01-m01-vds01-uplink02 Static binding VLAN 2715

Note The port group for VXLAN traffic is automatically created later during the configuration of
the NSX Manager for the management cluster.

On the Ready to complete page, review your entries, and click Finish.

Repeat this step for each port group.

5 Change the port groups to use the Route Based on Physical NIC Load teaming algorithm.

a Right-click the lax01-m01-vds01 distributed switch and select Distributed Port Group >
Manage Distributed Port Groups.
b On the Select port group policies page, select Teaming and failover and click Next.
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e

Click the Select distributed port groups button, add all port groups and click Next.

On the Teaming and failover page, select Route based on physical NIC load from the Load
balancing drop-down menu and click Next.

Click Finish.

6 Connect the ESXi host, lax01m01esx01.lax01.rainpole.local, to the Lax01-m01-vds01 distributed
switch by migrating their VMkernel and virtual machine network adapters.

a

b

h

Right-click the lax01-m01-vds01 distributed switch, and click Add and Manage Hosts.

On the Select task page, select Add hosts and click Next.

On the Select hosts page, click New hosts.

In the Select new hosts dialog box, select lax01m01esx01.lax01.rainpole.local and click OK.
On the Select hosts page, click Next.

On the Select network adapter tasks page, ensure that Manage physical adapters
and Manage VMkernel adapters check boxes are selected, and click Next.

On the Manage physical network adapters page, click vmnic1 and click Assign uplink.
In the Select an Uplink for vmnic1 dialog box, select Uplink 1 and click OK.

On the Manage physical network adapters page, click Next.

7 Configure the VMkernel network adapters, edit the existing, and add new adapters as needed.

a

b

On the Manage VMkernel network adapters page, click vmk0 and click Assign port group.
Select lax01-m01-vds01-management and click OK.

On the Manage VMkernel network adapters page, click On this switch and click New
adapter.

On the Add Networking page, select Select an existing network, browse to select the lax01-
mO01-vds01-vsan port group, click OK, and click Next.

On the Port properties page, select the vSAN check box and click Next.

On the IPv4 settings page, select Use static IPv4 settings, enter the IP address
172.17.13.101, enter the subnet 255.255.255.0, and click Next.

Click Finish.

Repeat steps 7c. - 7f. to create the remaining VMkernel network adapters.

Port Group Port Properties IPv4 Address Netmask

lax01-m01-vdsO1-replication = vSphere Replication traffic 172.17.16.101 255.255.255.0
m  vSphere Replication NFC traffic

lax01-m01-vds01-nfs N/A 172.17.15.101 255.255.255.0

On the Analyze impact page, click Next.

On the Ready to complete page, review your entries and click Finish.
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8

10

11

Create the vMotion VMkernel adapter.

a Inthe Navigator, click Host and Clusters and expand the lax01m01vc01.lax01.rainpole.local
tree.

b Click lax01m01esx01.lax01.rainpole.local.
¢ Click the Configure tab then select VMkernel adapters.
d Click the Add host networking icon, select VMkernel Network Adapter, and click Next.

e On the Add Networking page, select Select an existing network, browse to select the lax01-
m01-vds01-vmotion port group, click OK, and click Next.

f  On the Port properties page, select vMotion from the TCP/IP Stack drop-down menu and click
Next.

g On the IPv4 settings page, select Use static IPv4 settings, enter the IP address
172.17.12.101, enter the subnet 255.255.255.0, and click Next.

h  Click Finish.

Configure the MTU on the vMotion VMkernel adapter.

a Select the vMotion VMkernel adapter created in the previous step, and click Edit Settings.
b  Click the NIC Settings page.

¢ Enter 9000 for the MTU value and click OK.

Configure the vMotion TCP/IP stack.

a Click TCPI/IP configuration.

b  Select vMotion and click the Edit icon.

¢ Click Routing and enter 172.17.12. 253 for the default gateway and click OK.

Migrate the Management Platform Services Controller and vCenter Server instances from the
standard switch to the distributed switch.

a Inthe Navigator, click Networking and expand the lax01m01vc01.lax01.rainpole.local tree.
b Right-click the lax01-m01-vds01 distributed switch and click Migrate VM to Another Network.

¢ On the Select source and destination networks page, browse the following networks and click
Next.

Setting Value
Source network VM Network

Destination network  lax01-m01-vds01-management

d On the Select VMs to migrate page, select lax01m01psc01.lax01.rainpole.local,
lax01w01psc01.lax01.rainpole.local and lax01m01vc01.lax01.rainpole.local, and click Next.

e On the Ready to complete page, review your entries and click Finish.
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12 Define Network I/O Control shares for the different traffic types on the lax01-m01-vds01 distributed
switch.

a Click the lax01-m01-vds01 distributed switch, click the Configure tab, and click Resource
Allocation > System traffic.

b  Under System Traffic, configure each of the following traffic types with the following values.

Traffic Type Physical Adapter Shares
vSAN Traffic High

NFS Traffic Low

vMotion Traffic Low

vSphere Replication (VR) Traffic Low

Management Traffic Normal

vSphere Data Protection Backup Traffic  Low

Virtual Machine Traffic High
Fault Tolerance Traffic Low
iSCSI Traffic Low

13 Migrate the last physical adapter from the standard switch to the lax01-m01-vds01 distributed switch.
a Inthe Navigator, click Networking and expand the LAX01 datacenter.
b Right-click the lax01-m01-vds01 distributed switch and select Add and Manage Hosts.
¢ On the Select task page, select Manage host networking, and click Next.
d On the Select hosts page, click Attached hosts.

e Inthe Select member hosts dialog box, select lax01m01esx01.lax01.rainpole.local, and
click OK.

f  On the Select hosts page, click Next.

g On the Select network adapter tasks page, select Manage physical adapters only, and
click Next.

h On the Manage physical network adapters page, select vmnic0, and click Assign uplink.
i Inthe Select an Uplink for vmnic1 dialog box, select Uplink 2, and click OK, and click Next.
i Onthe Analyze Impact page, click Next.
k  On the Ready to complete page, click Finish.
14 Enable vSphere Distributed Switch Health Check.

a Inthe Navigator, click Networking and expand the lax01m01vc01.lax01.rainpole.local
datacenter.

b Select the lax01-m01-vds01 distributed switch and click the Configure tab.
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¢ Inthe Navigator, select Health check and click the Edit button.
d Select Enabled for VLAN and MTU and Teaming and failover and click OK.
15 Delete the vSphere Standard Switch.

a Inthe Navigator, click on Hosts and Clusters and expand the
lax01mO01vc01.lax01.rainpole.local tree.

b Click on lax01m01esx01.lax01.rainpole.local and then click the Configure tab.

¢ On the Configure page, select Virtual switches, choose vSwitch0, and then click on the
Remove selected switch icon.

d Inthe Remove Standard Switch dialog box, click Yes to confirm the removal.

Set vSAN Storage Policy in Region B

This step is to set the vSAN storage policy for the Platform Services Controller and vCenter Server
appliances.

Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1lax01. rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Reset the vSAN Storage Policy to default for the ESXi host that is used for bootstrap.
a Open an SSH connection to the ESXi host mgmt0lesx51.1ax01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name  root

Password esxi_root_user_password
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¢ Run the following command to determine the current vSAN storage policy.

esxcli vsan policy getdefault

d Modify the default vSAN storage policy to force provisioning of vSAN datastore without
generating errors.

esxcli vsan policy setdefault -c vdisk -p "((\"hostFailuresToTolerate\" il))"
esxcli vsan policy setdefault -c vmnamespace -p "((\"hostFailuresToTolerate\" il))"

esxcli vsan policy getdefault

Create vSAN Disk Groups for the Management Cluster in Region B

vSAN disk groups must be created on each host that is contributing storage to the vSAN datastore.

Procedure
1 Login to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

In the Navigator, select Hosts and Clusters and expand the mgmO01vc51.l1ax01.rainpole.local tree.
Click on the LAX01-Mgmt01 cluster and click the Configure tab.
Under Virtual SAN, click Disk Management.

Click on mgmt01esx52.lax01.rainpole.local and click on the Create a New Disk Group button.

o a A~ W DN

In the Create Disk Group window, select a flash disk for the cache tier, two hard disk drives for the
capacity tier and click OK.
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% mgmt01esx52.Jax01.rainpole local - Create Disk Group
First, selecta single disk to serve as cache tir.

Q

(=) I Local ATA Disk (naa 55cd2e404c047943) Flash 18631GB  vsandisk.. vmhbad

"y titems [ Exort~ ([ Copy ~

Then, select one or more disks to serve as capacity tier.

Capacity tye: [ HDD - Q
¥ & Local TOSHIBA Disk (naa.50000396a83a845d HDD 10978 vsan.disk. vmhbao

¥ @ Local TOSHIBA Disk (naa 50000396283a8461) HDD 10078 vsandisk.. vmhbao

"y 2items [3 Exwort~ [[Copy~

7 Repeat steps 5 and 6 for mgmt01esx53.lax01.rainpole.localand
mgmt01esx54.1ax01.rainpole.local.

8 Assign a license to vSAN.
a Right click the LAX01-Mgmt01 cluster and select Assign License.

b Inthe LAX01-Mgmt01 - Assign License window select the previously added VSAN License
and click OK.

Enable vSphere HA on the Management Cluster in Region B
Before creating the host profile for the management cluster enable vSphere HA.
Procedure

1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1lax01. rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 In the Navigator, click Hosts and Clusters.
a Expand the mgmt01vc51.1ax01.rainpole.local inventory.
b Select the LAX01-Mgmt01 cluster.
3 Click the Configure tab, click vSphere Availability, and click Edit.

4 In the Edit Cluster Settings dialog box, select the Turn on vSphere HA check box.

VMware, Inc. 43



Deployment for Region B

5 Select Failures and Responses and select the following values from the drop-down menus.

Setting
Enable Host Monitoring

Host Failure Response

Response for Host Isolation

Datastore with PDL
Datastore with APD

VM Monitoring

B LAXO1-Mgmto1 - Edit Cluster Settings

Value

Selected

Restart VMs

Power off and restart VMs
Disabled

Disabled

VM Monitoring Only

vsphere DRS Failure conditions and responses
Vsphere Avilability

You can configure how vSphers HAresponds to the failure conditions on this
tore with PDL and APD), VM

Failures and Responses hostisolation, VM component protection (datastor

Proactve HAFailures 7 Enable Host Monitoring @
andResponses

‘Admission Control » HostFailure Response
Heartbeat Dawstores

» Response for Host Isolation
Advanced Options

» Datastore with PDL

» Datastore with APD

» VM Monitoring

Restart s

Power off and restart Vs

Disabled

Disabled

WM Monitoring Only

6 Click Admission Control.

cluster. The following failure conditions are supported: host
application

and ap)

oK Cancel

7 Inthe Admission Control page enter following settings.

Setting

Host failures cluster tolerates

Define host failover capacity by

Override calculated failover capacity

Performance degradation VMs tolerate

8 Click OK.

Change Advanced Options on the ESXi Hosts in the Management

Cluster in Region B

Value

1

Cluster resource percentage
Deselected

100%

Change the default ESX Admins group to achieve greater levels of security and enable vSAN to provision

the Virtual Machine Swap files as thin to save space in the vSAN datastore.
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Procedure

1 Log in to vCenter Server by using the vSphere Web Client.

a

Open a Web browser and go
to https://mgmt0lvc51.1lax01.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Change the default ESX Admins group.

a

b

In the Navigator, click Hosts and Clusters.

Expand the entire mgmt01vc51.lax01.rainpole.local vCenter inventory tree, and select the
mgmt01esx51.1ax01.rainpole.local host.

Click the Configure tab, click System > Advanced System Settings.
Click the Edit button.

In the filter box, enter esxAdmins and wait for the search results.

Change the value of Config.HostAgent.plugins.hostsvc.esxAdminsGroup to SDDC-Admins

and click OK.

3 Provision Virtual Machine swap files on vSAN as thin.

In the Navigator, click Hosts and Clusters.

Expand the entire mgmt01vc51.lax01.rainpole.local vCenter inventory tree, and select the
mgmt01esx51.lax01.rainpole.local host.

Click the Configure tab, click System > Advanced System Settings.
Click the Edit button.
In the filter box, enter vsan. swap and wait for the search results.

Change the value of VSAN.SwapThickProvisionDisabled to 1 and click OK.

4 Disable the SSH warning banner.

In the Navigator, click Hosts and Clusters.

Expand the entire mgmt01vc51.lax01.rainpole.local vCenter inventory tree, and select the
mgmt01esx51.1ax01.rainpole.local host.

Click the Configure tab, click System > Advanced System Settings.
Click the Edit button.
In the filter box, enter ssh and wait for the search results.

Change the value of UserVars.SuppressShellWarning to 1 and click OK.
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Mount NFS Storage for the Management Cluster in Region B
You must mount a NFS datastore where vSphere Data Protection will later be deployed.

Create new datastore for the LAX01-Mgmt01 cluster.

Procedure
1 Login to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

In the Navigator, click Host and Clusters and expand the mgm01vc51.lax01.rainpole.local tree.
Click on mgmt01esx51.lax01.rainpole.local.

Click on Datastores.

a A O DN

Click the Create a New Datastore icon.

The New Datastore wizard opens.

6 On the Type page, select NFS and click Next.

7 Onthe Select NFS version page, select NFS 3 and click Next.

8 On the Name and configuration page, enter the following datastore information and click Next.

Setting Value
Datastore Name LAX01A-NFS01-VDPO1
Folder /V2D_vDP_MgmtB_4TB

Server 172.17.15.251

Create and Apply the Host Profile for the Management Cluster in
Region B

Host Profiles ensure all hosts in the cluster have the same configuration.
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Procedure

1 Log in to vCenter Server by using the vSphere Web Client.

a

Open a Web browser and go
to https://mgmt0lvc51.1lax01.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Create a Host Profile from mgmt01esx51.lax01.rainpole.local

a

Cc

d

In the Navigator, select Hosts and Clusters and expand the mgmt01vc51.lax01.rainpole.local
tree.

Right-click the ESXi host mgmt01esx51.lax01.rainpole.local and choose Host Profiles >
Extract Host Profile.

In the Extract Host Profile window, enter LAX01-Mgmt01 for the Name and click Next.

In the Ready to complete page, click Finish.

3 Attach the Host Profile to the management cluster.

a

In the Navigator, select Hosts and Clusters and expand the mgmO01vc51.l1ax01.rainpole.local
tree.

Right-click on the LAX01-Mgmt01 cluster and choose Host Profiles > Attach Host Profile.

In the Attach Host Profile window, click the LAX01-Mgmt01 Host Profile, select the Skip Host
Customization checkbox and click Finish.

4 Create a Host Customizations profile for the hosts in the management cluster.

a

b

VMware, Inc.

In the Navigator, select Policies and Profiles.

Click Host Profiles, then right click LAX01-Mgmt01 and choose Export Host Customizations.
Click Save.

Choose a file location to save the LAX01-Mgmt01_host_customizations.csv file.

Open the LAX01-Mgmt01_host_customizations.csv in Excel.
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Edit the Excel file to include the following values.

ESXi Host

mgmt01esx51.1ax01.rainpole.local
mgmt01esx52.1ax01.rainpole.local
mgmt01esx53.1ax01.rainpole.local

mgmt01esx54.1ax01.rainpole.local

Active Directory
Configuration
Password

Username
ad_admin_password
ad_admin_password

ad_admin_password

ad_admin_password

Active Directory Configuration

ad_admin_acct@lax01.rainpole.local
ad_admin_acct@lax01.rainpole.local
ad_admin_acct@lax01.rainpole.local

ad_admin_acct@lax01.rainpole.local

NetStack Instance
defaultTcpipStack-
>DNS
configuration

Name for this host
mgmt01esx51
mgmt01esx52
mgmt01esx53

mgmt01esx54

ESXi Host

mgmt01esx51.1ax01.rainpole.local
mgmt01esx52.1ax01.rainpole.local
mgmt01esx53.1ax01.rainpole.local

mgmt01esx54.1ax01.rainpole.local

Host virtual NIC vDS-Mgmt:vDS-Mgmt-
Management:management->IP
address settings

Host IPv4 address
172.17.11.101
172.17.11.102
172.17.11.103

172.17.11.104

Host virtual NIC vDS-Mgmt:vDS-
Mgmt-Management:management->IP
address settings

SubnetMask

255.255.255.0
255.255.255.0
255.255.255.0

255.255.255.0

ESXi Host

mgmt01esx51.1ax01.rainpole.local
mgmt01esx52.1ax01.rainpole.local
mgmt01esx53.1ax01.rainpole.local

mgmt01esx54.1ax01.rainpole.local

Host virtual NIC vDS-Mgmt:vDS-Mgmt-
NFS:<UNRESOLVED>->IP address
settings

Host IPv4 address

172.17.15.101
172.17.15.102
172.17.15.103

172.17.15.104

Host virtual NIC vDS-Mgmt:vDS-
Mgmt-NFS:<UNRESOLVED>->IP
address settings

SubnetMask

255.255.255.0
255.255.255.0
255.255.255.0

255.255.255.0

ESXi Host

mgmt01esx51.1ax01.rainpole.local
mgmt01esx52.1ax01.rainpole.local
mgmt01esx53.1ax01.rainpole.local

mgmt01esx54.1ax01.rainpole.local
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Host virtual NIC vDS-Mgmt:vDS-Mgmt-

VR:vSphereReplication,vSphereReplicationNFC-

>|P address settings
Host IPv4 address

172.17.16.101
172.17.16.102
172.17.16.103

172.17.16.104

Host virtual NIC vDS-Mgmt:vDS-Mgmt-
VR:vSphereReplication,vSphereReplicationN

>|P address settings
SubnetMask

255.255.255.0
255.255.255.0
255.255.255.0

255.255.255.0
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ESXi Host

mgmt01esx51.1ax01.rainpole.local
mgmt01esx52.1ax01.rainpole.local
mgmt01esx53.1ax01.rainpole.local

mgmt01esx54.1ax01.rainpole.local

Host virtual NIC vDS-Mgmt:vDS-Mgmt-
VSAN:vsan->IP address settings

Host IPv4 address
172.17.13.101
172.17.13.102
172.17.13.103

172.17.13.104

Host virtual NIC vDS-Mgmt:vDS-
Mgmt-VSAN:vsan->IP address
settings

SubnetMask

255.255.255.0
255.255.255.0
255.255.255.0

255.255.255.0

ESXi Host

mgmt01esx51.1ax01.rainpole.local
mgmt01esx52.1ax01.rainpole.local
mgmt01esx53.1ax01.rainpole.local

mgmt01esx54.1ax01.rainpole.local

Host virtual NIC vDS-Mgmt:vDS-Mgmt-
vMotion:vmotion->IP address settings

Host IPv4 address
172.17.12.101
172.17.12.102
172.17.12.103

172.17.12.104

Host virtual NIC vDS-Mgmt:vDS-

Mgmt-vMotion:vmotion->IP address

settings
SubnetMask

255.255.255.0
255.255.255.0
255.255.255.0

255.255.255.0

When you have updated the Excel file, save it in the CSV file format and close Excel.

Click the Configure tab.

Click the Edit Host Customizations button.

In the Edit Host Customizaions window select all hosts and click Next.

Click the Browse button to use a customization file, locate the LAX01-

Mgmt01_host_customizations.csv file saved earlier and select it and click Open then click Finish.
5 Remediate the hosts in the management cluster
a Click the Monitor tab and click Compliance.

b Select LAX01-Mgmt01 and click the Check Host Profile Compliance button.
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C

Select mgmt01esx52.1ax01.rainpole.local, click the Remediate host based on its host profile
button, and click Finish on the Ready to complete window.

Select mgmt01esx53.1ax01.rainpole.local, click the Remediate host based on its host profile
button, and click Finish on the Ready to complete window.

Select mgmt01esx54.1ax01.rainpole.local, click the Remediate host based on its host profile
button, and click Finish on the Ready to complete window.

All hosts should show a Compliant status in the Host Compliance column.

GylaxoiMgmiol 0 O3 &y Qg B=  (ghAcons ~

Summary Monitor Configure Hosk

ssues | Scheduled Tasks | Comphiance

~ig L - v 4 2812 48 A
R o esih1ia 3 a « Complian 282016 10046 A
v mgmiliesisl izn1 rampole v Comp 282016 10:48
R mmittes:S3iax0trainpole.. v Complia 2872016 10.51 AM
= esyhd I3 ~ a2 o Complian F. 7 Al

6 Schedule nightly compliance checks.

a

On the Policies and Profiles page, click LAX01-Mgmt01, click the Monitor tab, and then click
the Scheduled Tasks subtab.

Click Schedule a New Task then click Check Host Profile Compliance.

In the Check Host Profile Compliance (scheduled) window click Scheduling Options.
Enter LAX01-Mgmt01 Complance Check in the Task Name field.

Click the Change button on the Configured Scheduler line.

In the Configure Scheduler window select Setup a recurring schedule for this action and
change the Start time to 10:00 PM and click OK.

Click OK in the Check Host Profile Compliance (scheduled) window.

Set vSAN Policy on Management Virtual Machines in Region B

After you apply the host profile to all of the hosts, set the storage policy of the Management Virtual
Machines to the vSAN Default Storage Policy.

Set the Platform Services Controller and vCenter Server appliances to the default vSAN storage policy.
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Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt0lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 In the Navigator, click Hosts and Clusters.

3 Expand the mgmt01vc51.lax01.rainpole.local tree.

4  Select the mgmt01psc51 virtual machine.

5 Click the Configure tab, click Policies, and click Edit VM Storage Policies.

6 Inthe mgmt01psc01:Manage VM Storage Policies dialog box, from the VM storage policy drop
down menu, select Virtual SAN Default Storage Policy, and click Apply to all.

7 Click OK to apply the changes.

8 Verify that the Compliance Status column shows a Compliant status for all items in the table.

9 Repeat this step to apply the Virtual SAN Default Storage Policy on comp01psc51 and mgmt01vc51
virtual machines.

Create the VM and Template Folders in Region B
Create folders to group objects of the same type for easier management.

You repeat this procedure eight times to create all of the management application folders listed in the
following table.

Table 2-4. Folders for the Management Applications in Region B

Management Applications Folder
vCenter Server + Platform Services Controllers MGMT51
vRealize Log Insight VRLI51
vRealize Automation + vRealize Orchestrator + vRealize Business VRA51

vRealize Automation (Proxy Agent) + vRealize Business (Data Collector) VRA51IAS

vRealize Operations Manager VROps51
vRealize Operations Manager (Remote Collectors) VROps51RC
NSX Manager + Controllers + Edges NSX51
VMware Site Recovery Manager + vSphere Data Protection BCDR51
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Procedure

1

Log in to vCenter Server by using the vSphere Web Client.

a

Open a Web browser and go
to https://mgmt0lvc51.1lax01.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

Create a folder for the vRealize Log Insight management application.

a
b
c
d

e

In the Navigator, click VMs and Templates.

Expand the mgmt01vc51.lax01.rainpole.local tree.

Right-click the LAX01 data center, and select New Folder > New VM and Template Folder.
In the New Folder dialog box enter MGMT51 as the name to label the folder, and click OK.

Repeat this step to create the remaining folders.

Move the vCenter Server and Platform Services Controller virtual machines to the MGMT51 folder.

a
b
c

d

In the Navigator, click VMs and Templates.
Expand the mgmt01vc51.1ax01.rainpole.local tree.
Expand the Discovered Virtual Machines folder.

Drag mgmt01vc51, mgmt01psc51 and comp01psc51 to the MGMT51 folder.

Delete the Discovered Virtual Machines folder.

a
b

Cc

In the Navigator, click VMs and Templates.
Expand the mgmt01vc51.1ax01.rainpole.local tree.

Right click the Discovered Virtual Machines folder and choose Remove from Inventory.

Create Anti-Affinity Rules for the Platform Services Controllers in
Region B

Anti-Affinity rules prevent virtual machines from running on the same host. This helps to maintain

redundancy in the event of host failures.
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Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt0lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

In the Navigator select Hosts and Clusters and expand the mgm01vc51.lax01.rainpole.local tree.
Select the LAX01-Mgmt01 cluster and click the Configure tab.

On the Configure page, click VM/Host Rules.

On the VM/Host Rules page, click the Add button to create a new VM/Hosts Rule.

o a A~ W DN

In the Create VM/Host Rule dialog, enter anti-affinity-rule-psc in the Name field, ensure the
Enable rule checkbox is selected, select Separate Virtual Machines from the Type drop down
menu, and click the Add button.

7 Inthe Add Rule Member dialog, select mgmt01psc51 and comp01psc51 and click OK.
8 Click OK to create the rule.

Create VM Groups to Define Startup Order in the Management
Cluster in Region B

VM Groups allow you to define the startup order of virtual machines. Startup orders are used during
vSphere HA events such that vSphere HA powers on virtual machines in the correct order.

Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1lax01. rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 In the Navigator select Hosts and Clusters and expand the mgm01vc51.l1ax01.rainpole.local tree.
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3 Create a VM Group for the Platform Services Controllers.

a

b

Select the LAX01-Mgmt01 cluster and click on Configure.
On the Configure page, click VM/Host Groups.
On the VM/Host Groups page, click the Add button.

In the Create VM/Host Group dialog, enter PLatform Services Controllers in the Name
text box, select VM Group from the Type drop down menu, and click the Add button.

In the Add VM/Host Group Member dialog box, select mgmt01psc51 and comp01psc51 and
click OK.

% LAX01-Mgmt01 - Create VM/Host Group (Z)

Mame: |F'Iatform Services Confrollers |

Type: | WM Group |~

[ aAdd || Remow
Mambears

ﬁb mgmt01pscs1

ﬁb comp01psch1

[ OK ][ Cancel

4 Create a VM Group for the vCenter Server virtual machine.

e

Select the LAX01-Mgmt01 cluster and click on Configure.
On the Configure page, click VM/Host Groups.
On the VM/Host Groups page, click the Add button.

In the Create VM/Host Group dialog, enter vCenter Servers in the Name text box, select VM
Group from the Type drop down and click the Add button.

In the Add VM/Host Group Member dialog, select mgmt01vc51 and click OK.

5 Create a Rule to power on the Platform Services Controllers followed by vCenter Servers.

a

b

Select the LAX01-Mgmt01 cluster and click on Configure.

On the Configure page, click VM/Host Rules.
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¢ On the VM/Host Rules page, click the Add button.

d Inthe Create VM/Host Rule dialog, enter SDDC Management Virtual Machines in the Name
text box, ensure the Enable rule check box is selected, select Virtual Machines to Virtual
Machines from the Type drop down.

e Select Platform Services Controllers from the First restart VMs in VM group drop down.

f  Select vCenter Servers from the Then restart VMs in VM group and click OK.

% LAXD1-Mgmt01 - Create VM/Host Rule 21

Name: |SDDC Management Virtual Machines |

[+/] Enable rule.
Type: | Virtual Machines to Virtual Machines | - |
Description:

Virtwal machines in the VM group Platform Services Controllers will be restarted first.
Virtual machines in the VM group vCenter Servers will be restarted afterwards, when the
cluster dependency restart condition has been met.

First restart Wivs in WM group:

| Platiorm Senices Controllers |~ |

Then restart Vivls in VM group:

| vCenter Servers |~ |

[ OK H Cancel l

Deploy and Configure the Management Cluster NSX
Instance in Region B

This design uses two separate NSX instances per region. One instance is tied to the Management
vCenter Server, and the other instance is tied to the Compute vCenter Server. Deploy and configure the
NSX instance for the management cluster in Region B.

Procedure

1 Deploy the NSX Manager for the Management Cluster NSX Instance in Region B

For this implementation NSX Manager and vCenter Server have a one-to-one relationship. For every
instance of NSX Manager, there is one connected vCenter Server.

2 Join the Management NSX Manager to the Primary NSX Instance in Region B

You join the secondary NSX instance in Region B to the respective primary instance in Region A.

VMware, Inc. 55



Deployment for Region B

10

11

12

Prepare the ESXi Hosts in the Management Cluster for NSX in Region B

NSX kernel modules packaged in VIB files run within the hypervisor kernel and provide services
such as distributed routing, distributed firewall, and VXLAN bridging capabilities. You must install the
NSX kernel modules on the management cluster ESXi hosts to be able to use NSX.

Configure the NSX Logical Network for the Management Cluster in Region B

After all the deployment tasks are ready, you must configure the NSX logical network.

Update the Host Profile for the Management Cluster in Region B

When an authorized change is made to a host, the Host Profile must be updated to reflect the
changes.

Deploy the Platform Services Controllers Load Balancer in Region B

You configure load balancing for all services and components related to Platform Services
Controllers (PSC) using an NSX Edge load balancer.

Configure NSX Dynamic Routing in the Management Cluster in Region B

NSX for vSphere creates a network virtualization layer on top of which all virtual networks are
created. This layer is an abstraction between the physical and virtual networks. You configure NSX
dynamic routing within the management cluster, deploying two NSX Edge devices and configure a
Universal Distributed Logical Router (UDLR).

Update Distributed Firewall for Region B

After deploying the vCenter Server you must add it to the exclusion list. The default rule in Region b
also needs to be changed to deny.

Test the Management Cluster NSX Configuration in Region B

Test the configuration of the NSX logical network using a ping test. A ping test checks if two hosts in
a network can reach each other.

Test the Management Clusters Routing Failover

After the clusters are fully configured in Region A and Region B, verify that the network connectivity
between them works as expected.

Deploy Application Virtual Networks in Region B

Deploy the application virtual networks for the region.

Deploy the NSX Load Balancer in Region B

Deploy a load balancer for use by management applications connected to the application virtual
network Mgmt-xRegion01-VXLAN.

Deploy the NSX Manager for the Management Cluster NSX
Instance in Region B

For this implementation NSX Manager and vCenter Server have a one-to-one relationship. For every
instance of NSX Manager, there is one connected vCenter Server.
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Deploy the NSX Manager virtual appliance for the management cluster. After the NSX Manager is

deployed, connect it to the Management vCenter Server instance.

Deploy the NSX Manager Appliance in Region B

You deploy the NSX Manager appliance from the OVA file to the LAX01-Mgmt cluster.
Procedure

1 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1lax01. rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 In the Navigator, expand the entire mgmt01vc51.lax01.rainpole.local tree.

3 Right-click the LAX01-Mgmt01 cluster and click Deploy OVF Template.

vmware® vSphere Web Client f#=

Mavigator ) EF LAX01-Momto1 Actions =

4 Home 0] Gefting Started  Summary  Monitor

B | B8 B8 9

4 ]‘_,_JcnmpDWCEH.san1.rainpnIe.Icu:aI

[ Top Level Objects | Hosts | irtual Ma

4 ]:J rmgmtdvc01. sfo01 rainpole.local
- ]‘_,_J mgmtlTvesl lax01 . rainpalelocal

vLﬁ.}{m Hame 1alCF
e | - = = — z '
B! LAX01-Mgrmto 0
B LAADT-MgmtDT Bl Actions - LAX01-Mgmt01
Qmgmtmesx51.laxﬂ1.rainpnle.ln 1]
_ H Add Host.
@mgmtmesxﬁz.laxm.rampnle_h i

= Move Hosts into Cluster...
@ mamtd1esx53. lax01 rainpale.l g’

& momto1esxa4.1ax01 rainpole Mewe Yirtual Machine r
Eﬁad.la}{.rainpnle.lncal ey wApp b
Ei}.mgmtlilmscﬁﬂaxm % Mew Resource Pool...

G marntdTves ] laxd W Deploy OWF Template...

4 On the Select template page, click the Browse button, select the VMware NSX Manager

and click Next.

VMware, Inc.

.ova file,

57



Deployment for Region B

5 On the Select name and location page, enter the following settings, and click Next.

Setting Value
Name mgmt01nsxm51
Datacenter or folder NSX51

6 On the Select a resource page, select the following values, and click Next.

Setting Value

Cluster LAX01-Mgmt01

7 On the Review details page, click Next.

8 On the Accept license agreements page, click Accept and click Next.

9 On the Select storage page, enter the following settings, and click Next.

Setting Value
VM storage policy

Datastore

vSAN Default Storage Policy

LAX01A-VSANO1-MGMTO1

10 On the Setup networks page, under Destination Network, select vDS-Mgmt-Management and

click Next.

11 On the Customize template page, expand all options, enter the following settings, and click Next.

SettingSetting

DNS Server List
Domain Search List
Default IPv4 Gateway
Hostname

Network 1 IPv4 Address
Network 1 Netmask
Enable SSH

NTP Server List

CLI "admin" User Password / enter
CLI "admin" User Password / confirm
CLI Privilege Mode Password / enter

CLI Privilege Mode Password / confirm

Value

172.17.11.5,172.17.11.4
lax01.rainpole.local

172.17.11.253
mgmt01nsxm51.lax01.rainpole.local
172.17.11.65

255.255.255.0

Selected

m  ntp.lax01.rainpole.local

= ntp.sfoO1.rainpole.local
mgmtnsx_admin_password
mgmtnsx_admin_password
mgmtnsx_priviledge password

mgmtnsx_priviledge_password

12 On the Ready to Complete page, click Finish.

13 In the Navigator, expand the entire mgmt01vc51.lax01.rainpole.local tree, select the virtual
machine mgmt01nsxm51, and click the Power on button.
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Connect NSX Manager to the Management vCenter Server in Region B

After you deploy the NSX Manager virtual appliance for the management cluster, you connect the NSX
Manager to the Management vCenter Server.

Procedure
1 Connect the NSX Manager to the Management vCenter Server for Region B.
a Open a Web browser and go to https://mgmt0lnsxm51.1lax01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin
Password nsx_manager_admin_password

2 Click Manage vCenter Registration.
3 Under Lookup Service, click the Edit button.

4 In the Lookup Service dialog box, enter the following settings, and click OK.

Setting Value
Lookup Service IP ax01psc51.lax01.rainpole.local
Lookup Service Port 443

SSO Administrator User Name administrator@vsphere.local
Password vsphere_admin_password
5 In the Trust Certificate? dialog box, click Yes.
6 Under vCenter Server, click the Edit button.

7 Inthe vCenter Server dialog box, enter the following settings, and click OK.

Setting Value
vCenter Server mgmt01vc51.lax01.rainpole.local
vCenter User Name  svc-nsxmanager@rainpole.local
Password svc-nsxmanager_password

8 Inthe Trust Certificate? dialog box, click Yes.

9 Wait for the Status indicators for the Lookup Service and vCenter Server to change to a Connected
status.

Assign Administrative Access to NSX in Region B

Assign the administrator@vsphere.local account access to NSX.
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Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt0lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name svc-nsxmanager@rainpole.local
Password svec-nsxmanager_password

In the Navigator, click Networking & Security and click NSX Managers.
Under NSX Managers, click the 172.17.11.65 instance.

Click the Manage tab, click Users and click the Add icon.

a A WO D

On the Identify User page, enter administrator@vsphere.local in the User text filed and
click Next.

6 On the Select Roles page, select the Enterprise Administrator radio button and click Finish.

Join the Management NSX Manager to the Primary NSX Instance
in Region B

You join the secondary NSX instance in Region B to the respective primary instance in Region A.

Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1ax01. rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Assign the secondary role to the management NSX Manager in Region B.
a Under Inventories, click Networking & Security.
b Inthe Navigator, click Installation.
¢ On the Management tab, select the primary 172.16.11.65 instance.

d Select Actions > Add Secondary NSX Manager.
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f

In the Add secondary NSX Manager dialog box, enter the following settings and click OK.

Setting Value

NSX Manager 172.17.11.65

User name admin

Password mgmtnsx_admin_password

Confirm Password mgmtnsx_admin_password

172.16.11.65 - Add Secondary NSX Manager (?)

MSX Manager: # | 172.17.11.65 ZI
User Mame: # | admin
Password: g | FE

***x***xl |

Confirm password: =

In the Trust Certificate confirmation dialog box, click Yes.

Prepare the ESXi Hosts in the Management Cluster for NSX in
Region B

NSX kernel modules packaged in VIB files run within the hypervisor kernel and provide services such as
distributed routing, distributed firewall, and VXLAN bridging capabilities. You must install the NSX kernel
modules on the management cluster ESXi hosts to be able to use NSX.

Procedure

1 Login to vCenter Server by using the vSphere Web Client.

a

Open a Web browser and go
to https://mgmt01lvc51.1ax01.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Install the NSX kernel modules on the management cluster ESXi hosts.

a

b

In the Navigator, click Networking & Security.

Click Installation and click the Host Preparation tab.
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c Select 172.17.11.65 from the NSX Manager drop-down menu.

d Under Installation Status, click Install for the LAX01-Mgmt01 cluster, and click Yes in the
confirmation dialog box..

3 Verify that the Installation Status column dislpays the NSX version for all hosts in the cluster,
confirming that the NSX kernel modules are successfully installed.

Configure the NSX Logical Network for the Management Cluster
in Region B

After all the deployment tasks are ready, you must configure the NSX logical network.
To configure the NSX logical network, you perform the following tasks:

m  Configure the Segment ID allocation.

= Configure the VXLAN networking.

m  Configure the transport zone.

Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1ax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Configure the Segment ID allocation.
a Inthe Navigator, click Networking & Security.

b Click Installation, click the Logical Network Preparation tab, and click Segment ID.

VMware, Inc.

62



Deployment for Region B

c Select 172.17.11.65 from the NSX Manager drop-down menu.

d Click Edit, enter the following values, and click OK.

Note Universal Segment ID pool populates automatically from the primary NSX Manager.

Setting Value
Segment ID pool 6000-6200
Enable Multicast addressing Selected

Multicast addresses 239.5.0.0-239.5.255.255

s »

Edit Segment IDs and Multicast Address Allocation (?)

Frowide a Segment ID pool and Multicast range unigue ta this MEX Manager.

Segment 1D poal; ES EDDD—52EIEI|

{tnthe range of 30001677 7213)

[+ Enable Multicast addressing

Muiticast acciresses are reqiiired anly for Higbricd aho Muiticast conbrol piahe modas.
Multicast addresges: = 239.25517.0-239.255.17.255

(Recomimended rahge - 23900 0-229 253.253.253)

OK l[ Cancel

3 Configure the VXLAN networking.
a Click the Host Preparation tab.

b Under VXLAN, click Not Configured, enter the following values, and click OK.

Setting Value

Switch vDS-Mgmt

VLAN 3019

MTU 9000

VMKNic IP Addressing Use DHCP

VMKNic Teaming Policy Load Balance - SRCID
VTEP 2

4  Configure the transport zone.

a On the Installation page, click the Logical Network Preparation tab and click Transport
Zones.

b Select 172.17.11.65 from the NSX Manager drop-down menu.
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¢ Select the Mgmt Universal Transport Zone and click the Connect Clusters icon.

d Inthe Connect Clusters dialog box, select LAX01-Mgmt01 and click OK.

" ~

= Connect Clusters 2 e

Mame:

Select clusters that will be part of the Transport Zone

Mame NS wSwitch Status

W E] LAxoq-Mgmiod o= vDS-Mgmt & MNormal

| oK || cancel |

Update the Host Profile for the Management Cluster in Region B

When an authorized change is made to a host, the Host Profile must be updated to reflect the changes.

Procedure
1 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1lax01. rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Update the Host Profile for the management cluster.
a Inthe Navigator select Policies and Profiles.
b Click Host Profiles, right click LAX01-Mgmt01, and select Copy settings from Host.

¢ Select mgmt01esx51.lax01.rainpole.local and click OK.
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3 Verify compliance for the hosts in the management cluster.
a Click the Monitor tab and click Compliance.
b Select LAX01-Mgmt0 and click the Check Host Profile Compliance button.

All hosts should display a Host Compliance status of Compliant.

EsLAX0i-mMgmto1 | 30 [p 45 €y Eg | {shActons v
Summary | Monitor | Configure  Hosts

[ 1ssues | Scheduled Tasks | Compliance |

&

Host/Cluster Host Compliance Last Checked

v@ LAX01-Mgmt01 W 4 1116/2016 9:15 AM
E mgmtD1esx51.lax01rainpole...  « Compliant 11/16/2016 9:15 AM
F'_!\ mgmt01esx52 lax01rainpole... | « Compliant 11/16/2016 9:15 AM
B mgmtD1esx53.lax01rainpole...  « Compliant 11/16/2016 9:15 AM
@ mgmtd1esx54.lax01rainpole...  « Compliant 1116/2016 9:15 AM

Deploy the Platform Services Controllers Load Balancer in Region
B

You configure load balancing for all services and components related to Platform Services Controllers
(PSC) using an NSX Edge load balancer.

Deploy the Platform Services Controller NSX Load Balancer in Region B

The first step in deploying load balancing for the Platform Services Controller is to deploy the edge
services gateway.

Procedure

1 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1lax01. rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Click Networking & Security.
3 Inthe Navigator, click NSX Edges.
4 Select 172.17.11.65 from the NSX Manager drop-down menu.
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5 Click the Add icon tab to create an NSX Edge.
The New NSX Edge wizard appears.

6 On the Name and description page, enter the following settings and click Next.

Setting Value

Install Type Edge Services Gateway

Name LAX01PSC51

Hostname lax01psc51.lax01.rainpole.local
Deploy NSX EDGE Selected

Enable High Availability ~Selected

New NSX Edge 2 B

B ame ang cescrron—— JUE T

2 Semngs
0 Install Type =) Edge Services Gateway

Logical (Distributed) Router

Name = LAXDO1PSC51

Hostname lax01psc51.lax01.rainpole.local
LA

Description

Tenant

] Deploy NSX Edge

[V] Enable High Awailability

Nw Cancel

7 On the Settings page, enter the following settings and click Next.

Setting Value

User Name admin

Password edge_admin_password
Enable SSH access Selected
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Enable auto rule generation

Edge Control Level logging  INFO

Selected

8 On the Configure deployment page, perform the following configuration steps and click Next.

a Select LAX01, from the Datacenter drop-down menu.

b Click Large to specify the Appliance Size.

¢ Click the Add icon, enter the following settings, and click OK.

Setting Value
Resource pool
Datastore

Folder NSX51

LAX01-Mgmt01

LAX01A-VSANO1-MGMTO1

d To create a second appliance, click the Add icon again, make the same selections in the New
NSX Appliance dialog box, and click OK.

New NSX Edge

» 1 Name and description

Vv 2 Seftings

3 Configure deployment

4 Configure interface

VMware, Inc.

Configure deployment

Datacenter: # | LAX01

|zl

Appliance Size _) Compact

() Large

) X-Large
Quad Large

NSX Edge Appliances

Resource Pool Host Datastore
LAX01-Mgmt01 LAX01A-VSAN
LAX01-Mgmt01 LAX01A-VSAN.

Folder
NSX51
NSX51

Specifying a resource pool and datastore is mandatory for configuring the NSX

Edge appliance

Both the Edge Appliances are currently deployed on the same resources. It
L’ﬂ is recommended to deploy them on different resource pools, hosts and

datastores.

Back Next

Cancel
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9 On the Configure Interfaces page, click the Add icon to configure the PSCLB interface, enter the
following settings, click OK, and click Next.

Setting Value

Name PSCLB

Type Internal

Connected To vDS-Mgmt-Management

Connectivity Status Connected
Primary |P Address 172.17.11.71
Subnet Prefix Length 24

MTU 9000

Send ICMP Redirect Selected

10 On the Default gateway settings page, enter the following settings and click Next.

Setting Value
Gateway IP 172.17.11.253

MTU 9000
11 On the Firewall and HA page, select the following settings and click Next.

Setting Value

Configure Firewall default policy  Selected

Default Traffic Policy Accept

Logging Disable

vNIC any

Declare Dead Time 15
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New NSX Edge

+ 1 Name and descripon
v 2 Semngs

+ 3 Configure deployment
v 4 Confgure inerlaces
v

5 Default galeway se®mngs

6 Fwewall and HA

Firewall and HA

[] Configure Firewall default policy
Default Trafic Policy ) Accept Deny

Logging Enable (=) Disable

Configure HA parameters

Configunng HA parameters 1S mandatory for HA to work

Dociare Dead Teno - seconds

Management IPs

Back N’%‘ Cancel

»

12 On the Ready to complete page, review the configuration settings you entered and click Finish.

13 Enable HA logging.

a Inthe Navigator, click NSX Edges.

b Select 172.17.11.65 from the NSX Manager drop-down menu.

¢ Double-click the device labeled LAX01PSC51.

d Click the Manage tab and click the Settings tab.

e Click Change in the HA Configuration window.

f  Select the Enable Logging checkbox and click OK.

14 Enable the Load Balancer service.

a Inthe Navigator, click NSX Edges.

b Select 172.17.11.65 from the NSX Manager drop-down menu.

¢ Double-click the device labeled LAX01PSC51.

d Click the Manage tab and click the Load Balancer tab.
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e Click Global Configurationand click Edit.

f Inthe Edit load balancer global configuration dialog box, select Enable Load Balancer and
click OK.

Edit Load balancer giobal configuration B

¥ Enable Load Balancer

Enable Acceleration

Create Platform Services Controller Application Profiles in Region B

Create an application profile to define the behavior of a particular type of network traffic. After configuring
a profile, you associate the profile with a virtual server. The virtual server then processes traffic according
to the values specified in the profile. Using profiles enhances your control over managing network traffic,

and makes traffic-management tasks easier and more efficient.

Procedure
1 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1ax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Click Networking & Security.
3 Inthe Navigator, click NSX Edges.
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4 From the NSX Manager drop-down menu, select 172.17.11.65 as the NSX Manager and double-click
the LAX01PSC51 NSX Edge to manage its network settings.

5 Click the Manage tab, click Load Balancer, and select Application Profiles.

6 Click the Add icon and in the New Profile dialog box, enter the following values.

Setting Value Value
Name PSC-TCP  PSC-HTTPS
Type TCP HTTPS

Enable SSL Passthrough Deselected Selected
Persistence Source IP Source IP

Expires in (Seconds) 60 60
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Hew Profile (?)
Mame: PSC-TCP
Type: ' TCP | v |

HTTF Redirect LIRL:

Persistence: Source IF | v |

Cookie Mame:
Maode: v
Expires in (Seconds); G0

Yirtual Server Certifica...

Serice Cedificates | CA Cedificates | CREL

Configure Service Cetificate

lax01pscst lax0l rainp rainpole-DCM RPL-CA - Mon Mar 20 2017 - YWed M
WEM_SOLUTION_caf8 WEM_SOLUTION_caBa hon Mar 20 2017 - Wed Fi
WEM_SOLUTION_caf8 WEM_SOLUTION_caBal hon Mar 20 2017 - YWed Fi
WEM_SOLUTION_19e1 WEM_SOLUTION_18e1 Sun Feh 26 2017 - Tue Fa
WEM_SOLUTION_19e1 WEM_SOLUTION_18e1 Sun Feh 26 2017 - Tue Fa

Cipher: .

Client Authentication: gnore T

OK ][ Cancel

7 Click OK to save the configuration.

Create Platform Services Controller Server Pools in Region B

A server pool consists of backend server members. After you create a server pool, you associate a
service monitor with the pool to manage and share the backend servers flexibly and efficiently.
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Repeat this procedure to create two server pools. Use the values indicated in the procedure to create the
first and second server pools.

Procedure
1 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Click Networking & Security.
3 Inthe Navigator, click NSX Edges.

4  From the NSX Manager drop-down menu, select 172.17.11.65 as the NSX Manager and double-click
the LAX01PSC51 NSX Edge to manage its network settings.

5 Click the Manage tab, click Load Balancer, and select Pools.

6 Click the Add icon and in the New Pool dialog box, enter the following values.

Setting Value
Name PSC-HTTPS
Algorithm  ROUND-ROBIN

Monitors  default-tcp-monitor
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New Pool
Name PSC-HTTPS
Description
Algorithm ROUND-ROBIN .
Algorithm Parameter
Monrors default_tcp_monitor -

[ ] Transparent

oK Cancel

7 New Members dialog box, click the Add icon to add the first pool member.

8 In the New Member dialog box, enter the following values, and click OK.

Setting Values for First Server Pool Values for Second Server Pool
Name mgmt01psc51 mgmt01psc51
IP Address/VC Container mgmt01psc51 mgmt01psc51
Monitor Port 443 389
Weight 1 1
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[/] Enable Member
Name * mgmt01psc51

IP Address / VC Container: % mgmt01psc51 €) Select

Port

Monitor Port |443

Weight 1
Max Connections:

Min Connections:

9 Under Members, click the Add icon to add the second pool member.

10 In the New Member dialog box, enter the following values, click OK and click OK to save the PSC

server pools.
Setting Values for First Server Pool Values for Second Server Pool
Enable Member Selected Selected
Name comp01psc51 comp01psc51
IP Address/VC Container comp0O1psc51 comp01psc51
Port
Monitor Port 443 389
Weight 1 1
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New Pool 2

ame « PSC-HTTPS
Description
Algorithm ROUND-ROBIN -
Algorithm Parameters
Monrtors default_tcp_monitor -
Membe
@

v moml_  mgmO1p 443

v omp mp01p 443 0
[] Transparent

OK\ Cance

11 Repeat the procedure to create the remaining server pool.

Create Virtual Servers in Region B

After load balancing is set up, the NSX load balancer distributes network traffic across multiple servers.
When a virtual server receives a request, it chooses the appropriate pool to send traffic to. Each pool
consists of one or more members. You create virtual servers for all of the configured server pools.

Procedure
1 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt0lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Click Networking & Security.
3 Inthe Navigator, click NSX Edges.

4 From the NSX Manager drop-down menu, select 172.17.11.65 as the NSX Manager and double-click
the LAX01PSC51 NSX Edge to manage its network settings.

5 Click the Manage tab, click Load Balancer, and select Virtual Servers.
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6 Click the Add icon, and in the New Virtual Server dialog box configure the values for the virtual

server you are adding, and click OK.

Setting Value
Enable Virtual server ~ Selected
Application Profile PSC-TCP
Name PSC-TCP

Description 389-LDAP,2012-Control Interface,2014-RPC Port,2020-
Authentication,636-SSL LDAP

IP Address 172.17.11.71
Protocol TCP
Port 389,636,2012,2014,2020
Default Pool PSC-TCP
New Virtual Server ?

General | Advanced

[v/] Enable Virtual Server

Application Profile «| PSC-TCP v
Name: # |PSC-TCP

Description

IP Address: #(17217.11.71 | SelectIP Address
Protocol | TCPQ?) O - |
Port/ Port Range %|389,636,2012,2014,2020

Default Pool | PSC-TCP v |

Connection Limit

Connection Rate Limit: (CPS)

OK Cancel ]:

Value
Selected
PSC-HTTPS
PSC-HTTPS

Data from the vSphere Web Client

172.17.11.71
HTTPS
443

PSC-HTTPS

7 Repeat Step 6 to create a virtual server for each component. Upon completion, verify that you have
successfully entered the virtual server names and their respective configuration values.
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Update DNS Records for the Platform Services Controller Load Balancer in
Region B

You must modify the DNS Address in Region B after setting up load balancing.

For the Platform Services Controller Load Balancer, you edit the DNS entry of
lax01psc51.lax01.rainpole.local to point to the virtual IP address (VIP) of the Load Balancer
(172.17.11.71) instead of pointing to the IP address of mgmt01psc51.

Procedure
1 Log in to DNS server dc01lax.lax01.rainpole.local that resides in the lax01.rainpole.local domain.
2 Open the Windows Start menu, enter dns in the Search text box and press Enter.

The DNS Manager dialog box appears.

3 Inthe DNS Manager dialog box, under Forward Lookup Zones, select the lax01.rainpole.local
domain and locate the lax01psc51 record on the right.

4 Double-click the lax01psc51 record, change the IP address of the record from 172.17.11.61 to
172.17.11.71, and click OK.

Setting Value
Fully Qualified domain name (FQDN) lax01psc51.lax01.rainpole.local
IP Address 172.17.11.71

Update Associated Pointer (PTR) record  Selected

Configure NSX Dynamic Routing in the Management Cluster in
Region B

NSX for vSphere creates a network virtualization layer on top of which all virtual networks are created.
This layer is an abstraction between the physical and virtual networks. You configure NSX dynamic
routing within the management cluster, deploying two NSX Edge devices and configure a Universal
Distributed Logical Router (UDLR).

Procedure

1 Deploy NSX Edge Devices for North-South Routing in Region B
Deploy two NSX Edge devices for North-South Routing.

2 Disable the Firewall Service in Region B

Disable the firewall of the NSX Edge devices, this is required for equal-cost multi-path (ECMP) to
operate correctly.

3 Enable and Configure Routing in Region B

The Border Gateway Protocol (BGP) is a protocol for exchanging routing information between
gateway hosts (each with its own router) in a network of autonomous systems (AS).
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4  Verify Peering of Upstream Switches and Establishment of BGP in Region B

The NSX Edge devices need to establish a connection to each of it's upstream BGP switches before
BGP updates can be exchanged. Verify that the NSX Edges devices are successfully peering, and
that BGP routing has been established.

5 Configure Universal Distributed Logical Router for Dynamic Routing in Region B

Configure the universal distributed logical router (UDLR) to use dynamic routing in Region B.

6 Verify Establishment of BGP for the Universal Distributed Logical Router in Region B
Verify that the UDLR is successfully peering, and that BGP routing has been established.

7 Configure Static Routes on the Universal Distributed Logical Router in Region B

Configure the universal distributed logical router (UDLR) to use static routes for routing to the
management servers in Region B.

Deploy NSX Edge Devices for North-South Routing in Region B
Deploy two NSX Edge devices for North-South Routing.

Perform this procedure two times to deploy two identical NSX Edge devices. Enter name and IP
addresses for the respective device by using the values in the tables.

Table 2-5. NSX Edge Settings

NSX Edge Device Device Name
NSX Edge Device 1 LAXMGMT-ESGO01
NSX Edge Device 2 LAXMGMT-ESG02

Table 2-6. NSX Edge Interfaces Settings

Primary IP Address Primary IP Address
Interface LAXMGMT-ESGO01 LAXMGMT-ESG02
Uplink01 172.27.14.2 172.27.14.3
Uplink02 172.27.15.3 172.27.15.2
SFOMGMT-UDLRO1 192.168.10.50 192.168.10.51

Procedure
1 Login to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1ax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password
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Under Inventories, click Networking & Security.
In the Navigator, click NSX Edges.
Select 172.17.11.65 from the NSX Manager drop-down menu.

a A~ W DN

Click the Add icon to deploy a new NSX Edge.
The New NSX Edge wizard appears.

a On the Name and description page, enter the following settings and click Next.

Settings Value

Install Type Edge Service Gateway
Name LAXMGMT-ESGO1
Deploy NSX Edge Selected

Enable High Availability Deselected

b On the Settings page, enter the following settings and click Next.

Settings Value

User Name admin

Password edge_admin_password
Enable SSH access Selected

Enable FIPS mode Deselected

Enable auto rule generation  Selected

Edge Control Level logging  INFO

¢ On the Configure deployment page, select the Large radio button to specify the Appliance
Size and click the Add icon.

The Add NSX Edge Appliance dialog box appears.

d Inthe Add NSX Edge Appliance dialog box, enter the following settings, click OK, and click
Next.

Setting Value
Cluster/Resource Pool  LAX01-Mgmt01
Datastore LAX01A-VSANO1-MGMTO1

Folder NSX51
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e On the Configure Interfaces page, click the Add icon to configure the UplinkO1 interface, enter
the following settings, and click OK.

Setting Value

Name Uplink01

Type Uplink

Connected To vDS-Mgmt-Uplink01

Connectivity Status Connected
Primary IP Address 172.27.14.2
Subnet Prefix Length 24

MTU 9000

Send ICMP Redirect  Selected

f  Click the Add icon once again to configure the Uplink02 interface, enter the following settings,

and click OK.

Setting Value

Name Uplink02

Type Uplink

Connected To vDS-Mgmt-Uplink02

Connectivity Status Connected
Primary IP Address 172.27.15.3
Subnet Prefix Length 24

MTU 9000

Send ICMP Redirect  Selected

g Click the Add icon a third time to configure the UDLR interface, enter the following settings,
click OK, and click Next.

Setting Value

Name SFOMGMT-UDLRO1
Type Internal

Connected To Universal Transit Network

Connectivity Status Connected
Primary IP Address 192.168.10.50
Subnet Prefix Length 24

MTU 9000

Send ICMP Redirect  Selected

h On the Default Gateway Settings page, deselect the Configure Default Gateway check box
and click Next.
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i On the Firewall and HA page, click Next.

j  Onthe Ready to Complete page, review the configuration settings you entered and click Finish.

6 Repeat this procedure to configure another NSX edge using the settings for the second NSX Edge
device.

Upon repeating the procedure to configure LAXMGMT-ESGO02, the Ready to Complete page in the
New NSX Edge wizard must display the following values.

New NSX Edge )
+ 1 Name and description Ready to complete
w2 SHITE Name and description
+ 3 Configure deployment Name: LAXMGMT-ESGO2
+/ 4 Configure interfaces Install Type: Edge Senices Gateway
" 5 Defaultgateway settings Tenant
. Size: Large
v 6 Firewalland HA

HA: Disabled
pdl 7 Readyio compleie Automatic Rule Generation:  Enabled
NSX Edge Appliances

Resource Pool Host

LAX01-Mgmt01

Interfaces
Subnet
vMICH MName IF Address Prefi Connected To
Length
0 Uplink01 17227143 24 vDS-Mamt...
1 Uplink02 17227152 24 vDS-Mgmi...
2 SFOMGMT-UDLRO1 192.168.10.51* 24 Universal ...
Back Finish Cancel

7 Configure DRS affinity rules for the Edge Services Gateways.

a Go back to the Home page.

b In the Navigator, click Hosts and Clusters, and expand the mgmt01vc51.lax01.rainpole.local
tree control.

¢ Select the LAX01-Mgmt01 cluster, and click the Configure tab.
d Under Configuration, click VM/Host Rules.
e Click Add.
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f Inthe LAX01-Mgmt01 - Create VM/Host Rule dialog box, enter the following settings and click

Add.
Setting Value
Name anti-affinity-rule-ecmpedges

Enable rule  Selected

Type Separate Virtual Machine

g Inthe Add Rule Member dialog box, select the check box next to each of the two, newly
deployed NSX ESGs, and click OK.

h In the LAX01-Mgmt01 - Create VM/Host Rule dialog box, click OK.

Disable the Firewall Service in Region B

Disable the firewall of the NSX Edge devices, this is required for equal-cost multi-path (ECMP) to operate
correctly.

Perform this procedure twice for each of the NSX Edge devices LAXMGMT-ESGO01 and LAXMGMT-
ESGO02.

Procedure
1 Login to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1ax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

Under Inventories, click Networking & Security.

In the Navigator, click NSX Edges.

A WO DN

Select 172.17.11.65 from the NSX Manager drop-down menu.
Double-click the LAXMGMT-ESG01 NSX Edge device.

Click the Manage tab and click Firewall.

On the Firewall page, click the Disable button.

Click the Publish Changes button.

© 00 N o o

Repeat this procedure for the NSX Edge device LAXMGMT-ESGO02.
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Enable and Configure Routing in Region B

The Border Gateway Protocol (BGP) is a protocol for exchanging routing information between gateway
hosts (each with its own router) in a network of autonomous systems (AS).

Repeat this procedure two times to enable BGP for both NSX Edge devices: LAXMGMT-ESGO01 and
LAXMGMT-ESGO02.

Procedure
1 Login to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

Under Inventories, click Networking & Security.

In the Navigator, click NSX Edges.

Select 172.17.11.65 from the NSX Manager drop-down menu.
Double-click the LAXMGMT-ESG01 NSX Edge device.

Click the Manage tab, and click Routing.

N o a A~ 0N

On the Global Configuration page, enter the following settings.
a Click the Enable button for ECMP.

b Click the Edit button for Dynamic Routing Configuration.
¢ Choose Uplink01 as the Router ID.

d Click Publish Changes.
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8 On the Routing tab, select Static Routes to configure it.

a Click the Add icon, enter the following settings, and click OK.

Setting Value

Network 192.168.11.0/24
Next Hop 192.168.10.3
Interface SFOMGMT-UDLRO1
MTU 9000

Admin Distance 210

b Click the Add icon, enter the following settings, and click OK.

Setting Value

Network 192.168.31.0/24
Next Hop 192.168.10.3
Interface SFOMGMT-UDLRO1
MTU 9000

Admin Distance 210

¢ Click the Add icon, enter the following settings, and click OK.

Setting Value

Network 192.168.32.0/24
Next Hop 192.168.10.3
Interface SFOMGMT-UDLRO1
MTU 9000

Admin Distance 210

d Click Publish Changes.
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9 On the Routing tab, select BGP to configure it.

a Click the Edit button, enter the following settings, and click OK.

Setting Vlue
Enable BGP Selected
Enable Graceful Restart Selected
Enable Default Originate Deselected
Local AS 65003
Edit BGP Configuration (?)
[] Enable BGP

[V] Enable Graceful Restart

(Enables/Disables the ability to preserve
forwarding state during restart of the BGP
process)

[C] Enable Default Originate

(Enables/Disables the capability to advertise
a default route to its neighbors.)

Local AS ~| 65003 |

oK || cancel ]

b Click the Add icon to add a neighbor.

The New Neighbor dialog box appears. You add two neighbors: the first Top of Rack Switch and
the second Top of Rack Switch.

VMware, Inc.

86



Deployment for Region B

In the New Neighbor dialog box, enter the following values for the first Top of Rack Switch, and

click OK.

Setting Value

IP Address 172.27.14.1
Remote AS 65002
Weight 60

Keep Alive Time 4

Hold Down Time 12

Password BGP_password

New Neighbour (?)
IP Address : *|172.27.14.1
Remote AS : * | 65002
Weight: 60
Keep Alive Time : 4 (Seconds)
Hold Down Time : 12 (Seconds)

(BGP Keep alive timer value needs to be one

third of hold down timer)
Password : sy
BGP Filters :

db -
Direction Action Network IP Prefix GE IP Prefix LE
0 items

| ok || cancel |

o5

d Click the Add icon to add another neighbor.

The New Neighbor dialog box appears. Add the second Top of Rack switch, whose IP address is
172.27.12.1.
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e Inthe New Neighbor dialog box, enter the following values for the second Top of Rack Switch,

and click OK.

Setting Value

IP Address 172.27.151
Remote AS 65002
Weight 60

Keep Alive Time 4

Hold Down Time 12

Password BGP_password
New Neighbour
IP Address : % 172.27.15.1
Remote AS : # | 65002
Weight : 60
Keep Alive Time : 4 (Seconds)
Hold Down Time: 12 (Seconds)
Password : R
BGP Filters :
b -
Direction Action Network IP Prefix GE IP Prefix LE
0 items
| oK || cancel

f  Click the Add icon to add another Neighbor.

The New Neighbor dialog box appears. Configure the universal distributed logical router (UDLR)

as a neighbor.
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g Inthe New Neighbor dialog box, enter the following values, and click OK.

Setting Value
IP Address 192.168.10.4
Remote AS 65003
Weight 10
Keep Alive Time 1
Hold Down Time 3
Password BGP_password
New Neighbour (?)
IP Address : */192.168.10.4
Remote AS : #* 65003
Weight: 60
Keep Alive Time : 1 (Seconds)
Hold Down Time: |3 (Seconds)
(BGP Keep alive timer value needs to be one
third of hold down timer)
Password |””"'1
BGP Filters :
& =
Direction Action Network IP Prefix GE IP Prefix LE
0 items
OK || cancel

h Click Publish Changes.

The three neighbors you added are now visible in the Neighbors table.
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10 On the Routing tab, select Route Redistribution to configure it.
a On the Route Redistribution page, click the Edit button.
b Inthe Change Redistribution Settings dialog box, select the BGP check box and click OK.

[ - ™~

Change redistribution settings ?

Enable Redistribution for
[] OSPF
(V] BGP

OK Cancel

¢ Under Route Redistribution table, click the Add icon.

d Inthe New Redistribution Criteria dialog box, enter the following settings and click OK.

Setting Value
Prefix Any
Learner Protocol BGP
OSPF Deselected
Static routes Selected
Connected Selected
Action Permit

e Click Publish Changes.
The route redistribution configuration is now visible in the Route Redistribution table.

11 Repeat this procedure for the LAXMGMT-ESG02 NSX Edge.

Verify Peering of Upstream Switches and Establishment of BGP in Region B

The NSX Edge devices need to establish a connection to each of it's upstream BGP switches before BGP
updates can be exchanged. Verify that the NSX Edges devices are successfully peering, and that
BGP routing has been established.

You repeat this procedure two times for each of the NSX Edge devices: LAXMGMT-ESGO01 and
LAXMGMT-ESGO02.
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Procedure

1

Log in to the NSX Edge device using a Secure Shell (SSH) client.
a Open an SSH connection to the LAXMGMT-ESGO1 NSX Edge device.

b Log in using the following credentials.

Setting Value
User name admin
Password edge_admin_password

Run the show ip bgp neighbors command to display information about the BGP connections to
neighbors.

The BGP State will display Established, UP if you have peered with the upstream switches.

Note You have not yet created the universal distributed logical router (UDLR), so it will not display
the Established, UP status message.

&P 172.27.15.2 - PuTTY

Run the show ip route command to verify that you are receiving routes using BGP, and that there
are multiple routes to BGP learned networks.

You verify multiple routes to BGP learned networks by locating the same route using a different IP
address. The IP addresses are listed after the word via in the right-side column of the routing table
output. In the image below there are two different routes to the following BGP networks: 0.0.0.0/0
and 172.27.22.0/24. You can identify BGP networks by the letter B in the left-side column. Lines
beginning with C (connected) have only a single route.
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7 172.27.15.2 - PuTTY

WoowWwoWwowowowowowowowoowwow

0 wwww O

7]

4 Repeat this procedure for the NSX Edge device LAXMGMT-ESGO02.

Configure Universal Distributed Logical Router for Dynamic Routing in
Region B

Configure the universal distributed logical router (UDLR) to use dynamic routing in Region B.
Procedure

1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Under Inventories, click Networking & Security.
3 Inthe Navigator, click NSX Edges.

4 Select 172.16.11.65 from the NSX Manager drop-down menu.
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5 Configure the Universal Distributed Logical Router.
a Double-click SFOMGMT-UDLRO1.
b Click the Manage tab, click Routing, and select BGP.
¢ Onthe BGP page, click the Add Neighbor icon.

d Inthe New Neighbor dialog box, enter the following values for both NSX Edge devices, and

click OK.

Repeat two times to configure the UDLR for both NSX Edge devices: LAXMGMT-ESGO01 and
LAXMGMT-ESGO02.

Setting LAXMGMT-ESG01 Value LAXMGMT-ESGO02 Value
IP Address 192.168.10.50 192.168.10.51
Forwarding Address  192.168.10.3 192.168.10.3

Protocol Address 192.168.10.4 192.168.10.4

Remote AS 65003 65003

Weight 10 10

Keep Alive Time 1 1

Hold Down Time 3 3

Password BGP_password BGP_password

e Click Publish Changes.

vmware* vSphere Web Client  f= Administ PHERELOCAL = | Hep ~ | ()
Navigator X | IS UDLRD1  Actions -
4 Networking & Security fol summary | Manage |
I UDLRO1

[ setings [ Firewall [ROUIG| DHCP Relay

“« BGP Configuration : Edit Delete
Global Configuration
Status + Enabled
Static Routes
Local AS 64003

0OSPF
Graceful Restart + Enabled

Route Redistribution Default Originate @ Disabled

Neighbors :

* S ox (@ -
Fomarding A... | Fiotocol Addr.. | IF Adress Remote AS weight Kesp Allve Time (Secon... | Hold Down Time (Seconds)
182168103 182168104 192.168.10.1 B5003 B0 1 3

182168103 192168104 192168102 65003 60 1 3

182168103 192168104 19216810450 65003 10 1 3

10216210.3 102168104 1021681051 85003 10 1 3

Verify Establishment of BGP for the Universal Distributed Logical Router in
Region B

Verify that the UDLR is successfully peering, and that BGP routing has been established.

VMware, Inc. 93



Deployment for Region B

Procedure
1 Loginto the UDLR by using a Secure Shell (SSH) client.

a Open an SSH connection to UDLRO1, the UDLR whose peering and BGP configuration you want
to verify.

b Log in using the following credentials.

Setting Value
User name admin
Password udlr_admin_password

2 Runthe show ip bgp neighbors command to display information about the BGP and TCP
connections to neighbors.

The BGP State will display Established, UP if you have successfully peered with the Edge Service
Gateway.

2 192.168.10.4 - PuTTY

3 Runthe show ip route command to verify that you are receiving routes using BGP, and that there
are multiple routes to BGP learned networks.

The letter B before the route indicates that BGP is used.
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B 192.168.10.4 - PUTTY

Configure Static Routes on the Universal Distributed Logical Router in
Region B

Configure the universal distributed logical router (UDLR) to use static routes for routing to the
management servers in Region B.

Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt0lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Configure the Universal Distributed Logical Router static routes.
a Under Inventories, click Networking and Security.
b In the Navigator, click NSX Edges.

¢ Select172.16.11.65 from the NSX Manager drop-down menu.
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d Double-click UDLRO1.

e Click the Manage tab, click Routing, and select Static Routes.

f  On the Static Routes page, click the Add button.

g Inthe Add Static Route dialog box, enter the following values and click OK.

Setting Value
Network 172.17.11.0/24
Next Hop 192.168.10.50,192.168.10.51
MTU 9000
Admin Distance 1
Add Static Route (?)
Mletwork; 2 (17217.11.0/24
Networs showld be enfered in CIODR format
g 19271689 7.0%24
Mext Hop: # (192 168.10.50,192.168.10.51
Cornima-separated st of [P addresses
few A F 0723709070400
MTU: | 9000|

Admin Distance: 1
Localeld:

Description:

h Click Publish Changes.

oK || cancel

Update Distributed Firewall for Region B

After deploying the vCenter Server you must add it to the exclusion list. The default rule in Region b also

needs to be changed to deny.
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Procedure

1

Log in to vCenter Server by using the vSphere Web Client.

a

Open a Web browser and go
to https://mgmt0lvc51.1lax01.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Exclude vCenter Server in Region B from firewall protection.

a
b
c

d

Click NSX Managers and select the 172.17.11.65 instance.
Click Manage and click Exclusion List.

Click the Add button.

Add mgmt01vc51 to the Selected Objects list and click OK.

3 Change the default rule action from allow to block for Region B.

a

b

In the Navigator, click Networking & Security and click Firewall.
From the NSX Manager drop-down menu, select 172.17.11.65.

Under Default Section Layer3, in the Action column for the Default Rule, change the action to
Block.

Click Publish Changes.

Test the Management Cluster NSX Configuration in Region B

Test the configuration of the NSX logical network using a ping test. A ping test checks if two hosts in a
network can reach each other.

Procedure

1

Log in to vCenter Server by using the vSphere Web Client.

a

Open a Web browser and go
to https://mgmt0lvc51.1lax01.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password
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2 Use the Ping Monitor to test connectivity.

a

b

Under Logical Switches, double-click Universal Transit Network.

Click the Monitor tab.

From the Source host drop-down menu select mgmt01esx51.l1ax01.rainpole.local.
From the Destination host drop-down menu select mgmt01esx53.1ax01.rainpole.local.

Click Start Test.

vmware: vSphere Web Client iz Admin SPHERELOCAL ~

Navigator X Universal I Transit Network ~ Actions +

4 Networking & Security fe) summary | Monitor | Manage  Relaled Objects

== NSXEdge e
B Hosts e Source host
(3 Virtual Machines Es [momi01es,5 11ax01 rminpole.local | [ Browse.

Broadcast
Size of test packet

[ VLA standard |~

Destination host

mgmt)1esx53 ax01 rainpole local | [ Browse

Start Test

Results

Status:  TestCompleted

@) Packets sentty
g0t esxs1 laxo1 rainp
olelocal

@) eirpackets receive by
mgmid1 es<53 1ax01 rainp
olelocal

I | Packsts transmifted 3

The host-to-host ping test results are displayed in the Results text box. Verify that there are no
error messages.

Test the Management Clusters Routing Failover

After the clusters are fully configured in Region A and Region B, verify that the network connectivity
between them works as expected.

Procedure

1 Log in to vCenter Server by using the vSphere Web Client.

a

Open a Web browser and go
to https://mgmt01lvc51.1lax01. rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Shut down the NSX Edge service gateways in Region A.

a

b

In the Navigator, click Hosts and Clusters.

Expand the entire mgmt01vc01.sfo01.rainpole.local tree.
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¢ Right-click SFOMGMT-ESGO01-0 and select Power > Shut Down Guest OS.
d Right-click SFOMGMT-ESG02-0 and select Power > Shut Down Guest OS.

3 Log in to the universal distributed logical router by using a Secure Shell (SSH) client and verify BGP
routing state.

a Open an SSH connection to UDLRO1.

b Log in using the following credentials.

Setting Value
User name admin
Password udlr_admin_password

¢ Runshow ip route to verify you are receiving routes via BGP.
The letter B before the route indicates that BGP is used.
d Verify that multiple routes to BGP learned networks exist.

e Verify that routes come from Region B's ESG's.

number of routes: 8

[268-81
881
[208/81

4 Power on the NSX Edge services gateways in Region A.
a Inthe Navigator, click Hosts and Clusters.
b Expand the entire mgmt01vc01.sfo01.rainpole.local tree.
¢ Right-click SFOMGMT-ESGO01-0 and select Power > Power On.

d Right-click SFOMGMT-ESG02-0 and select Power > Power On.
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5 Verify the new state of the BGP routing.

a

b

Go back to the SSH connection to UDLRO1 and run the show ip route command.
Verify that you receive routes via BGP.
The letter B before the route indicates that BGP is used.

Verify that you have multiple routes to BGP learned networks and that routes also come from the
NSX Edge services gateways in Region A.

168.188. 1
100.2

Deploy Application Virtual Networks in Region B

Deploy the application virtual networks for the region.

Procedure

1 Log in to vCenter Server by using the vSphere Web Client.

a

Open a Web browser and go
to https://mgmt01lvc51.1lax01. rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Create a Universal Logical Switch for workloads specific to Region B.

a
b

Cc
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Under Inventories, click Networking & Security.
In the Navigator, click Logical Switches.

Select 172.16.11.65 from the NSX Manager drop-down menu.
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d

e

3 Connect the Mgmt-RegionB01-VXLAN to the UDLRO1 Universal Distributed Logical Router.

a

b

e

Click the Add icon to create a new Logical Switch.

In the New Logical Switch dialog box, enter the following settings, and click OK.

Setting Value

Name Mgmt-RegionB01-VXLAN

Transport Zone Mgmt Universal Transport Zone

Replication Mode Hybrid

7 Mew Logical Switch (7) m

MHame: #| Mgmt-RegionB0O1-VXLAN
Description:
Transport Zone: = | MgmtUniversal Transport Zone Zhange  Remowe

Replication mode: () Multicast
Muiticast on Physical nebtwork waed for LXLAN control plane.
() Unicast
FXLAN canbral plane handied Dy NEX Contralier Ciustar,
(s) Hybrid
Optimized Unicast mode. Offfoads focal traffic repiication fo physical network.

[[] Enable MAC Learning

[ OK ][ Cancel

On the Logical Switches page, select the Mgmt-RegionB01-VXLAN logical switch.

Click the Connect Edge icon.
On the Connect an Edge page, select SFOMGMT-UDLRO01 and click Next.

On the Edit NSX Edge Interface page, enter the following settings and click Next.

Setting Value

Name Mgmt-RegionB01-VXLAN
Type Internal

Connectivity Status Connected

Primary IP Address 192.168.32.1

Subnet Prefix Length 24

On the Ready to Complete page click Finish.

VMware, Inc.

101



Deployment for Region B

Deploy the NSX Load Balancer in Region B

Deploy a load balancer for use by management applications connected to the application virtual network
Mgmt-xRegion01-VXLAN.

Procedure
1 Login to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

Under Inventories, click Networking Security.

In the Navigator, click NSX Edges.

Select 172.17.11.65 from the NSX Manager drop-down menu.
Click the Add icon to create a new NSX Edge.

o a A~ W0 N

On the Name and Description page, enter the following settings, and click Next.

Setting Value

Install Type Edge Services Gateway
Name LAXMGMT-LBO1
Deploy NSX Edge Selected

Enable High Availability Selected
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"

New NS¥ Edge (?) »
Y 1 Name and description Mame and description
2 Seftings — A
Install Type: (=) Edge Senices Gateway
3 Configure deployment
4 Configure interfaces
5 Defaultgat eflings () Logical (Distributed) Router
6 Firewall and HA
7 Ready . .
Mame; # | LAXMGMT-LEO1
Hostharme:
Description:
Tenant:
[] Deploy NSX Edge
[] Enable High Availability
Hext Cancel

7 On the Settings page, enter the following settings, and clickNext.

Setting

User Name

Password

Enable SSH access

Enable FIPS mode

Enable auto rule generation

Edge Control Level logging

VMware, Inc.

Value

admin
edge_admin_password
Selected

Deselected

Selected

INFO
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8 On the Configure Deployment page, perform the following configuration steps, and click Next.
a Select LAX01 from the Datacenter drop-down menu.
b Select the Large radio button to specify the Appliance Size.
¢ Click the Add icon, enter the following settings, and click OK.

Perform twice to add two NSX Edge appliances with the same settings.

Setting Value

Resource pool LAX01-Mgmt01

Datastore LAX01A-VSANO1-MGMTO1

Folder NSX51
New NS¥ Edge (Z) M
+ 1 Name and description Configure deployment
" 2 Settings

Datacenter: =~| LAXD1 |~

3 Configure deployment

4 Configure interfaces

Appliance Size:

5 Default gateway setings

6 Firewall and HA O Quad Large

7 Readyto complete NSX Edge Appliances
Rezource Fool Host Datastore Folder
LAMOT-Mgrtdl LAKOTA-VSANOT-MGEMT...
LAMOT-Myrmitl LAKOTA-VSANDT-MEMT...

Specifying a resource pool and datastore is mandatary for configuring the REX
Edge appliance.
Both the Edge Appliances are currently deployed on the same resources. It
is recommended to deploy them on different resource pools, hosts and
datastores.

Back Hext Cancel

9 On the Configure Interfaces page, click the Add icon to configure the OneArmLB interface, enter
the following settings, clickOK, and click Next.

Setting Value

Name OneArmLB

Type Internal

Connected To Mgmt-xRegion01-VXLAN
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Setting Value

Connectivity Status Connected

Primary IP Address 192.168.11.2

Subnet Prefix Length 24

MTU 9000

Send ICMP Redirect Selected

Add NSX Edge Interface (?)
wINIC#: 0
Name: % OneArmLB
Type: (e) Internal () Uplink
Connected To: Mgmt-xRegion01-VXLAN Change Remove
Connectivity Status:  (e) Connected () Disconnected
X Q, Filter

Primary IP Address Secondary IP Addresses Subnet Prefix Length
192.168.11.2 Q 24 (X
Comma separated lists of Secondary IP Addresses. Example: 1.1.1.4,1.1.1.2,1.1.1.3

MAC Addresses:

MTU:

Options:

Fence Parameters:

You can specify a MAC address or leave it hlank for auto generation. In case of HA,
two different MAC addresses are required.

9000

[C] Enable Proxy ARP [/] Send ICMP Redirect
Reverse Path Filter | Enabled | v ]

Example: ethernet0 filter1 .param1=1

[ ok ][ cancel ]

10 On the Default Gateway Settings page, enter the following settings and click Next.

Setting
Gateway IP
MTU

VMware, Inc.

Value
192.168.11.1
9000
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New NSX Edge ? »‘
v 1 Name and description Default gateway setings
v 2 Setlings
[] Configure Default Gateway
v 3 Configure deployment
v 4 Configure interfaces vNIC: % | OneArmLB v
Gateway IP: *192.168.11.1
b EACRG AL MTU: 9000
Lo v Admin Distance: |1
Back Next Cancel

11 On the Firewall and HA page, select the following settings and click Next.

Setting Value
Configure Firewall default policy Selected
Default Traffic Policy Accept
Logging Disable
vNIC any
Declare Dead Time 15

12 On the Ready to Complete page, review the configuration settings you entered and clickFinish.

13 Enable HA logging.

a Inthe Navigator, click NSX Edges.

b Select 172.17.11.65 from the NSX Manager drop-down menu.

¢ Double-click the device labeled LAXMGMT-LBO1.
d Click the Manage tab and click the Settings tab.

VMware, Inc.
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14

15

e Click Change in the HA Configuration window.

f  Select the Enable Logging checkbox and click OK.

Disconnect the Load Balancer after the deployment.

a Inthe Navigator, click NSX Edges.

b Select 172.17.11.65 from the NSX Manager drop-down menu.

¢ Double-click the LAXMGMT-LBO01 device.

d Click theManage tab and click the Settings tab.

e Click Interfaces, select the OneArmLB virtualized Network Interface Card (vNIC), and click Edit.
f Inthe Edit NSX Edge Interface dialog box, select Disconnected as Connectivity Status.
Enable the Load Balancer service.

a In the Navigator, click NSX Edges.

b Select 172.17.11.65 from the NSX Manager drop-down menu.

¢ Double-click the LAXMGMT-LBO01 device.

d Click the Manage tab and click the Load Balancer tab.

e Select Global Configuration and click Edit.

f Inthe Edit Load Balancer Global Configuration dialog box, select Enable Load Balancer and
click OK.

Deploy and Configure the Shared Edge and Compute
Cluster Components Region B

Deploy and configure the shared edge and compute cluster components.

Procedure

1

Deploy the Compute vCenter Server Instance in Region B

You can now install the vCenter Server appliance and add the license.

Add New vCenter Server Licenses in Region B

(Optional) If a license was not assigned during deployment of the Management vCenter Server and
ESXi hosts, you may add new licenses for this vCenter Server instance if needed.

Add the Shared Edge and Compute vCenter to the vCenter Servers VM Group in Region B

After the vCenter Server for the Shared Edge and Computer cluster is deployed, you add it to the
vCenter Server VM Group.

Exclude the Compute vCenter Server from the Distributed Firewall in Region B

Exclude vCenter Server from all of your distributed firewall rules. This ensures that network access
between vCenter Server and NSX is not blocked.
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10

11

Configure the Shared Edge and Compute Cluster in Region B

After you deploy the Compute vCenter Server, you must create and configure the shared edge and
compute cluster.

Create a vSphere Distributed Switch for the Shared Edge and Compute Cluster in Region B

After all ESXi hosts have been added to the cluster, create a vSphere Distributed Switch.

Enable vSphere HA on the Shared Edge and Compute Cluster in Region B

Before creating the host profile for the shared edge and compute cluster enable vSphere HA.

Change Advanced Options on the ESXi Hosts in the Shared Edge and Compute Cluster in Region B
Change the default ESX Admins group to achieve greater levels of security by removing a known
administrative access point.

Mount NFS Storage for the Shared Edge and Compute Cluster in Region B

You must mount an NFS datastore for the content library consumed by vRealize Automation for
virtual machine provisioning.

Create and Apply the Host Profile for the Shared Edge and Compute Cluster in Region B

Host Profiles ensure all hosts in the cluster have the same configuration.

Configure Lockdown Mode on All ESXi Hosts in Region B

To increase security of your ESXi hosts, you put them in Lockdown mode, so that administrative
operations can be performed only from vCenter Server.

Deploy the Compute vCenter Server Instance in Region B

You can now install the vCenter Server appliance and add the license.

Procedure

1

Start the vCenter Server Appliance Deployment wizard.

a Browse to the vCenter Server Appliance ISO file.

b Open the <dvd-drive>:\vcsa-ui-installer\win32\Installer application file.
Install - Stage 1: Complete the vCenter Server Appliance Deployment wizard.

a Click Install to start the installation.

b Click Next on the Introduction page.

¢ Onthe End User License Agreement page, select the | accept the terms of the license
agreement check box and click Next.

d On the Select deployment Type page, select the vCenter Server (Requires External Platform
Services Controller) radio button and click Next.
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e On the Appliance deployment target page, enter the following settings and click Next.

Setting

ESXi host or vCenter Server name
HTTPS port

User name

Password

Value
mgmt01vc51.lax01.rainpole.local
443
administrator@vsphere.local

vsphere_admin_password

f In the Certificate Warning dialog box, click Yes to accept the host certificate.

g On the Select folder page choose MGMT51.

h  On the Select compute resource page choose the LAX01-Mgmt01 cluster.

i Onthe Set up appliance VM page, enter the following settings and click Next.

Setting
Appliance name
OS password

Confirm OS password

Value
comp01vc51
compvc_root_password

compvc_root_password

j  Onthe Select deployment size page, select Large vCenter Server and click Next.

k  On the Select datastore page, select the LAX01A-VSANO01-MGMTO01 datastore, select the
Enable Thin Disk Mode check box, and click Next.

I On the Configure network settings page, enter the following settings and click Next.

Setting

Network

IP version

IP assignment

System name

IP address

Subnet mask or prefix length
Default gateway

DNS servers

Value

vDS-Mgmt-Management

IPv4

Static
comp01vc51.lax01.rainpole.local
172.17.11.64

255.255.255.0

172.17.11.253
172.17.11.5,172.17.11.4

m On the Ready to complete stage 1 page, review the configuration and click Finish to start the

deployment.

n Once the deployment completes, click Continue to proceed to stage 2 of the installation.
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3 Install - Stage 2: Complete the Set Up vCenter Server Appliance wizard.

a

b

Click Next on the Introduction page.

On the Appliance configuration page, enter the following settings and click Next.

Setting Value

Time Synchronization mode Synchronize time with NTP servers
NTP servers (comma-separated list) ntp.lax01.rainpole.local

SSH access Enabled

On the SSO configuration page, enter the following settings and click Next.

Setting Value

Platform Services Controller lax01psc51.lax01.rainpole.local
HTTPS port 443

SSO domain name vsphere.local

SSO password sso_password

On the Ready to complete page, review the configuration and click Finish.

Click OK on the Warning.

Add New vCenter Server Licenses in Region B

(Optional) If a license was not assigned during deployment of the Management vCenter Server and ESXi
hosts, you may add new licenses for this vCenter Server instance if needed.

Procedure

1 Log in to the Management vCenter Server by using the vSphere Web Client.

a

a A WO DN

Open a Web browser and go
to https://mgmt0lvc51.1lax01.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

Click the Home icon above the Navigator and choose the Administration menu item.
On the Administration page, click Licenses and click the Licenses tab.
Click the Create New Licenses icon to add license keys.

On the Enter license keys page, enter license keys for vCenter Server and ESXi, one per line, and

click Next.

6 On the Edit license name page, enter a descriptive name for each license key, and click Next.
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7 On the Ready to complete page, review your entries, and click Finish.
8 Assign the newly added licenses to the respective assets.
a Click the Assets tab.
b Select the vCenter Server instance, and click the Assign License icon.

¢ Select the vCenter Server license that you entered in the previous step and click OK.

Add the Shared Edge and Compute vCenter to the vCenter
Servers VM Group in Region B

After the vCenter Server for the Shared Edge and Computer cluster is deployed, you add it to the vCenter
Server VM Group.

Add comp01vc51 to the vCenter Servers VM Group.

Procedure
1 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1ax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 In the Navigator, select Hosts and Clusters and expand the mgmt01vc01.lax01.rainpole.local
tree.

Select the LAX01-Mgmt01 cluster and click Configure.

A~

On the Configure page, click VM/Host Groups.
On the VM/Host Groups page, select the vCenter Servers VM Group.
Under VM/Host Group Members, click the Edit button.

In the Add Group Member dialog, select comp01vc51 and click OK.

0 N o O

In the Navigator, select Hosts and Clusters and expand the mgmt01vc51.lax01.rainpole.local
tree.

Exclude the Compute vCenter Server from the Distributed Firewall
in Region B

Exclude vCenter Server from all of your distributed firewall rules. This ensures that network access
between vCenter Server and NSX is not blocked.
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Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt0lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

In the Navigator, click Networking & Security.
Click NSX Managers and select the 172.17.11.65 instance.
Click Manage and then click Exclusion List.

Click the Add button.

o a A~ W DN

Add comp01vc51 to the Selected Objects list, and click OK.

Configure the Shared Edge and Compute Cluster in Region B

After you deploy the Compute vCenter Server, you must create and configure the shared edge and
compute cluster.

To create and configure the shared edge and compute cluster you perform the following procedures:
m  Create the cluster.

= Configure DRS.

= Add the hosts to the cluster.

=  Add the hosts to the active directory domain.

= Create Resource Pools.

Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt0lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password
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2 Create a Datacenter object.

a
b

C

In the Navigator, click Hosts and Clusters.
Right-click the comp01vc51.lax01.rainpole.local instance, and select New Datacenter.

In the New Datacenter dialog box, enter LAX01 as name, and click OK.

3 Create the shared edge and compute cluster.

a

b

Right-click the LAX01 datacenter and click New Cluster.

In the New Cluster wizard, enter the following values, and click OK.

Setting Value
Name LAX01-Comp01
DRS Turn ON Selected

Other DRS options  Default values

vSphere HA  Turn ON Deselected
EVC Set EVC mode to the lowest available setting supported for the hosts in the cluster
vSAN Turn ON Deselected
L) New Custer i
~ DR MT ’
: . - Fully automated -
figration Thre d Consenalhe = Aggressie
v ¥Sphers HA [] Tum
+ EVC IntelS Haswell” Generabon b
¢ Virual SAN [] fum ON

s
L

OK : Cance

4 Add a host to the shared edge and compute cluster.

a

b

Right-click the LAX01-Comp01 cluster, and click Add Host.

On the Name and location page, enter comp0lesx51.1ax01.rainpole.local in the Host
name or IP address text box, and click Next.

On the Connection settings page, enter the following credentials, and click Next.

Setting Value
User name root
Password esxi_root_user_password
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h

In the Security Alert dialog box, click Yes.
On the Host summary page, review the host information and click Next.

On the Assign license page, select the ESXi license key, that you entered during the vCenter
Server deployment, and click Next.

On the Lockdown mode page, click Next.
On the Resource pool page, click Next.

On the Ready to complete page, review your entries and click Finish.

5 Repeat the previous step to add the remaining hosts to the cluster.

Setting Value

Host 2 comp01esx52.lax01.rainpole.local

Host 3 comp01esx53.1ax01.rainpole.local

Host 4 comp01esx54.lax01.rainpole.local

6 Add an ESXi host to the active directory domain.

a

In the Navigator, click Hosts and Clusters and expand the entire
comp01vc51.lax01.rainpole.local tree.

Select the comp01esx51.1ax01.rainpole.local host.
Click the Configure tab.

Under System, select Authentication Services.

VMware, Inc.
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e

f

In the Authentication Services panel, click the Join Domain button.

In the Join Domain dialog box, enter the following settings and click OK.

Setting Value
Domain lax01.rainpole.local
User name ad_admin_acct@lax01.rainpole.local

Password ad_admin_lax_password

[F Join Domain (Z) W

Domain Settings

Diarmain |Ia}{D1 srainpale local |

(=) Using credentials

Lser name |ad_admin_acct@la}{01 srainpale lacal |

Password I"""‘"‘""‘* I

() Using proxy server

IF address

[ 0K ][ Cancel ]

7 Set the Active Directory Service to Start and stop with host.

a

In the Navigator, click Hosts and Clusters and expand the entire
compO01vc51.lax01.rainpole.local tree.

Select the comp01esx51.lax01.rainpole.local host.
Click the Configure tab.
Under System, select Security Profile.

Click the Edit button next to Services.

Select the Active Directory service and change the Startup Policy to Start and stop with host

and click OK.
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8 Configure a resource pool for the shared edge and compute cluster.
a Right-click the LAX01-Comp01 cluster and select New Resource Pool.

b Inthe New Resource Pool dialog box, enter the following values and click OK.

Setting Value

Name SDDC-EdgeRP51
CPU-Shares High
CPU-Reservation 0

CPU-Reservation Type Expandable selected

CPU-Limit Unlimited
Memory-Shares Normal
Memory-Reservation 16 GB

Memory-Reservation type Expandable selected

Memory-Limit Unlimited

9 Repeat step Step 8 to add two more additional resource pools.

Setting Resource Pool 2 Resource Pool 3
Name User-EdgeRP51 User-VMRP51
CPU-Shares Normal Normal
CPU-Reservation 0 0

CPU-Reservation Type Expandable selected Expandable selected
CPU-Limit Unlimited Unlimited
Memory-Shares Normal Normal
Memory-Reservation 0 0

Memory-Reservation type Expandable selected Expandable selected

Memory-Limit Unlimited Unlimited

Create a vSphere Distributed Switch for the Shared Edge and
Compute Cluster in Region B

After all ESXi hosts have been added to the cluster, create a vSphere Distributed Switch.
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Procedure

1 Log in to the Compute vCenter Server by using the vSphere Web Client.

a

Open a Web browser and go
to https://comp0lvc51.1lax01.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Create a vSphere Distributed Switch for the shared edge and compute cluster.

a

f

In the Navigator, click Networking and expand the lax01w01vc01.lax01.rainpole.local control
tree.

Right-click the lax01-w01dc datacenter and select Distributed Switch > New Distributed
Switch to start the New Distributed Switch wizard.

On the Name and location page, enter Lax01-w01-vds01 as the name, and click Next.

On the Select version page, ensure the Distributed switch version - 6.5.0 radio button is
selected, and click Next.

On the Edit settings page, enter the following values and click Next.

Setting Value
Number of uplinks 2
Network I/O Control Enabled

Create a default port group Deselected

On the Ready to complete page, review your entries and click Finish.

3 Edit the settings of the lax01-w01-vds01 distributed switch.

a
b

Cc
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Right-click the lax01-w01-vds01 distributed switch and select Settings > Edit Settings.
Click the Advanced tab.
Enter 9000 as MTU (Bytes) value and click OK.
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4  Create new port groups in the lax01-w01-vds01 distributed switch.

a Right-click the lax01-w01-vds01 distributed switch, and select Distributed Port Group > New
Distributed Port Group.
b Create port groups with the following settings, and click Next.
Port Group Name Port Binding VLAN Type VLANID
lax01-w01-vds01-management ~ Static binding VLAN 1731
lax01-w01-vds01-vmotion Static binding VLAN 1732
lax01-w01-vds01-vsan Static binding VLAN 1733
lax01-w01-vds01-nfs Static binding VLAN 1725
lax01-w01-vds01-uplink01 Static binding  VLAN 1735
lax01-w01-vds01-uplink02 Static binding  VLAN 2721
Note You create the VXLAN port group at a later time during the configuration of NSX Manager.
[ 2., New Distributed Port Group ? »‘
+ 1 Select name and location Configure settings
Setgeneral properties of the new port group.
3 Ready to complete . " "
Port binding: Static binding | *
Port allocation: Elastic | * )
0 Elastic port groups automatically increase or decrease the number of ports as needed.
Number of ports: 8 :
Network resource pool (default) B
VLAN
VLAN type: VLAN v
VLAN ID: (1731 =
Advanced
D Customize default policies configuration
Back Next Cancel
¢ On the Ready to complete page, review your entries and click Finish.
d Repeat this step for each port group.
5 Change Port Groups to use the Route Based on Physical NIC load teaming algorithm.
a Right-click the lax01-w01-vds01 distributed switch and select Distributed Port Groups >
Manage Distributed Port Groups.
b Select Teaming and failover and click Next.
¢ Click the Select Distributed Port Groups button, add all port groups and click Next.
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d

e

Select Route based on physical NIC load under Load Balancing and click Next.

Click Finish.

6 Connect the ESXi host, lax01w01esx01.lax01.rainpole.local, to the lax01-w01-vds01 distributed
switch by migrating its VMkernel and virtual machine network adapters.

a

b

h

Right-click the lax01-w01-vds01 distributed switch and click Add and Manage Hosts.

On the Select task page, select Add hosts and click Next.

On the Select hosts page, click New hosts.

In the Select new hosts dialog box, select lax01w01esx01.lax01.rainpole.local, and click OK.
On the Select hosts page, click Next.

On the Select network adapter tasks page, ensure both Manage physical adapters and
Manage VMkernel adapters check boxes are checked and click Next.

On the Manage physical network adapters page, click vmnic1, and click Assign uplink.
In the Select an Uplink for vmnic1 dialog box, select Uplink 1 and click OK.

On the Manage physical network adapters page click Next.

7 Configure the VMkernel network adapters by editing the existing adapter and adding new adapters as

needed.

a On the Manage VMkernel network adapters page, click vmkO0, and click Assign port group.

b Select lax01-w01-vds01-management and click OK.

¢ On the Manage VMkernel network adapters page, click On this switch and click New adapter.

d Onthe Add Networking page, select Select an existing network, browse to select the lax01-
w01-vds01-nfs port group, click OK, and click Next.

e On the Port properties page click Next.

f Under IPv4 settings, select Use static IPv4 settings, enter the IP address 172.17.25.101,
enter the subnet 255.255.255.0, and click Next.

g Click Finish.

h  On the Analyze impact page, click Next.

On the Ready to complete page, review your entries and click Finish.

8 Create the vMotion VMkernel adapter.

a

In the Navigator, click Host and Clusters and expand the lax01w01vc01.lax01.rainpole.local
tree.

Click on lax01w01esx01.lax01.rainpole.local.
Click the Configure tab then select VMkernel adapters.

Click the Add host networking icon and select VMkernel Network Adapter and click Next.
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e On the Add Networking page, select Select an existing network, browse to select the lax01-
w01-vds01-vmotion port group, click OK, and click Next.

f  On the Port properties page, select vMotion from the TCP/IP Stack drop-down and click Next.

g Under IPv4 settings, select Use static IPv4 settings, enter the IP address 172.17.32.101,
enter the subnet 255.255.255.0, and click Next.

h  Click Finish.
9 Configure the MTU on the vMotion VMkernel adapter.
a Select the vMotion VMkernel adapter created in the previous step, and click Edit Settings.
b Click the NIC Settings page.
¢ Enter 9000 for the MTU value and click OK.
10 Configure the vMotion TCP/IP stack.
a Click TCP/IP configuration.
b  Select vMotion and click the edit icon.
¢ Click Routing and enter 172.17.32.253 for the default gateway address, and click OK.

11 Define Network I/O Control shares for the different traffic types on the lax01-w01-vds01 distributed
switch.

a Inthe Navigator, click Networking, and click the lax01-w01dc datacenter.
b Click the lax01-w01-vds01 distributed switch.
¢ Click the Configure tab and click Resource Allocation > System traffic.

d Under System Traffic, edit each of the following traffic types with the values from the table.

Traffic Types Shares
vSAN Traffic Low
NFS Traffic Low
vMotion Traffic Low
vSphere Replication Traffic Low
Management Traffic Normal

vSphere Data Protection Backup Traffic Low

Virtual Machine Traffic High
Fault Tolerance Traffic Low
iSCSI Traffic Low

12 Migrate the last physical adapter from the standard switch to the lax01-w01-vds01 distributed switch.
a Inthe Navigator, click Networking and expand the lax01-w01dc datacenter.

b Right-click the lax01-w01-vds01 distributed switch and select Add and Manage hosts.
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On the Select task page, select Manage host networking and click Next.

On the Select hosts page, click Attached hosts.

In the Select member hosts dialog box, select lax01w01esx01.lax01.rainpole.local and click

OK.
On the Select hosts page, click Next.

On the Select network adapter tasks page, select Manage Physical adapters only and
click Next.

On the Manage physical network adapters page, under lax01w01esx01.lax01.rainpole.local,

select vmnic0, and click Assign uplink.
In the Select an Uplink dialog box, select Uplink 2 and click OK.
On the Analyze Impact page, click Next.

On the Ready to complete page, click Finish.

13 Enable vSphere Distributed Switch Health Check.

In the Navigator, click Networking and expand the lax01-w01dc datacenter.
Select the lax01-w01-vds01 distributed switch and click the Configure tab.
In the Navigator select Health check and click the Edit button.

Select Enabled for VLAN and MTU and Teaming and failover and click OK.

14 Delete the vSphere Standard Switch.

a

In the Navigator, click on Hosts and Clusters and expand the
lax01w01vc01.lax01.rainpole.local tree.

Click on lax01w01esx01.lax01.rainpole.local and then click on Configure.
On the Configure page select Virtual Switches.

On the Virtual Switches page, select vSwitch0 and then click the Remove selected switch
button.

In the Remove Standard Switch dialog box, click Yes.

Enable vSphere HA on the Shared Edge and Compute Cluster in
Region B

Before creating the host profile for the shared edge and compute cluster enable vSphere HA.
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Procedure

1

o a A~ W

7

Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go

to https://mgmt0lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value

User name

Password

In the Navigator, click Hosts and Clusters.

a Expand the comp01vc51.lax01.rainpole.local inventory.

b Select the LAX01-Comp01 cluster.

Click the Configure tab and click vSphere Availability.

Click Edit.

In the Edit Cluster Settings dialog box, select the Turn on vSphere HA check box.

administrator@vsphere.local

vsphere_admin_password

In the Edit Cluster Settings dialog box, under Failures and Responses, select the following values.

Setting Value
Enable Host Monitoring Selected

Host Failure Response Restart VM's

Response for Host Isolation  Power off and restart VM's

Datastore with PDL Disabled
Datastore with APD Disabled

VM Monitoring VM Monitoring Only

B LAXO1.Compo1 - EditCluster Settings

vsphere DRS

Restart W

Power offand restart W

Disabled

Disabled

VM Monitoring Only

Click Admission Control.

VMware, Inc.

oK

are supported: host

122



Deployment for Region B

8 Under the Admission Control settings, enter the following settings.

Setting Value

Host failures cluster tolerates 1

Define host failover capacity by Cluster resource percentage
Override calculated failover capacity Deselected

Performance degradation VMs tolerate  100%

cccccc

9 Click OK.

Change Advanced Options on the ESXi Hosts in the Shared Edge
and Compute Cluster in Region B

Change the default ESX Admins group to achieve greater levels of security by removing a known
administrative access point.

Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1ax01. rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Change the default ESX Admins group.
a Inthe Navigator, click Hosts and Clusters.

b Expand the comp01vc51.lax01.rainpole.local vCenter inventory tree, and select
the comp01esx51.1ax01.rainpole.local host.

¢ Click the Configure tab and under System, click Advanced System Settings.

d Click the Edit button.
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e In the filter box, enter esxAdmins and wait for the search results.

f  Change the value of Config.HostAgent.plugins.hostsvc.esxAdminsGroup to SDDC-Admins
and click OK.

3 Disable the SSH warning banner.
a Inthe Navigator, click Hosts and Clusters.

b Expand the comp01vc51.lax01.rainpole.local vCenter inventory tree, and select
the comp01esx51.1ax01.rainpole.local host.

¢ Click the Configure tab and under System, click Advanced System Settings.
d Click the Edit button.
e Inthe filter box, enter ssh and wait for the search results.

f  Change the value of UserVars.SuppressShellWarning to 1 and click OK.

Mount NFS Storage for the Shared Edge and Compute Cluster in
Region B

You must mount an NFS datastore for the content library consumed by vRealize Automation for virtual
machine provisioning.

Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1ax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

In the Navigator, click Hosts and Clusters and expand the comp01vc51.1ax01.rainpole.local.
Click on comp01esx51.lax01.rainpole.local.

Click on the Datastores tab.

a A WO D

Click the Create a New Datastore icon.

The New Datastore wizard opens.

6 On the Type page, select NFS and click Next.

7 On the NFS version page, select NFS 3 and click Next.
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8 On the Name and configuration page, enter the following datastore information and click Next.

Setting Value
Datastore Name LAX01A-NFS01-VRALIBO1
Folder /V2D_vRA_ComputeB_1TB

server 172.17.25.251

9 On the Ready to complete page, review the configuration and click Finish.

Create and Apply the Host Profile for the Shared Edge and
Compute Cluster in Region B

Host Profiles ensure all hosts in the cluster have the same configuration.

Procedure
1 Log in to the Compute vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://comp0lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Create a Host Profile from comp0lesx51.1ax01.rainpole.local

a Inthe Navigator select Hosts and Clusters and expand the comp01vc51.lax01.rainpole.local
tree.

b Right Click the ESXi host comp01esx51.lax01.rainpole.local and choose Host Profiles >
Extract Host Profile.

¢ Inthe Extract Host Profile window enter LAX01-Comp01 for the Name and click Next.
d Inthe Ready to complete window click Finish.
3 Attach the Host Profile to the shared edge and compute cluster.

a Inthe Navigator select Hosts and Clusters and expand the comp01vc51.1ax01.rainpole.local
tree.

b Right Click on the LAX01-Comp01 cluster and choose Host Profiles > Attach Host Profile.

¢ Inthe Attach Host Profile window select the LAX01-Comp01 Host Profile, slect the Skip Host
Customization checkbox and click Finish.
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4 Create Host Customizations for the hosts in the shared edge and compute cluster.
a Inthe Navigator select Policies and Profiles.

b  Click on Host Profiles then right click on LAX01-Comp01 and choose Export Host
Customizations.

¢ Inthe dialog box click Save.
d Choose a file location to save the LAX071-Comp01_host_customizations.csv file.

e Open the LAX01-Comp01_host _customizations.csv in Excel.
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Edit the file using the following configuration value.

ESXi Host

comp01esx51.lax01.rainpole.local
comp01esx52.1ax01.rainpole.local
comp01esx53.lax01.rainpole.local

comp01esx54.lax01.rainpole.local

Active Directory
Configuration
Password

ad_admin_password
ad_admin_password
ad_admin_password

ad_admin_password

Active Directory Configuration
Username

ad_admin_acct@lax01.rainpole.local
ad_admin_acct@lax01.rainpole.local
ad_admin_acct@lax01.rainpole.local

ad_admin_acct@lax01.rainpole.local

NetStack Instance
defaultTcpipStack-

>DNS
configuration

Name for this host

comp01esx51
comp01esx52
comp01esx53

comp01esx54

ESXi Host

comp01esx51.lax01.rainpole.local
comp01esx52.lax01.rainpole.local
comp01esx53.1ax01.rainpole.local

comp01esx54.lax01.rainpole.local

Host virtual NIC vDS-Comp01:vDS-
Comp01-Management:management-
>|P address settings

IPv4 address
172.17.31.101
172.17.31.102
172.17.31.103

172.17.31.104

Host virtual NIC vDS-Comp01:vDS-
Comp01-Management:management-

>IP address settings
SubnetMask

255.255.255.0
255.255.255.0
255.255.255.0

255.255.255.0

ESXi Host

comp01esx51.lax01.rainpole.local
comp01esx52.lax01.rainpole.local
comp01esx53.lax01.rainpole.local

comp01esx54.lax01.rainpole.local

Host virtual NIC vDS-Comp01:vDS-
Comp01-NFS:<UNRESOLVED>->IP
address settings

IPv4 address
172.17.25.101
172.17.25.102
172.17.25.103

172.17.25.104

Host virtual NIC vDS-Comp01:vDS-

Comp01-Management:management->IP

address settings
SubnetMask

255.255.255.0
255.255.255.0
255.255.255.0

255.255.255.0

ESXi Host

comp01esx51.lax01.rainpole.local
comp01esx52.lax01.rainpole.local
comp01esx53.lax01.rainpole.local

comp01esx54.lax01.rainpole.local

Host virtual NIC vDS-Comp01:vDS-

Comp01-vMotion:vmotion->IP address

settings
IPv4 address

172.17.32.101
172.17.32.102
172.17.32.103

172.17.32.104

Once the file has been updated save it and close Excel.

Click the Configure tab.

Click the Edit Host Customizations button.
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Host virtual NIC vDS-Comp01:vDS-

Comp01-vMotion:vmotion->IP
address settings

SubnetMask

255.255.255.0
255.255.255.0
255.255.255.0

255.255.255.0
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j  Inthe Edit Host Customizaions window select all hosts and click Next.

k Click the Browse button to use a customization file, locate the LAX017-

Comp01_host _customizations.csv file saved earlier and select it and click Open then click
Finish.

5 Remediate the hosts in the shared edge and compute cluster
a Click the Monitor tab and click Compliance.

b Select LAX01-Comp01 and click the Check Host Profile Compliance button.

Fsraxorcomper 20 05 & @ B | (giActons »
Summary | Monitor | Configure Hoss
ssues | Scheduled Tasks [Complance

¢ Select comp01esx52.lax01.rainpole.local and click the Remediate host based on its host
profile button.

d Select comp01esx53.lax01.rainpole.local and click the Remediate host based on its host
profile button.

e Select comp01esx54.lax01.rainpole.local and click the Remediate host based on its host
profile button.

Note All hosts should now show a status of Compliant.

s LAX01Compdt | 10 [ 5 €5 Ee | g3 Actions v
Summary MonitorlConﬂgure Hosts

[ lssues | Scheduled Tasks | Cnmpliance]

Host/Cluster Host Complisnce Last Checked

+ [, LAX01-Comp01 W4 11/8/2016 10:00 PM
|‘_:.“\. comp0iesx51.lax0irainpole... | « Compliant 11/8/2016 10:00 PM
@ comp01esx52 lax0irainpole... | « Compliant 11/8/2016 10:00 PM
E\. comp0iesx53.lax0irainpole... | « Compliant 11/8/2016 10:00 PM
[3, comp0iesx54.ax01rainpole.. + Compliant 11/8/2016 10:00 PM
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6 Schedule nightly compliance checks.

a Onthe Policies and Profiles page, click LAX01-Comp01, click the Monitor tab, and then click
the Scheduled Tasks tab.

b Click Schedule a New Task then click Check Host Profile Compliance.

¢ Inthe Check Host Profile Compliance (scheduled) window click Scheduling Options.
d Enter LAX01-Comp01 Complance Check in the Task Name field.

e Click the Change button on the Configured Scheduler line.

f  Inthe Configure Scheduler window select Setup a recurring schedule for this action and

change the Start time to 10:00 PM and click OK.

g Click OK in the Check Host Profile Compliance (scheduled) window.

Configure Lockdown Mode on All ESXi Hosts in Region B

To increase security of your ESXi hosts, you put them in Lockdown mode, so that administrative

operations can be performed only from vCenter Server.

vSphere supports an Exception User list, which is for service accounts that have to log in to the host

directly. Accounts with administrator privileges that are on the Exception Users list can log in to the ESXi

Shell. In addition, these users can log in to a host's DCUI in normal lockdown mode and can exit

lockdown mode.

You repeat this procedure to enable normal lockdown mode for all hosts in the data center. The table

below lists all of the hosts.

Table 2-7. Hosts in the data center

Host

Management host 1

Management host 2

Management host 3

Management host 4

Shared Edge and Compute host 1
Shared Edge and Compute host 2
Shared Edge and Compute host 3

Shared Edge and Compute host 4
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FQDN

mgmt01esx51.lax01.rainpole.local
mgmt01esx52.1ax01.rainpole.local
mgmt01esx53.1ax01.rainpole.local
mgmt01esx54.lax01.rainpole.local
comp01esx51.lax01.rainpole.local
comp01esx52.lax01.rainpole.local
comp01esx53.l1ax01.rainpole.local

comp01esx54.1ax01.rainpole.local
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Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt0lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 In the Navigator, click Hosts and Clusters and expand the entire
comp01vc51.lax01.rainpole.local tree control.

Select the comp01esx51.lax01.rainpole.local host.

b W

Click Configure.
Under System, select Security Profile.
In the Lockdown Mode panel, click Edit.

In the Lockdown Mode dialog box, select the Normal radio button, and click OK.

0 N O O

Repeat the procedure to enable normal lockdown mode for all remaining hosts in the data center.

Note Lockdown Mode settings are not part of Host Profiles and must be manually enabled on all
hosts.

Deploy and Configure the Shared Edge and Compute
Cluster NSX Instance in Region B

Deploy and configure the NSX instance for the shared edge and compute cluster in Region B.

Procedure

1 Deploy the NSX Manager for the Shared Edge and Compute Cluster NSX Instance in Region B
You must first deploy the NSX Manager virtual appliance. After the NSX Manager is successfully
deployed you must connect it to the Compute vCenter Server instance.

2 Join the Shared Edge and Compute Cluster NSX Manager to the Primary NSX Instance in Region B
This validated design instructs that you join the secondary Shared Edge and Compute NSX instance
in Region B to the respective primary instance in Region A.

3 Prepare the ESXi Hosts in the Shared Edge and Compute Cluster for NSX in Region B
You must install the NSX kernel modules on the compute and edge clusters ESXi hosts to be able to
use NSX.

4 Configure the NSX Logical Network for the Shared Edge and Compute Cluster in Region B

After all deployment tasks are ready, configure the NSX logical network.
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5 Update the Host Profile for the Compute Cluster in Region B

After an authorized change is made to a host the Host Profile must be updated to reflect the
changes.

6 Configure NSX Dynamic Routing in the Shared Edge and Compute Cluster in Region B

NSX for vSphere creates a network virtualization layer on top of which all virtual networks are
created. This layer is an abstraction between the physical and virtual networks.

7 Test the Shared Edge and Compute Cluster NSX Configuration in Region B

Test the configuration of the NSX logical network.

8 Test the Shared Edge and Compute Clusters Routing Failover

After the clusters are fully configured in Region A and Region B, verify that the network connectivity
between them works as expected.

Deploy the NSX Manager for the Shared Edge and Compute
Cluster NSX Instance in Region B

You must first deploy the NSX Manager virtual appliance. After the NSX Manager is successfully
deployed you must connect it to the Compute vCenter Server instance.

Procedure
1 Login to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Open the Deploy OVF Template wizard.
a Inthe Navigator, expand the entire mgmt01vc51.lax01.rainpole.local tree.
b Right-click the LAX01-Mgmt01 cluster, and click Deploy OVF Template.
3 Use the Deploy OVF Template wizard to deploy the NSX Manager virtual appliance.

a On the Select Source page, click the Browse button, select the VMware NSX Manager .ova fi
and click Next.

b On the Select Name and location page, enter the following settings, and click Next.

Setting Value
Name comp01nsxm51

Folder or Datacenter NSX51
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¢ On the Select Resource page, select the following values, and click Next.

Setting Value
Datacenter LAXO1

Cluster LAX01-Mgmt01

d On the Review Details page, select the Accept extra configuration option check box, and click
Next.

e Onthe Accept License Agreements page, click Accept, and click Next.

f  On the Select Storage page, enter the following settings and click Next.

Setting Value
VM Storage Policy vSAN Default Storage Policy

Datastore LAX01A-VSANO1-MGMTO1

g On the Setup Networks page, under Destination, select vDS-Mgmt-Management, and
click Next.

h  On the Customize Template page, expand the different options, enter the following settings, and

click Next.

Setting Value

DNS Server List 172.17.11.5,172.17.11.4

Domain Search List lax01.rainpole.local

Default IPv4 Gateway 172.17.11.253

Hostname comp01nsxm51.lax01.rainpole.local

Network 1 IPv4 Address 172.17.11.66

Network 1 Netmask 255.255.255.0

Enable SSH Selected

NTP Server List = ntp.lax01.rainpole.local
= ntp.sfoO1.rainpole.local

CLI "admin" User Password / enter compnsx_admin_password

CLI "admin" User Password / confirm compnsx_admin_password

CLI Privilege Mode Password / enter compnsx_privilege_password

CLI Privilege Mode Password / confirm  compnsx_privilege_password
i Onthe Ready to Complete page click Finish.

i Inthe Navigator, expand the mgmt01vc51.lax01.rainpole.local control tree, select the
comp01nsxm51 virtual machine, and click the Power on button.
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4 Connect the NSX Manager to the Compute vCenter Server.

a

b

j

Open a Web browser and go to https://comp®lnsxm51.1lax01.rainpole.local.

Log in using the following credentials.

Setting Value

User name admin

Password compnsx_admin_password

Click Manage vCenter Registration.

Under Lookup Service, click the Edit button.

In the Lookup Service dialog box, enter the following settings and click OK.

Setting Value
Lookup Service IP lax01psc51.lax01.rainpole.local
Lookup Service Port 443

SSO Administrator User Name  administrator@vsphere.local
Password vsphere_admin_password
In the Trust Certificate? dialog box, click Yes.
Under vCenter Server, click the Edit button.

In the vCenter Server dialog box, enter the following settings and click OK.

Setting Value
vCenter Server comp01vc51.lax01.rainpole.local
vCenter User Name svc-nsxmanager@rainpole.local

Password sve-nsxmanager_password

In the Trust Certificate? dialog box, click Yes.

Wait until the Status indicators for the Lookup Service and vCenter Server change to Connected.

5 Log out from the vCenter Server session in the vSphere Web Client.

6 Log in to vCenter Server by using the vSphere Web Client.

a

Open a Web browser and go to
https://mgmt@lvc51.1lax01.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name  svc-nsxmanager@rainpole.local

Password svec-nsxmanager_password
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7 Assign the administrator@vsphere.local account access to NSX.
a Inthe Navigator, click Network & Security.
b Select NSX Managers.
¢ Select172.17.11.66 from the tree.
d Click the Manage tab and click Users.
e Click the Add icon.

f Inthe Assign Role dialog box enter administrator@vsphere.local and click Next.

Assign Role o
1 Identify User Identify User
Selecta vCenter user or group to assign role.
2 SelectRoles

«) Specify a vCenter user

User: | administrator@vsphere.locall

User can log on with the credentials maintained at vCenter.
(ex: test@vsphere.local or test@domain.com)

_) Specify a vCenter group

Next Cancel
g Click Enterprise Administrator and click Finish.
7 Assign Role 20
+ 1 IdentifyUser SelectRoles
Select NSXrole for user.
o 2 seeciroes ]
) Auditor

Security Administrator
NSX Administrator
Enterprise Administrator

Description:

Users in this role can perform all tasks related to deployment and configuration of
NSX products and administration of this NSX Manager instance.

Back Finish Cancel
8 Log out from the vCenter Server session in the vSphere Web Client.

Join the Shared Edge and Compute Cluster NSX Manager to the
Primary NSX Instance in Region B

This validated design instructs that you join the secondary Shared Edge and Compute NSX instance in
Region B to the respective primary instance in Region A.
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Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt0lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Assign the secondary role to the shared edge and compute NSX Manager in Region B.
a Under Inventories, click Networking & Security.
b In the Navigator, click Installation.
¢ On the Management tab, select the 172.16.11.66 instance.
d Select Actions > Add Secondary NSX Manager.
e Inthe Add Secondary NSX Manager dialog box, enter the following settings and click OK.

Setting Value

NSX Manager 172.17.11.66

User name admin

Password mgmtnsx_admin_password

Confirm Password mgmtnsx_admin_password

172.16.11.66 - Add Secondary NSX Manager >
MNSX Manager: %*|172.17.11.66 '.
User Name: = | admin
Password: e | HERRRRRE
Confirm password; s| wrerree
. OK | Cancel

f Inthe Trust Certificate confirmation dialog box, click Yes.

Prepare the ESXi Hosts in the Shared Edge and Compute Cluster
for NSX in Region B

You must install the NSX kernel modules on the compute and edge clusters ESXi hosts to be able to use

NSX.
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Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt0lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Install the NSX kernel modules on the shared edge and compute cluster ESXi hosts.

a Inthe Navigator, click Networking & Security, click Installation, and click the Host
Preparation tab.

b Change the NSX Manager that you edit to 172.17.11.66.

¢ Under Installation Status, click Install for the LAX01-CompO01 cluster and click Yes in the
confirmation dialog box.

3 \Verify that the Installation Status column shows the NSX version for all hosts in the cluster to
confirm that NSX kernel modules are successfully installed.

Configure the NSX Logical Network for the Shared Edge and
Compute Cluster in Region B

After all deployment tasks are ready, configure the NSX logical network.
Complete this process in three main steps:

= Configure the Segment ID allocation.

= Configure the VXLAN networking.

m  Add cluster to the universal transport zone.

Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1lax01. rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password
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2 Configure the Segment ID allocation.
a Inthe Navigator, click Networking & Security.
b Click Installation, click Logical Network Preparation, and click Segment ID.
¢ Select172.17.11.66 from the NSX Manager drop-down menu.
d Click Edit, enter the following settings, and click OK.

Setting Value
Segment ID pool 10000-14000
Enable Multicast addressing  Selected
Multicast addresses 239.6.0.0-239.6.255.255
3 Configure the VXLAN networking.
a Click the Host Preparation tab.

b Under VXLAN, click Not Configured on the LAX01-Comp01 row, enter the following settings,

and click OK.

Setting Value

Switch vDS-Comp01
VLAN 1734

MTU 9000

VMKNic IP Addressing Use DHCP
VMKNic Teaming Policy Load Balance - SRCID

VTEP 2
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4  Configure the Universal transport zone.
a Inthe Navigator, click the Logical Network Preparation tab and click Transport Zones.

b Select the Comp Universal Transport Zone and select Connect Clusters from the Actions
menu.

¢ Inthe Connect Clusters dialog box, select the LAX01-Comp01 cluster and click OK.

" ~

E= Connect Clusters 2w

Marme:

Select clusters that will be part of the Transport Zone

Mame MNE wSwitch Status

M P Lax01-Compo &= vDE-Comp @ Mormal

oK ][ Cancel
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5 Configure the Global transport zone.
a Inthe Navigator, click the Logical Network Preparation tab and click Transport Zones.

b Click the Add New Transport zone icon, enter the following settings, and click OK.

Setting Value
Name Comp Global Transport Zone
Replication mode Hybrid

Select clusters part of the Transport Zone  LAX01-Comp01
Instafiation
Management HostPreparation | Logical Network Preparation | Service Deployments
NSXManager. | 172.17.11.66 (Role: Secondary) |+

VXLAN Transpor | Segment ID | Transport Zones

+ 99 & 8§ Actions ~

Nama 1 a|Dascintion Seape Coniral Plans Mods °00 Mods Logical Swiches

== Comp Global Transport Zone Giobal Hybrid @ Disabled 0
E Comp Universal Transport Z Universal Hybrid @ Disabled 1

Update the Host Profile for the Compute Cluster in Region B
After an authorized change is made to a host the Host Profile must be updated to reflect the changes.

Procedure
1 Login to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Update the Host Profile for the management cluster.
a In the Navigator select Policies and Profiles.
b  Click on Host Profiles then right click on LAX01-Comp01 and select Copy settings from Host.

¢ Select comp01esx51.lax01.rainpole.local and click OK.
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3 Verify compliance for the hosts in the management cluster.
a Click the Monitor tab and click Compliance.
b Select LAX01-Comp01 and click the Check Host Profile Compliance button.
All hosts should show the status Compliant

V@jLAXOi—Compoi ¥ b G Bz | 83Acons v

Summary | Monitor | Configure Hosts

Issues | Scheduled Tasks Compliance}

Host/Cluster Host Compliance Last Checked

~ [ LAX01-Comp01 v 4 11/16/2016 10:00 PM
@3 comp01esx51.lax01.rainpole + Compliant 11/16/2016 10:00 PM
@ comp01esx52.lax01.rainpole... + Compliant 11/16/2016 10:00 PM
@ comp01esx53.1ax01.rainpole... + Compliant 11/16/2016 10:00 PM
@ compO1esx54.lax01.rainpole... + Compliant 11/16/2016 10:00 PM

Configure NSX Dynamic Routing in the Shared Edge and Compute
Cluster in Region B

NSX for vSphere creates a network virtualization layer on top of which all virtual networks are created.
This layer is an abstraction between the physical and virtual networks.

You configure NSX dynamic routing within the management cluster, deploying two NSX Edge devices and
configure a Universal Distributed Logical Router (UDLR).

Procedure

1 Create Logical Switches in the Shared Edge and Compute Cluster in Region B
Create a global trasit logical switch for use as the transit network in the cluster.

2 Deploy NSX Edge Devices for North-South Routing in the Shared Edge and Compute Cluster in
Region B
Deploy NSX Edge Devices for North-South routing in the shared edge and compute cluster.

3 Disable the Firewall Service in the Shared Edge and Compute Cluster in Region B

Disable the firewall of the two NSX Edge services gateways.

4 Enable and Configure Routing in the Shared Edge and Compute Cluster in Region B
Enable theBorderGatewayProtocol (BGP) to exchange routing information between the NSX Edge
services gateways.

5 Verify Peering of Upstream Switches and Establishment of BGP in Shared Edge and Compute
Cluster in Region B

The NSX Edge devices need to establish a connection to each of its upstream BGP switches before
BGP updates can be exchanged. Verify that the NSX Edges devices are successfully peering, and
that BGP routing has been established.
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6 Configure Universal Distributed Logical Router for Dynamic Routing in the Shared Edge and
Compute Cluster in Region B

Configure the universal distributed logical router (UDLR) in the shared edge and compute cluster to
use dynamic routing.

7 Verify Establishment of BGP for the Universal Distributed Logical Router in the Shared Edge and
Compute Cluster in Region B
The universal distributed logical router (UDLR) needs to establish a connection to Edge Services
Gateway before BGP updates can be exchanged. Verify that the UDLR is successfully peering, and
that BGP routing has been established.

8 Deploy the Distributed Logical Router in the Shared Edge and Compute Cluster in Region B
Deploy the distributed logical routers (DLR).

9 Configure Distributed Logical Router for Dynamic Routing in Shared Edge and Compute Cluster in
Region B
Configure the distributed logical router (DLR) in the shared edge and compute cluster to use
dynamic routing.

10 Verify Establishment of BGP for the Distributed Logical Router in the Shared Edge and Compute
Cluster in Region B

The distributed logical router (DLR) needs to establish a connection to Edge Services Gateway
before BGP updates can be exchanged. Verify that the DLR is successfully peering, and that BGP
routing has been established.

Create Logical Switches in the Shared Edge and Compute Cluster in Region B
Create a global trasit logical switch for use as the transit network in the cluster.

Procedure

1 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Under Inventories, click Networking & Security.
3 Inthe Navigator, click Logical Switches.

4 Select 172.17.11.66 from the NSX Manager drop-down menu and click the Add icon.
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5 In the New Logical Switch dialog box, enter the following settings, and click OK.

Setting Value
Name Global Transit Network
Transport Zone Comp Global Transport Zone

Replication Mode  Hybrid

Deploy NSX Edge Devices for North-South Routing in the Shared Edge and
Compute Cluster in Region B

Deploy NSX Edge Devices for North-South routing in the shared edge and compute cluster.

Perform this procedure two times to deploy two NSX Edge devices: LAXCOMP-ESG01 and LAXCOMP-
ESGO02.

Table 2-8. NSX Edge Devices

NSX Edge Device  Device Name
NSX Edge Device 1 LAXCOMP-ESGO01

NSX Edge Device 2 LAXCOMP-ESG02

Table 2-9. NSX Edge Interface Settings

Primary IP Address Primary IP Address

Interface LAXCOMP-ESGO01 LAXCOMP-ESG02
Uplink01 172.17.35.2 172.17.35.3
Uplink02 172.27.21.3 172.27.21.2
LAXCOMP-UDLRO1 192.168.100.50 192.168.100.51
LAXCOMP-DLRO1 192.168.102.1 192.168.102.2

Prerequisites

To complete this procedure you must configure datastore for the shared edge and compute cluster in
Region B.

Procedure
1 Login to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt0lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password
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Under Inventories, click Networking & Security.
In the Navigator, click NSX Edges.
Select 172.17.11.66 from the NSX Manager drop-down menu.

a A~ W DN

Click the Add icon to deploy a new NSX Edge.
The New NSX Edge wizard appears.

a On the Name and description page, enter the following settings and click Next.

Setting NSX Edge Device 1
Install Type Edge Service Gateway
Name LAXCOMP-ESGO1
Deploy NSX Edge Selected

Enable High Availability Deselected

b On the Settings page, enter the following settings and click Next.

Setting Value

User Name admin

Password edge_admin_password
Enable SSH access Selected

Enable FIPS mode Deselected

Enable auto rule generation  Selected

Edge Control Level logging  INFO

¢ On the Configure Deployment page, select the Large radio button to specify the Appliance
Size and click the Add icon.

The Add NSX Edge Appliance dialog box appears.
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d Inthe Add NSX Edge Appliance dialog box, enter the following settings, click OK, and

click Next.

Setting Value

Cluster/Resource Pool SDDC-EdgeRPO01

Datastore lax01_shared_edge_and_compute_datastore
New NSX Edge 2) MW
+ 1 Name and description Configure deployment
v 2 Settings .
Datacenter. *| LAX01 | =
3 Configure deployment
Appliance Size ) Compact
4 Configure i ces * Large
_) X-Large
(O Quad Large
Read mplete NSX Edge Appliances
Resource Pool Host Datastore 1A Folder
SDDC-EdgeRP. Compute Datastore
Specifying a resource pool and datastore is mandatory for configuring the NSX
Edge appliance.
Back Next Cancel

e Click the Add icon to configure the Uplink01 interface, enter the following settings and click OK.

Setting Value

Name Uplink01

Type Uplink

Connected To vDS-Comp01-Uplink01

Connectivity Status Connected

Primary IP Address 172.17.35.2

Subnet Prefix Length 24

MTU 9000

Send ICMP Redirect  Selected
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f  Click the Add icon to configure the Uplink02 interface, enter the following settings, and click OK.

Setting Value
Name Uplink02
Type Uplink

Distributed Portgroup  vDS-Comp01-Uplink02
Connectivity Status Connected

Primary IP Address 172.27.21.3

Subnet Prefix Length 24

MTU 9000

Send ICMP Redirect  Selected

g Click the Add icon to configure the LAXCOMP-UDLRO1 interface, enter the following settings,
click OK, and click Next.

Setting Value

Name LAXCOMP-UDLRO1
Type Internal

Connected To Universal Transit Network

Connectivity Status Connected
Primary IP Address 192.168.100.1
Subnet Prefix Length 24

MTU 9000

Send ICMP Redirect Selected

h  Click the Add icon to configure the LAXCOMP-DLRO1 interface, enter the following settings,
click OK, and click Next.

Setting Value

Name LAXCOMP-DLRO1
Type Internal

Connected To Global Transit Network

Connectivity Status Connected
Primary IP Address 192.168.102.1
Subnet Prefix Length 24

MTU 9000

Send ICMP Redirect  Selected

i On the Default Gateway Settings page, deselect the Configure Default Gateway check box
and click Next.
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j
k

On the Firewall and HA page click Next.

On the Ready to Complete page, review the configuration settings you entered and click Finish.

6 Repeat this procedure to configure another NSX edge by using the settings for the second NSX Edge
device.

7 Configure DRS affinity rules for the Edge Services Gateways.

a

b

Go back to the Home page.

In the Navigator, click Hosts and Clusters, and expand the comp01vc51.lax01.rainpole.local
tree.

Select the LAX01-Comp01 cluster, and click the Configure tab.
Under Configuration, click VM/Host Rules.
Click Add.

In the LAX01-Comp01 - Create VM/Host Rule dialog box, enter the following settings and click
Add.

Setting Value

Name anti-affinity-rule-ecmpedges
Enable rule  Selected

Type Separate Virtual Machine

In the Add Rule Member dialog box, select the check box next to each of the two, newly
deployed NSX ESGs and click OK.

In the LAX01-Comp01 - Create VM/Host Rule dialog box, click OK.

Disable the Firewall Service in the Shared Edge and Compute Cluster in
Region B

Disable the firewall of the two NSX Edge services gateways.

You repeat this procedure two times for each of the NSX Edge devices: LAXCOMP-ESGO01 and
LAXCOMP-ESGO02.

Procedure

1 Log in to vCenter Server by using the vSphere Web Client.

a

Open a Web browser and go
to https://mgmt01lvc51.1lax01. rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password
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© 0 N o g A~ w D>

Under Inventories, click Networking & Security.

In the Navigator, click NSX Edges.

Select 172.17.11.66 from the NSX Manager drop-down menu.

Double-click the LAXCOMP-ESG01 NSX Edge device.

Click the Manage tab and click Firewall.

On the Firewall page, click the Disable button.

Click Publish Changes.

Repeat this procedure for the NSX Edge services gateway LAXCOMP-ESGO02.

Enable and Configure Routing in the Shared Edge and Compute Cluster in
Region B

Enable theBorderGatewayProtocol (BGP) to exchange routing information between the NSX Edge
services gateways.

Repeat this procedure two times to enable BGP for both NSX Edge devices: LAXCOMP-ESG01and
LAXCOMP-ESGO02.

Procedure

1

A WO DN

(3}

Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1lax01. rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

Under Inventories, click Networking Security.

In the Navigator, click NSX Edges.

Select 172.17.11.66 from the NSX Manager drop-down menu.

Double-click the LAXCOMP-ESG01 NSX Edge device.

Click the Manage tab and click Routing.

On the Global Configuration page.

a Click the Enable button for ECMP.

b  To configure dynamic routing, click the Edit button next to Dynamic Routing Configuration.
¢ Select Uplink01 as the Router ID and click OK.

d Click Publish Changes.
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8 On the Routing tab, select Static Routes to configure it.

a Click the Add icon, enter the following settings, and click OK.

Setting Value

Network UDLR_Compute_Workload _Subnet
Next Hop 192.168.100.3

Interface LAXCOMP-UDLRO1

MTU 9000

Admin Distance 210

Note You must add all subnets that are behind the UDLR.

b Click the Add icon, enter the following settings, and click OK.

Setting Value

Network DLR _Compute_Workload_Subnet
Next Hop 192.168.102.3

Interface LAXCOMP-DLRO1

MTU 9000

Admin Distance 210

Note You must add all subnets that are behind the DLR.

¢ Click Publish Changes.
9 On the Routing tab, select BGP to configure it.

a Click the Edit button, enter the following settings, and click OK.

Setting Vlue
Enable BGP Selected
Enable Graceful Restart Selected
Enable Default Originate Deselected
Local AS 65000

b Click the Add icon to add a Neighbor.

The New Neighbor dialog box appears. You add two neighbors: the first Top of Rack Switch and
the second Top of Rack Switch.
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¢ Inthe New Neighbor dialog box, enter the following values for the first Top of Rack Switch, and

click OK.

Setting Value

IP Address 172.17.35.1
Remote AS 65002
Weight 60

Keep Alive Time 4

Hold Down Time 12

Password

BGP_password

d Click the Add icon to add another Neighbor.

The New Neighbor dialog box appears. Add the second Top of Rack switch, whose IP address

is172.27.21.1.

e Inthe New Neighbor dialog box, enter the following values for the second Top of Rack Switch,

and click OK.

Setting Value

IP Address 172.27.21.1
Remote AS 65002
Weight 60

Keep Alive Time 4

Hold Down Time 12

Password

BGP_password

f  Click the Add icon to add another Neighbor.

The New Neighbor dialog box appears. Configure the universal distributed logical router (UDLR)

as a neighbor.

g Inthe New Neighbor dialog box, enter the following values, and click OK.

Setting

IP Address
Remote AS
Weight

Keep Alive Time
Hold Down Time

Password

Value
192.168.100.4
65000

60

1

3
BGP_password

h  Click the Add icon to add another Neighbor.

The New Neighbor dialog box appears. Configure the distributed logical router (DLR) as a

neighbor.
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In the New Neighbor dialog box, enter the following values, and click OK.

Setting Value

IP Address 192.168.102.4
Remote AS 65000

Weight 60

Keep Alive Time 1

Hold Down Time 3

Password BGP_password

Click Publish Changes.

The three neighbors you added are now visible in the Neighbors table.

10 On the Routing tab, select Route Redistribution to configure it.

a

b

On the Route Redistribution page, click the Edit button.

In the Change Redistribution Settings dialog box, select the BGP check box and click OK.

L =

Change redistribution settings ?)

Enable Redistribution for
[] OSPF
[v] BGP

| OK || cancel |

. —

Under Route Redistribution table, click the Add icon.

In the New Redistribution Criteria dialog box, enter the following settings and click OK.

Setting Value
Prefix Any
Learner Protocol BGP
OSPF Deselected
Static routes Selected
Connected Selected
Action Permit

Click Publish Changes.

The route redistribution configuration is now visible in the Route Redistribution table.

11 Repeat this procedure for the NSX Edge device LAXCOMP-ESGO02.
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Verify Peering of Upstream Switches and Establishment of BGP in Shared
Edge and Compute Cluster in Region B

The NSX Edge devices need to establish a connection to each of its upstream BGP switches before BGP

updates can be exchanged. Verify that the NSX Edges devices are successfully peering, and that BGP

routing has been established.

You repeat this procedure two times for each of the NSX Edge devices: LAXCOMP-ESGO01 and
LAXCOMP-ESGO02.

Procedure
1 Log in to the NSX Edge device using a Secure Shell (SSH) client.
a Open an SSH connection to the LAXCOMP-ESGO1INSX NSX Edge device.

b Log in using the following credentials.

Setting Value
User name admin
Password edge_admin_password

2 Runthe show ip bgp neighbors command to display information about the BGP connections to

neighbors.

The BGP State will display Established, UP if you have peered with the upstream switches.

Note You have not yet configured the universal distributed logical router or distirubuted logical
router, as such they will not display the Established, UP status message.

BGP neighbor is 172.17.35.1, remote AS 65882,
= Established, up
is 12, Reep alive interval is 4 seconds
eighbor capabilities:
Route refresh: advertised and received
Address family IPv4 Unicast:advertised and received
Graceful restart Capability:advertised and received
Restart remain time: @
eceived 328 messages, Sent 321 messages
Default mMiniMum time between advertisement runs is 38 seconds
For Address family IPv4 Unicast:advertised and received
Index 1 Identifier Bx328B8aSbc
Route refresh request:received B sent 8
Prefixes received 5 sent 3 advertised 3
onmections established 1, dropped 1
Local host: 172.17.35.2, Local port: 37616
emote host: 172.17.35.1, Remote port: 179

BGP neighbor is 172.27.21.1, remote AS 65882,
BGP state = Established, up
old time is 12, Keep alive interval is 4 seconds
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3 Runthe show ip route command to verify that you are receiving routes using BGP, and that there
are multiple routes to BGP learned networks.

You verify multiple routes to BGP learned networks by locating the same route using a different IP
address. The IP addresses are listed after the word via in the right-side column of the routing table
output. In the image below there are two different routes to the following BGP networks: 0.0.0.0/0
and 172.27.22.0/24. You can identify BGP networks by the letter B in the left-side column. Lines
beginning with C (connected) have only a single route.

SX-edge-3-8> show ip route

odes: 0 - OSPF derived, i - IS-IS derived, B - BGP derived,
- connected, S - static, L1 - IS-IS level-1, L2 - IS-IS level-2,

OSPF inter area, E1 OSPF exterwnal type 1, E2 - OSPF extermal type 2,
1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2

otal number of routes: 7

B.0.8.68-8 [28-81 172.

B.8.8.8-/8 [28-81 172.27.2
172.16.35.8/24 [28-/81 172.
172.16.35.8/24 [28-81] 172.
172.17.35.8/24 [(8/81 .
172.27.13.8/24 [28-81 172.
172.27.13.8/24 [28/81 172.
172.27.21.8/24 [B/81 172.
172.27.22.8/24 [28-81 172.17. 3¢
172.27.22.8/24 [28-81 172.27.21.1
192.168.188.08-24 [68/81 168.1688. 58

L) R e N e e

4 Repeat this procedure for the NSX Edge device LAXCOMP-ESGO02.
Configure Universal Distributed Logical Router for Dynamic Routing in the

Shared Edge and Compute Cluster in Region B

Configure the universal distributed logical router (UDLR) in the shared edge and compute cluster to use
dynamic routing.

Procedure
1 Login to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt0lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Under Inventories, click Networking & Security.
3 Inthe Navigator, click NSX Edges.

4 Select 172.16.11.66 from the NSX Manager drop-down menu.
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5 Configure the routing for the Universal Distributed Logical Router.

a

b

f

Double-click SFOCOMP-UDLRO1.

Click the Manage tab and click Routing.

On the Global Configuration page, perform the following configuration steps.

Click the Edit button under Routing Configuration, select Enable ECMP, and click OK.

Click the Edit button under Dynamic Routing Configuration, select Uplink as the Router
ID, and click OK.

Click Publish Changes.

6 On the left, select BGP to configure it.

a

On the BGP page, click the Edit button.
The Edit BGP Configuration dialog box appears.
In the Edit BGP Configuration dialog box, enter the following settings and click OK.

Setting Value
Enable BGP Selected
Enable Graceful Restart Selected
Local AS 65000

Click the Add icon to add a Neighbor.

The New Neighbor dialog box appears.
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e

In the New Neighbor dialog box, enter the following values for both NSX Edge devices and
click OK.

You repeat this step two times to configure the UDLR for both NSX Edge devices: LAXCOMP-
ESG01 and LAXCOMP-ESGO02.

Setting LAXCOMP-ESG01 Value LAXCOMP-ESGO02 Value

IP Address

Forwarding Address

Protocol Address
Remote AS
Weight

Keep Alive Time
Hold Down Time

Password

192.168.100.50

192.168.100.3

192.168.100.4

65000

60

1

3

bgp_password

192.168.100.51
192.168.100.3
192.168.100.4
65000

60

1

3

bgp_password

Click Publish Changes.

Verify Establishment of BGP for the Universal Distributed Logical Router in
the Shared Edge and Compute Cluster in Region B

The universal distributed logical router (UDLR) needs to establish a connection to Edge Services
Gateway before BGP updates can be exchanged. Verify that the UDLR is successfully peering, and that
BGP routing has been established.

Procedure

1 Loginto the UDLR by using a Secure Shell (SSH) client.

a

Open an SSH connection to UDLRO1, the UDLR whose peering and BGP configuration you want
to verify.

Log in using the following credentials.

Setting Value
User name admin
Password udlr_admin_password

2 Runthe show ip bgp neighbors command to display information about the BGP and TCP
connections to neighbors.

The BGP State will display Established, UP if you have successfully peered with the Edge Service
Gateway.
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Prefixes received 7 sent 1 advertised 1
onnections established 1, dropped 1
Local host: 192.168.188.4, Local port: 28997
emote host: 192.168.188.58, Remote port: 179

BGP neighbor is 192.168.188.51, remote AS 650888,
BGP state = Established, up
old time is 3, Reep alive interval is 1 seconds
eighbor capabilities:

Route refresh: advertised and received

Address family IPv4 Unicast:advertised and received
Graceful restart Capability:advertised and received

Restart remain time: B
eceived 633 mMessages, Sent 631 messages

Default minimum time betuween advertisement runs is 38 seconds

For Address family IPv4 Unicast:advertised and received
Index 4 Identifier Bxa5849fbc
Route refresh request:received B8 sent @
Prefixes received 7 sent 1 advertised 1

onnections established 1, dropped 1

Local host: 192.168.188.4, Local port: 56862

emote host: 192.168.188.51, Remote port: 179

3 Runthe show ip route command to verify that you are receiving routes using BGP, and that there

are multiple routes to BGP learned networks.

You verify multiple routes to BGP learned networks by locating the same route using a different IP
address. The IP addresses are listed after the word via in the right-side column of the routing table

output. In the image below there are two different routes to the following BGP

networks: 0.0.0.0/0, 172.17.35.0/24,172.27.21.0/24,and 172.27.22.0/24. You can identify
BGP networks by the letter B in the left-side column. Lines beginning with C (connected) have only a

single route.

SX-edge-7b98db5b-b32b-43c8-9482-4965bB651f98-8> show ip route

odes: 0 - OSPF derived, i - [S-IS derived, B - BGP derived,
- connected, S - static, L1 - IS-IS level-1, L2 - IS-IS level-2,

IA - OSPF inter area, E1 - OSPF extermnal type 1, E2 - OSPF extermnal type 2,

1 - OSPF NSSA extermal type 1, N2 — OSPF NSSA extermal type 2
otal number of routes: 8

8.8.8.8-8 [28-/81
p.8.8.8-8 [28-81
169.254.1.8/38 [(6-81

172.16.35.8/24 [2668-81
172.16.35.8/24 [288-81]
172.17. .B8-24 [28-81
172.17. .8724 [28-81
172.27.13.8/24 [268-81
172.27.13.8/24 (288,81
172 i .8-24 [28-81
172.27.21.8/24 [26-81
172.27.22.8/24 [28-81
172.27.22.8/24 [28-81
192.168.188.8-24 [B-81]

N =

AN b N e N N s N

VMware, Inc.

155



Deployment for Region B

Deploy the Distributed Logical Router in the Shared Edge and Compute
Cluster in Region B

Deploy the distributed logical routers (DLR).

Procedure

1

o a A~ W DN

Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt0lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

Under Inventories, click Networking & Security.

In the Navigator, click NSX Edges.

Select 172.17.11.66 from the NSX Manager drop-down menu.
Click the Add icon to create a new DLR.

On the Name and description page, enter the following settings, and click Next.

Setting Value

Logical (Distributed) Router ~ Selected

Name LAXCOMP-DLRO1
Deploy Edge Appliance Selected
Enable High Availability Selected

On the Settings page, enter the following settings, and click Next.

Setting Value

User Name admin

Password dir_admin_password
Enable SSH access Selected

Enable FIPS mode Deselected

Edge Control Level logging INFO

On the Configure deployment page, and click the Add icon.

The Add NSX Edge Appliance dialog box appears.
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9 Inthe Add NSX Edge Appliance dialog box, enter the following settings and click Next.

Setting
Cluster/Resource Pool
Datastore

Folder

Value
SDDC-EdgeRPO01
lax01_shared_edge _and_compute _datastore

NSX51

10 On the Configure deployment page, and click the Add icon a second time to add a second NSX

Edge device.

The Add NSX Edge Appliance dialog box appears.

11 In the Add NSX Edge Appliance dialog box, enter the following settings and click Next.

Setting
Cluster/Resource Pool
Datastore

Folder

Value
SDDC-EdgeRP51
lax01_shared_edge_and_compute_datastore

NSX51

12 On the Configure interfaces page, under HA Interface Configuration, click Select and connect to
vDS-Comp01-Management.

13 On the Configure interfaces page enter the following configuration settings and click Next.

a Click the Add icon.

Setting

Value

Primary IP Address 1.4.11

Subnet Prefix Length 24

b  Enter the following settings in the Add Interface dialog box, and click OK.

Setting

Name

Type

Connected To
Connectivity Status
Primary IP Address
Subnet Prefix Length

MTU

Value

Uplink

Uplink

Global Transit Network
Connected
192.168.102.3

24

9000

14 In the Default gateway settings page, deselect Configure Default Gateway and click Next.

15 In the Ready to complete page, click Finish.
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Configure Distributed Logical Router for Dynamic Routing in Shared Edge
and Compute Cluster in Region B

Configure the distributed logical router (DLR) in the shared edge and compute cluster to use dynamic

routing.

Procedure

1 Log in to the Management vCenter Server by using the vSphere Web Client.

a

A WO DN

Open a Web browser and go
to https://mgmt01lvc51.1ax01. rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

Under Inventories, click Networking & Security.
In the Navigator, click NSX Edges.
Select 172.17.11.66 from the NSX Manager drop-down menu.

5 Configure the routing for the Distributed Logical Router.

a

b

f

Double-click LAXCOMP-DLRO1.

Click the Manage tab and click Routing.

On the Global Configuration page, perform the following configuration steps.

Click the Edit button under Routing Configuration, select Enable ECMP, and click OK.

Click the Edit button under Dynamic Routing Configuration, select Uplink as the Router ID,
and click OK.

Click Publish Changes.

6 On the left, select BGP to configure it.

a

On the BGP page, click the Edit button.
The Edit BGP Configuration dialog box appears.

In the Edit BGP Configuration dialog box, enter the following settings and click OK.

Setting Value
Enable BGP Selected
Enable Graceful Restart Selected

Local AS 65000
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¢ Click the Add icon to add a Neighbor.
The New Neighbor dialog box appears.
d Inthe New Neighbor dialog box, enter the following values for both NSX Edge devices, and click
OK.
You repeat this step two times to configure the DLR for both NSX Edge devices: LAXCOMP-
ESG01 and LAXCOMP-ESGO02.
Setting LAXCOMP-ESG01 Value LAXCOMP-ESGO02 Value
IP Address 192.168.102.1 192.168.102.2
Forwarding Address ~ 192.168.102.3 192.168.102.3
Protocol Address 192.168.102.4 192.168.102.4
Remote AS 65000 65000
Weight 60 60
Keep Alive Time 1 1
Hold Down Time 3 3
Password bgp_password bgp_password
e Click Publish Changes.

7 On the left, select Route Redistribution to configure it.

a

b

Click the Edit button.

In the Change redistribution settings dialog box, enter the following settings, and click OK.

Setting Value

OSPF Deselected

BGP Selected

On the Route Redistribution page, select the default OSPF entry and click the Edit button.
Select BGP from the Learner Protocol drop-down menu, and click OK.

Click Publish Changes.

Verify Establishment of BGP for the Distributed Logical Router in the Shared
Edge and Compute Cluster in Region B

The distributed logical router (DLR) needs to establish a connection to Edge Services Gateway before
BGP updates can be exchanged. Verify that the DLR is successfully peering, and that BGP routing has
been established.
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Procedure

1

VMware, Inc.

Log in to the LAXCOMP-DLRO1 by using a Secure Shell (SSH) client.

a Open an SSH connection to LAXCOMP-DLRO01, the DLR whose peering and BGP configuration
you want to verify.

b Log in using the following credentials.

Options Description
User name admin
Password dir_admin_password

Run the show ip bgp neighbors command to display information about the BGP and TCP
connections to neighbors.

The BGP State will display Established, UP if you have successfully peered with the Edge Service
Gateway.

BGP neighbor is 192.168.182.1, remote AS 65688,
BGP state = Established, up
old time is 3, Keep alive interval is 1 seconds
eighbor capabilities:
Route refresh: advertised and received
Address family IPvd4 Unicast:advertised and received
Graceful restart Capability:advertised and received
Restart remain time: 8
Received 1395218 messages, Sent 1395218 mMessages
Default Minimum time between advertisement runs is 38 seconds
or Address family IPv4 Unicast:advertised and received
Index 1 Identifier Bx718a966c
Route refresh request:received 8 sent 8
Prefixes received 19 sent 1 advertised 1
onmections established 3, dropped 5
Local host: 192.168.182.4, Local port: 179
Remote host: 192.168.182.1, Remote port: 63947

BGP neighbor is 192.168.182.2, remote AS 65888,
BGP state = Established, up
old time is 3, Keep alive interval is 1 seconds
eighbor capabilities:

Run the show ip route command to verify that you are receiving routes using BGP, and that there
are multiple routes to BGP learned networks.

You verify multiple routes to BGP learned networks by locating the same route using a different IP
address. The IP addresses are listed after the word via in the right-side column of the routing table
output. In the image below there are two different routes to the following BGP networks: 0.0.0.0/0,
10.159.4.0/23, 172.16.11.0/24, 172.16.21.0/24, 172.16.31.0/24, 172.16.35.0/24 and 172.17.11.0/24.
You can identify BGP networks by the letter B in the left-side column. Lines beginning with C
(connected) have only a single route.
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odes: 0 - OSPF derived, i - IS-IS derived, B - BGP derived,
- connected, S - static, L1 - IS-IS level-1, L2 - IS-IS level-2,
inter area, E1 - OSPF extermnal type 1, E2 - OSPF extermal type 2
- OSPF NSSA extermal type 1, N2 - OSPF NSSA external type 2

otal number of routes: 21

[288-81]

[266-81

[8-81
18.159.4.8-/23 [2B66/81]
18.159.4.8/23 [2BB8-81]
169. B/38 [6/81
172.16.11.8-24 [266-/081]
172.16.11.8-24 [288-8]
172.16.21.8-24 [266-81
172. . .8/24 [268-8]
172. i .8s24 [28B-/8]
172. . .8/24 [288-081]
172.16.35.8-/24 [268-8]
172.16.35.8-24 [2668/8]
172. . .8724 [288-81]
172. ; .8/724 [268-0]

N = N = N = N = N =

Test the Shared Edge and Compute Cluster NSX Configuration in
Region B

Test the configuration of the NSX logical network.
Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Use the Ping Monitor to test connectivity.
a Inthe Navigator, click Networking & Security.
b Under Logical Switches, double-click Universal Transit Network.
¢ Click the Monitor tab.
d Under Test Parameters, select comp01esx51.lax01.rainpole.local as the Source host.

e Under Test Parameters, select comp01esx52.1ax01.rainpole.local as the Destination host,
and click Start Test.

f  There must be no error messages listed under Results.
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Test the Shared Edge and Compute Clusters Routing Failover

After the clusters are fully configured in Region A and Region B, verify that the network connectivity

between them works as expected.

Procedure

1 Login to vCenter Server by using the vSphere Web Client.

a

Open a Web browser and go
to https://mgmt01lvc51.1lax01.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Shut down the NSX Edge service gateways in Region A.

a
b
c

d

In the Navigator, click Hosts and Clusters.

Expand the entire comp01vc01.sfo01.rainpole.local tree.

Right-click SFOCOMP-ESG01-0 and select Power > Shut Down Guest OS.
Right-click SFOCOMP-ESG02-0 and select Power > Shut Down Guest OS.

3 Log in to the universal distributed logical router by using a Secure Shell (SSH) client and verify BGP
routing state.

a

b

Open an SSH connection to SFOCOMP-UDLRO1.

Log in using the following credentials.

Setting Value
User name admin
Password udlr_admin_password

Run show ip route to verify you are receiving routes via BGP.

The letter B before the route indicates that BGP is used.
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d Verify that multiple routes to BGP learned networks exist.

e \Verify that routes come from Region B's ESG's.

SX-edge-7b98db5ob-b32b-43c8-9482-4965b8B651f98-8> shouw ip route

Codes: 0 - 0S derived, i - IS-IS derived, B - BGP derived,
- connected, § - static, L1 - IS-IS level-1, L2 - IS-IS lewvel-2,
- OSPF inter area, E1 - OSPF external type 1, EZ2 - OSPF extermnal type 2,
| — OSPF NSSA external type 1, N2 - OSPF NSSA external type 2

otal number of routes: 8

B.8.8.8-/8 [28-81 ia 192
p.8.8.8-8 [28-81 ia 192.
.254.1.8-/38 [B-81 ia 169.

2.16.35.8-24 [26-/81 ia 192.
.16.35.8-24 [28-81 ia 192.
2.17.35.8-24 [2868-/81] ia 192.
.17.35.8/24 [268-/81 ia 192.

.27.13.8-24 [28-81] ia 192.
.27.13.8-24 [26-81 i
2.27.21.8-24 [288-81
.27.21.8-24 [288-81
.27.22.8/24 [26/81]

72.27.22.8/24 [28-/81
.168.1688.8/2 [B-81

—b32h-43c8-9482-4965bB651f98-8>

4 Power on the NSX Edge services gateways in Region A.
a Inthe Navigator, click Hosts and Clusters.
b Expand the entire comp01vc01.sfo01.rainpole.local tree.
¢ Right-click SFOCOMP-ESG01-0 and select Power > Power On.
d Right-click SFOCOMP-ESG02-0 and select Power > Power On.
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5 Verify the new state of the BGP routing.
a Go back to the SSH connection to UDLRO1 and run the show ip route command.
b  Verify that you receive routes via BGP.
The letter B before the route indicates that BGP is used.
¢ Verify that you have multiple routes to BGP learned networks and that routes also come from the
NSX Edge services gateways in Region A.

SX-edge-7b98db5b-b32b-43c8-9482-4965bB651f98-8> show ip route

odes: 0 - OSPF derived, i - IS-IS derived, B - BGP derived,

> — connected, S - static, L1 - IS-IS level-1, L2 - IS-IS level-2,

IA - OSPF inter area, E1 - OSPF external type 1, E2 - OSPF external type 2,
OSPF NSSA extermnal type 1, N2 OSPF NSSA external type 2

number of routes: B8

8.0.8.8/8 [28-81] via 192. 168
a. a-/8 [28-81] via
169.254.1.8-38 [8-81 via

N =

172.16.35.8/24 [288-81 via
172.16.35.8-24 [288-81] via
172.17.35.8/24 [28/81 via
172.17.35.8-24 [28-/81] via
172.27. .B/24 [288-81 via
172.27.13.8-24 [288-81 via
172.27. .B-24 [28-81] via
172.27. .B/24 [28-81] via
172.27.22.8/24 [28-81 via
172.27. .8/24 [28/81 via .
H 192.168.188.86-24 [8-/81 via 192.
SX-edge-7b98db5b-b32b-43c8-9482-4965bB651f98-8>

BN ENENEN N

Deploy and Configure VMware Site Recovery Manager

You deploy VMware Site Recovery to enable fail over of management applications from Region A to
Region B in the cases of disaster or planned migration.

Procedure

1 Prerequisites for the VMware Site Recovery Manager Deployment
To be able to install two VMware Site Recovery Manager instances, one in the protected site
(Region A), and one in the recovery site (Region B), in each region you must provide a Windows
Server 2012 R2 virtual machine that has a certain configuration.

2 Configure User Privileges in vSphere for Integration with Site Recovery Manager

Assign vCenter Single Sign-On administrative global permissions to the operations service account
svc-srm so that you can manage, pair and perform orchestrated disaster recovery operations
between the management vCenter Server instances by using Site Recovery Manager.

3 Deploy the VMware Site Recovery Manager Server in Region A

Deploy the first VMware Site Recovery Manager instance.

4 Deploy the VMware Site Recovery Manager Server in Region B

In Region B, deploy the second VMware Site Recovery Manager instance.
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5 Configure the VMware Site Recovery Manager Instances

After both VMware Site Recovery Manager Instances are deployed, assign the appropriate licensing
and, using the svc-srm service account, pair the Region A and Region B instances and configure the
mappings between them to support disaster recovery.

Prerequisites for the VMware Site Recovery Manager Deployment

To be able to install two VMware Site Recovery Manager instances, one in the protected site (Region A),
and one in the recovery site (Region B), in each region you must provide a Windows Server 2012 R2
virtual machine that has a certain configuration.

Hardware and Software Requirements

Before you install Site Recovery Manager, make sure that you have the following virtual machines and
environment configuration available in your environment.

Table 2-10. Hardware Requirements for Site Recovery Manager VMs

Component Requirement

vCPU 2 x 2.0 GHz or higher Intel or AMD x86 processors
Memory 2 GB minimum

Disk 5 GB minimum

Datastore vSAN

Networking 1 Gbps for communication between regions

Table 2-11. Software and Configuration Requirements for Site Recovery Manager VMs

Component Requirement
Operating System Windows Server 2012 R2
Active Directory Join each VM to the domain in Region A or Region B (sfo01.rainpole.local or

lax01.rainpole.local).

Network interface Connect the VMs to the vDS-Mgmt-Management port group on the vDS-Mgmt
distributed switch.

NTP server Synchronize both VMs with the NTP servers ntp.sfo0O1.rainpole.local and
ntp.lax01.rainpole.local.

vSphere cluster configuration Provide a cluster for hosting management application with enabled vSphere DRS and
vSphere HA.
Site Recovery Manager installation file Download Site Recovery Manager installer to both VMs.

Email address of Site Recovery Manager Get the email addresses of the Site Recovery Manager site administrators.
administrators

IP Addresses, Host Names, and Network Configuration

In each region, allocate a static IP address and FQDN for Site Recovery Manager, and map the host
name to the IP address.
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Table 2-12. Network Configuration of Site Recovery Manager in Region A

Setting Value
Host name mgmt01srm01
Static IPv4 address 172.16.11.124
Subnet mask 255.255.255.0
Default gateway 172.16.11.253
DNS server 172.16.11.5
FQDN mgmt01srm01.sfo01.rainpole.local
Used ports = 9086
= 5678
Time synchronization m  Configure the VM with the following NTP servers:

= ntp.sfo01.rainpole.local
®  ntp.lax01.rainpole.local

m  Verify that time synchronization is successful

Table 2-13. Network Configuration of Site Recovery Manager in Region B

Setting Value
Host name mgmt01srm51
Static IPv4 address 172.17.11.124
Subnet mask 255.255.255.0
Default gateway 172.17.11.253
DNS server 172.17.11.5
FQDN mgmt01srm51.lax01.rainpole.local
Used ports = 9086
m 5678
NTP servers m  Configure the VM with the following NTP servers:

m  ntp.sfoO1.rainpole.local
m  ntp.lax01.rainpole.local

m  Verify that time synchronization is successful

Configure User Privileges in vSphere for Integration with Site
Recovery Manager

Assign vCenter Single Sign-On administrative global permissions to the operations service account svc-
srm so that you can manage, pair and perform orchestrated disaster recovery operations between the
management vCenter Server instances by using Site Recovery Manager.

Prerequisites

= Verify that the Management Platform Services Controllers for Region A and Region B are connected
to the Active Directory domain.
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= Verify that the users and groups from the rainpole.local domain are available in Region A and Region
B.

Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc0l.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 From the Home menu, select Administration.
3 Add the service account svc-srm@rainpole.local to the Single Sign-On administrators group

a Inthe vSphere Web Client, select Administration from the Home menu and click Users and
Groups under Users and Groups.

b On the Groups tab, click the Administrators group and click the Add Member icon under
Group Members.

vmware* vSphere Web Client  #=

f Navigator b § | E vCenter Users and Groups
4 Back Users  Solution Users | Groups ‘
Administration
+ 17 X
- Access Control
Group Name Domain
I ExternallDPUsers vsphere.ocal
Global Permissions ComponentManager Administrators vsphere local
- Single Sign-On DCAdmins vsphere local
Users and Groups LicenseService. Administrators vsphere.local
Configuration ActAsUsers vsphere local
- Licensing Administrators vspherelocal
Licenses DCClients vsphere.local
o CAAdmins vsphere local
_ SystemConfiguration Administrators vsphere.local
~ Solutions
SolutionUsers vsphere local
Client Plug-ins
SystemConfiguration.BashShellAdministrators vsphere local
vCenter Server Extensions Users vsphere local
~ Deployment
System Configuration >
Customer Experience Improvement Program 7Y
~ Support
Group Members
Upload File to Service Request
B
i e Deserption/Full name Domsin
Add Member .
| o | SE— Administrator vsphere.local vsphere.local
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¢ Inthe Add Principals dialog box, from the Domain drop-down menu, select rainpole.local, in
the filter box type svc, and press Enter.

d From the list of users and groups, select the sve-srm user, click Add, and click OK.

Add Principals (7)
Select users from the list or type names in the Users text box. Click Check names to
validate your entries against the directory.
Domain: | rainpale.local |~
| Show Users First ‘ - [ sve
UseriGroup 2 4 Description/Full name
& svc-nsxmanager SvC-nsxmanager
& sve-srm SVC-STm-veenter
& svcvdp svc-vdp
& svevr Sve-vr
& svcvRA SVC-VRA SVC-VRA
& svc-vra-vrops SVC-VTa-vTops
,5 svc-vrli-vrops svc-vrli-vrops -
Add
Users ‘ra\nus\elu:a\'&vc-srm ‘
Groups: ‘ ‘
Separate multiple names with semicolons | Chack names
0K Cancel |

The global vCenter Single Sign-On administrative permissions of the svc-srm account propagate to all
other linked vCenter Server instances.

Deploy the VMware Site Recovery Manager Server in Region A
Deploy the first VMware Site Recovery Manager instance.

Procedure

1 Log in to the mgmt01srm01.sfo01.rainpole.local by using a Remote Desktop Protocol (RDP) client.

a Open an RDP connection to the virtual machine mgmt01srm01.sfo01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name Windows administrator user
Password windows_administrator_password

2 Navigate to the folder where you downloaded the VMware Site Recovery Manager installer, and open
the file to start the installation wizard.

3 Inthe Select Language dialog box, click OK.
4 On the Welcome page, click Next.
5 On the VMware Patents page, click Next.

6 Onthe End User License Agreement page, select the | agree to the terms in the license
agreement radio button, and click Next.
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10
11

12
13

14

15
16

17

18

On the Installation Prerequisites page, click Next.

On the Destination Folder page, click Next.

On the vSphere Platform Services Controller page, enter the following settings and click Next.

Setting Value

Address sfo01psc01.sfo01.rainpole.local
HTTPS Port 443

Username svc-srm@rainpole.local
Password svc-srm_password

If prompted, in the Platform Services Controller Certificate dialog box, click Accept.

On the VMware vCenter Server page, select mgmt01vc01.sfo01.rainpole.local from the drop-
down menu, and click Next.

If prompted, in the vCenter Server Certificate dialog box, click Accept.

On the Site Recovery Manager Extension page, enter the following settings and click Next.

Setting Value

Local Site Name mgmt01vc01.sfo01.rainpole.local
Administrator E-mail srm_admin_sfo_email_address
Local Host 172.16.11.124

Listener Port 9086

On the Site Recovery Manager Plug-in ID page, select Default Site Recovery Manager Plug-in

Identifier, and click Next.
On the Certificate Type page, select Automatically generate a certificate and click Next.

On the Generate Certificate page, enter the following settings and click Next.

Setting Value
Organization Rainpole
Organization Unit Rainpole

On the Database Server Selection page, select Use the embedded database server and click
Next.

On the Embedded Database Configuration page, enter the following settings and click Next.

Setting Value

Data Source Name SRM_SITE_SFO
Database User Name srm_admin

Database Password srm_admin_sfo_password
Database Port 5678
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19

20
21

Setting Value
Connection Count 5
Max. Connections 20

On the Site Recovery Manager Service Account page, enter the following credentials and click
Next.

Setting Value

Use Local System account Deselected

Username MGMTO01SRMO1\Administrator
Password mgmt01srmO01_admin_password

On the Ready to Install the Program page, click Install.

Click Finish to complete the installation.

Deploy the VMware Site Recovery Manager Server in Region B

In Region B, deploy the second VMware Site Recovery Manager instance.

Procedure

1

o a A~ W

~

Log in to the mgmt01srm51.lax01.rainpole.local, by using a Remote Desktop Protocol (RDP) client.
a Open an RDP connection to the virtual machine mgmt01srm51.lax01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name Windows administrator user
Password windows_administrator_password

Navigate to the folder where you downloaded the VMware Site Recovery Manager installer, and open
the file to start the installation wizard.

In the Select Language dialog box, click OK.
On the Welcome page, click Next.
On the VMware Patents page, click Next.

On the End User License Agreement page, select the | agree to the terms in the license
agreement radio button, and click Next.

On the Installation Prerequisites page, click Next.

On the Destination Folder page, click Next.
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10
11

12
13

14

15
16

17

18

On the vSphere Platform Services Controller page, enter the following settings and click Next.

Setting Value

Address lax01psc51.lax01.rainpole.local
HTTPS Port 443

Username svc-srm@rainpole.local
Password svc-srm_password

If prompted, in the Platform Services Controller Certificate dialog box, click Accept.

On the VMware vCenter Server page, select mgmt01vc51.l1ax01.rainpole.local from the drop-down
menu, and click Next.

If prompted, in the vCenter Server Certificate dialog box, click Accept.

On the Site Recovery Manager Extension page, enter the following settings, and click Next.

Setting Value

Local Site Name mgmt01vc51.lax01.rainpole.local
Administrator E-mail srm_admin_lax_email_address
Local Host 172.17.11.124

Listener Port 9086

On the Site Recovery Manager Plug-in ID page, select Default Site Recovery Manager Plug-in
Identifier and click Next.

On the Certificate Type page, select Automatically generate a certificate and click Next.

On the Generate Certificate page, enter the following settings, and click Next.

Setting Value
Organization Rainpole
Organization Unit Rainpole

On the Database Server Selection page, select Use the embedded database server and
click Next.

On the Embedded Database Configuration page, enter the following settings and click Next.

Setting Value

Data Source Name SRM_SITE_LAX
Database User Name srm_admin

Database Password srm_admin_lax_password
Database Port 5678

Connection Count 5

Max. Connections 20
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19 On the Site Recovery Manager Service Account page, enter the following credentials, and

click Next.

Setting Value

Use Local System account Deselected

Username MGMTO01SRMS51\Administrator
Password mgmt01srm51_admin_password

20 On the Ready to Install the Program page, click Install.

21 Click Finish to complete the installation.

Configure the VMware Site Recovery Manager Instances

After both VMware Site Recovery Manager Instances are deployed, assign the appropriate licensing and,

using the svc-srm service account, pair the Region A and Region B instances and configure the

mappings between them to support disaster recovery.

Procedure

1 Login to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 License the Site Recovery Manager instances.
a Under Administration, click Licenses.

b Click the Assets tab and click Solutions.

¢ Select the mgmt01vc01.sfo01.rainpole.local instance and click the Assign License icon.

vmware* vSphere Web Client  #= Upda 09 Phi HEreLocAL » | Hep ~ | (CYEEEE
Mavigator 4 Licenses
A Back | License provider. All vCenter Server systems Go to My Viware Import License Keys Data
Administration

Getting Started  Licenses  Products ‘ Assets |
~ Access Control

d Select the available license from the list and click OK.
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Roles IvCenlerSewersyslems | Hosts ‘ Clusters | Solutions l
Global Permissions ———————————
& = Al Actions |Q Filter
- Single Sign-On d H X | @ a
Asset Usage  Produst Licenss
Users and Groups
_— c s NEXforvaphere OCP.. NSXforvSphere - Enterprise (CPLUS) NEX forvEphere
onfiguration
g S mogrmt01ve.sf01 rainpole.| = Whiware vCloud Suite Enterprise for vCenter Site Rec Whitware vCloud Suit
- Licensing
_ S mgmtdivest .zt rainpalel.. | - Whhware vCloud Suite Enterprise for wCenter Site Rec..  WMware vCloud Suit.
Licenses

~|
ks Licensad
fes
Yes

fes
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e Select the mgmt01vc51.lax01.rainpole.local instance and click the Assign License icon.
f  Select the available license from the list and click OK.
3 Pair the two Site Recovery Manager sites.
a From the Home menu, select Site Recovery.
b In the Navigator, click Sites.
¢ Under Sites, click the mgmt01vc01.sfo01.rainpole.local site.
d Under Guide to configuring SRM on the right, click Pair sites.

e On the Select Site page, enter Lax01psc51.1lax01.rainpole.local in the PSC address text
box, leave the port value and click Next.

f  On the Select vCenter Server page, select mgmt01vc51.lax01.rainpole.local, enter the
following credentials, and click Finish.

Setting Value
User name svc-srm@rainpole.local

Password  svc-srm_password

g Inthe Security Alert dialog box that appears twice, click Yes and wait until a new pane, Paired
Site, appears on the Summary tab.

vmware* vSphere Web Client  #=

Navigator ) 4 mgmt01vc01.sfo01.rainpole.local {53 Actions ~
‘Bi J Summary ‘ Monitor  Manage Related Chjects
Sites

~ Site | | = Guide to configuring SRM [m}

B
{_mgmi01vcO1 sio01 rainpole local > Name mgmt01ven? sfoD1 rainpole.local v

MOMOIES T IBOT rEnpole local Client Connection @ connected &2 Caonfigure inventory mappinas
Server Connection; @ connected @ 2.1 Create resource mappings
SRM Server 17216 111248085 £ 2.2 Create folder mappings
vCenter Server momi01ve0?.sfolt rainpole local443 &3 23 Create network mappings
SRM Server Build 4613745 Eﬁ 3. Configure placeholder datastore
Organization Whware, Inc E 4. Add aray manager and enable array pair
Logued in s VBPHERE LOCALAdministrator %9 5. Create a protection group
WR Compatihility: Wk not found ({required 6.5) E 6. Creale a recovery plan
~ Paired Site (m]
MNarne: rmarmtd1vest . laxd rainpole.local

Client Connection: 9@ connected

Server Connection: @ Connected

SRM Server. 17217 .11.124:9026

vCenter Server; rarmtd1vest . axdi rainpole.local 443

SRM Server Build: 4613745

Organization: Whbware, Inc.
Lagaed in as: WSPHERE.LOCALWdministratar
YR Compatibility: YR not found (regquired 6.5)

VMware, Inc.



Deployment for Region B

4  Configure resource mappings.

a Under Guide to configuring SRM, click 2.1 Create resource mappings.

~ Guide to configuring SRM a
v
f’_’—l 2. Configure inventary mappings
@ 2.1 Create resource mappings
f’j 2.2 Create folder mappings
E 2.3 Create network mappings
5 3. Configure placeholder datasiore
EE 4. Add array manager and enable array pair
‘i') 5. Create a protection group

‘[| 6. Create a recovery plan

b On the Prepare Mappings page, select the clusters underneath the vCenter Server instances for

Region A and Region B to create a mapping between the resource in the clusters, click Add

mappings, and click Next.

vCenter Server Cluster
mgmt01vc01.sfo01.rainpole.local SFO01-Mgmt01
mgmt01vc51.lax01.rainpole.local LAX01-Mgmt01
‘é‘j Create Resource Mapping
1 Prepare mappings Prepare mappings
Configure resource mappings from "mgmt01vc01.sfo01.rainpole.local” to
2 Prepare reverse mappings ‘mgmt01vc51.1ax01 rainpole local” for one or more resources. Objects marked with * already have
mappings that have been created or prepared. Reverse mappings can be created if prepared
mappings do not coalesce on the same destination.
v_,ngmlmvEm sfo01.rainpale.local v_,ngmtIJWnﬂ Iax01 rainpole.local
« [lpSFomt ~ [ Laxo
~ /[ sFont-mgmtnn = ¥ (o) [ Lax01-mgmtn1
mgmi01ved1 sfol1 rainpole lacal mgmid1ucS 1 lax1 rainpole local
[ SFO01=SFO01-Mgmtd1 = [J Lax01 = LAx01-Mgmi0l
Next

¢ Onthe Prepare Reverse Mappings page, click Select all applicable and click Finish.
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‘é‘j Create Resource Mapping

+~ 1 Prepare mappings

2 Prepare reverse mappings

(?)
Prepare reverse mappings
Select configured mappings for which to automatically create reverse mappings
Automatically create reverse mappings on the paired site. This may override already existing
mappings on the paired site. (Only far 1-1 mappings)
Select all applicable | Q Filter -)
mamidtwes1.1ax01 rainpole.local 1 4 mgmi0fvel 1 sfo0 1 rainpole.local
™ Wj LAXDT = LAXOT-Momio1 @ SFO01 = SFO01-Mgmtn?
[ litems [« Export~ [[5Copy~
Back Finish Cancel

5 Configure folder mappings.

a Under Guide to configuring SRM, click 2.2 Create folder mappings.
b On the Select Creation Mode page, select Prepare mappings manually and click Next.

¢ On the Prepare Mappings page, select the folders of the vRealize Operations Manager

components and click Add mappings.

Setting Protected Region

Recovery Region

vCenter Server mgmt01vc01.sfo0O1.rainpole.local mgmt01vc51.lax01.rainpole.local

Data center SFOO01 LAX01

Folder VvROps01 VROps51
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d On the Prepare Mappings page, select the folders of vRealize Automation core components,
click Add mappings, and click Next.

Setting Protected Region Recovery Region

vCenter Server mgmt01vc01.sfo01.rainpole.local mgmt01vc51.1ax01.rainpole.local

Data center SFOO01 LAX01
Folder VRAO1 VRA51
7 Create Folder Mapping (?)
+ 1 Selectcreation mode Prepare mappings
Configure folder mappings fram "mgmi01vc01.sfo01.rainpole.local” to
2 Prepare mappings ‘mgmt01vc51.lax01.rainpole.local” for one or more folders. Objects marked with * already have
N mappings that have been created or prepared.
3 Prepare reverse mappings
- _,ngmlmvcm sfo01.rainpale.local - _,ngmtl]mﬂ Iax01 rainpole.local
~[] fgsFoot ~ () [fLaxot
» []EIBCDRO1T » (JFJBCDRST
¥ [ EIMGMToN ¥y (EIMGMTS
s » (OEINSHE
~ 7] EwRADT" ¥ (=) EJvRAST
¥ []EIvRADTIAS ¥y (FJvRASTIAS
¥ []E%RLIDT y (VRS
w [/ EJwROp=01™ » (EJvROpsal
¥ []EvROps01RC b (CJvROpsa1RC
mamin el sfoll1 rainpole local mamidtwes1.1ax01 rainpole.local
[ SFO01 = vROps01 =+ [ LA%01 = wROps51
[ SFOO01 > vRAD1 =+ [ LAXO1 = wRAST
Back Next Cancel

e Onthe Prepare Reverse Mappings page, click Select all applicable, and click Finish.

7 Create Folder Mapping (?)
+ 1 Selectcreation mode Prepare reverse mappings
Select configured mappings for which to automatically create reverse mappings
+~/ 2 Prepare mappings
3 Prepare reverse mappings Autornatically create reverse rmappings on the paired site. This may override already existing
mappings on the paired site. (Only far 1-1 mappings)
Select all applicable |Q Filter -
mamidtwes1.1ax01 rainpole.local 1 4 mgmi0fvel 1 sfo0 1 rainpole.local
™ [ LAXDT = wRAST [ SFO01 =wRAD1
™ [ Lax01 = wROps5t [ SFO01 »wROps0l
H 2items [mb Export~ [75Copy~
Back Finish Cancel
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6 Configure network mappings to enable failover of vRealize Operations Manager and vRealize
Automation.

a

b

Under Guide to configuring SRM, click 2.3 Create network mappings.
On the Select Creation Mode page, select Prepare mappings manually and click Next.

On the Prepare Mappings page, expand the object trees, select the distributed port groups to
map, click Add mappings, and click Next.

Setting Protected Region Recovery Region
vCenter Server mgmt01vc01.sfo01.rainpole.local mgmt01vc51.lax01.rainpole.local
Data center SFO01 LAX01
Distributed switch  vDS-Mgmt vDS-Mgmt
Port group group_prefix-xRegion01-VXLAN  group_prefix-xRegion01-VXLAN
%3 Create Network Mapping (?)
+ 1 Selectcreation mode Prepare mappings
Configure network mappings from “mgmi01veD1.sfo01.rainpole local” to “mgmt01ves1.1ax0 1 rainpole.local” for one or more networks. Objects marked with *
already have mappings that have been created or prepared.
3 Selecttestnetworks
4 Prepare reverse mappings [] @ vDE-Myrmt-Managerment - () g VDE-Mymt-ExtManagement -
[] g VDE-Mormt-NFS () g VDE-Mormt-Managerment
[] g vDE-Mymt-RegionRouting () g VDE-Mormt-NFS
[] @ vDE-Mamt-Uplinkt () g VDE-Mamt-Uplinkt
[] g vDE-Mormt-UplinknZ2 () g VDE-Momt-UplinknZ2
[] g vDE-Mymt-vMation () g VDE-Mymt-vMation
[] @ vDE-Mmt- VR () g VDE-Mymt- VR
[] @ VDE-Mymt-YSAN () e VDE-MOmt-VSAN
[ ey wnw-tlvs-1 8-universatwire-1-sid-20001-Universal Transit Mer,, () ey nv-tlys-1 S-universatwire-1-sid-20001-Universal Transit Ne
i &\nfwrdvs—W J-universalwire-2-sid-30002-Mamt-xRegion01-vil (O] &\nfwrdvs—W J-universalwire-2-sid-30002-Mamt-xRegion01-Vx
O &\nfwrdvs—W J-universalwire-3-sid-30003-Mamt-RedionAd 1 -V Q &\nfwrdvs—W J-universalwire-3-sid-30003-Momt-RegionAd 1 -vix
O &\nfwrdvs—W J-universalwire-4-sid-30004-Mamt-RegionB01-Vx Q &\nfwrdvs—W J-universalwire-4-sid-30004-Mamt-RegionB01-\x
O &\nfwrvmkmcF'g—dvsr1 §-3034-9ffeeshe-fob-4608-2820-13aTh Q &\nfwrvmkmcF'g—dvsr1 §-3045-de8010d3-5327 4026-8186-115
mgmil vl sfol1 rainpole lacal mgmil1vest lod rainpale losal
& SFO01 = vDS-Mgmt > waw-dvs-19-univers alwire-2-5id-30002-Mgmi-xR... = & LAX01 = vDS-Mgrmt = wiow-dws-18-universalwire-2-sid-30002-Mymt-xRegio
« »
Back Next Cancel
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d On the Select Test Networks page, keep the default values and click Next.

e Onthe Prepare Reverse Mappings page, click Select all applicable and click Finish.

%3 Create Network Mapping
+ 1 Selectcreation mode Prepare reverse mappings
Select configured mappings for which to automatically create reverse mappings
~ 2 Prepare mappings
~ 3 Selectiestnetworks Automatically create reverse mappings on the paired site. This may override already existing mappings on the paired site. (Cnly for 1-1 mappings)
——
Selectall applicakle |Q Filter -]
mamtd e 1. la01 rainpale.local 14 mgmitdivedd stedi rainpslelocal
™ ‘% LAXDT = wDS-Momt = view-dvs-19-universahwire-2-sid-30002-MgmixR.. é SFO01 = wDS-Mymt = view-dvs-13-universahwire-2-sid-30002-M...
. »
Back Finish Cancel

7 Configure placeholder datastore.
a Under Guide to configuring SRM, click 3. Configure placeholder datastore.

b In the Configure Placeholder Datastore dialog box, select the SFO01A-VSANO01-
MGMTO1 datastore, and click OK.

¢ Under Sites, click the mgmt01vc51.lax01.rainpole.local site.
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d Under Guide to configuring SRM, click 3. Configure placeholder datastore.

e Inthe Configure Placeholder Datastore dialog box, select the LAX01A-VSANO1-
MGMTO01 datastore and click OK.

vmware® vSphere Web Client  #= Update 9 P 3 | | Help =
Navigator X [l mgmtotvcs1.tax01.rainpoledocal | {53 Actions
‘Bi J Summary | Monitor Manage Related Objects
Sites
v Site 0 = Guide to configuring SRM m]
E
E mgmi01vc51 lax01 rainpole local > .
= z Client Connection @ connected v 3 2. configure inventory mappings
Server Connection @ Connected ~ 3 2.1 Create resource mappings
SRM Server: 17217 111248086 v {23 2.2 Create folder mappings
wCentar Server: mgmt0Tves1 lax01 rainpolelocal:443 v £ 2.3 Create network mappings
SRM Server Build 4613745 v Eé 3. Configure placeholder datastore
Organization iware, Inc %4 Add array manager and enable array pair
&
Logged inas YSPHERE LOCALWAdministrator %9 5. Create a protection group
YR Compatibility: R not found (required 6.5} El 6. Create a recovery plan
~ Paired Site a
Mame: mymtd1ved1 sfo01 rainpole local

Client Cannection: @ connected

Server Connection: @ connected

SRM Senver. 172.16.11.124:9026

wCenter Server: mgrmtdived1 sfoll rainpole local:443

SRM Server Build. 4613745

Organization: Whdware, Inc.
Logged inas: VEPHERE.LOCALVADministratar
VR Compatibility: VR notfound (required 6.5)

Deploy and Configure vSphere Replication

You deploy and configure vSphere Replication to enable replication of critical virtual machine data from
Region A to Region B for failover by using Site Recovery Manager in the cases of disaster or planned
migration.

Procedure

1 Prerequisites for the vSphere Replication Deployment
To be able to deploy the two vSphere Replication virtual appliances, one in the protected region, and
one in the recovery region, your environment must satisfy certain hardware and software
requirements.

2 Configure User Privileges in vSphere for Integration with vSphere Replication
Assign vCenter Single Sign-On administrative, global permissions to the operations service account
svc-vr so that you can manage and configure virtual machine replication for disaster recovery
operations between the management vCenter Server instances by using vSphere Replication.

3 Deploy vSphere Replication in Region A

Deploy vSphere Replication in Region to enable replication of virtual machines from Region A.

4 Deploy vSphere Replication in Region B

After you deploy vSphere Replication in Region A, deploy it in Region B to complete the support for
replication of virtual machines between the two regions.
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5 Connect the vSphere Replication Instances

To use vSphere Replication between Region A and Region B, you must configure a connection
between the two vSphere Replication appliances because each region is managed by a different
vCenter Server instance.

6 Isolate the Network Traffic of vSphere Replication

vSphere Replication can consume a lot of bandwidth during initial replication, and when virtual
machines are added or destroyed.

Prerequisites for the vSphere Replication Deployment

To be able to deploy the two vSphere Replication virtual appliances, one in the protected region, and one
in the recovery region, your environment must satisfy certain hardware and software requirements.

Software Requirements

Before you install vSphere Replication, make sure that you have the following configuration available in
your environment.

Component Requirement

Installation package Download the vSphere Replication .1iso image and mount it on the machine
that you use to access the vSphere Web Client.

Email address of the vSphere Get the email addresses of the vSphere Replication site administrators.
Replication site administrators

IP Addresses, Host Names, and Network Configuration

In each region, allocate a static IP address and FQDN for vSphere Replication, and map the host name to
the IP address.

Table 2-14. Network Configuration of vSphere Replication in Region A

Setting Value

Host name mgmt01vrms01

Static IPv4 address 172.16.11.123

Subnet mask 255.255.255.0

Default gateway 172.16.11.253

DNS servers 172.16.11.5

FQDN mgmt01vrms01.sfo01.rainpole.local
Used ports 5480

NTP servers = ntp.sfoO1.rainpole.local

m  ntp.lax01.rainpole.local
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Table 2-15. Network Configuration of vSphere Replication in Region B

Setting Value

Host name mgmt01vrms51

Static IPv4 address 172.17.11.123

Subnet mask 255.255.255.0

Default gateway 172.17.11.253

DNS servers 172.17.11.5

FQDN mgmt01vrms51.lax01.rainpole.local
Used ports 5480

NTP servers ®  ntp.lax01.rainpole.local

m  ntp.sfoO1.rainpole.local

Table 2-16. VLAN and IP Requirements for vSphere Replication Traffic

Requirement Region A Region B
VLAN ID 1616 1716

Static IPv4 address 172.16.16.71 172.17.16.71
Subnet mask 255.255.255.0 255.255.255.0
Gateway 172.16.16.253 172.17.16.253

Configure User Privileges in vSphere for Integration with vSphere
Replication

Assign vCenter Single Sign-On administrative, global permissions to the operations service account svc-
vr so that you can manage and configure virtual machine replication for disaster recovery operations
between the management vCenter Server instances by using vSphere Replication.

Prerequisites

= Verify that the Management Platform Services Controllers for Region A and Region B are connected
to the Active Directory domain.

=  Verify that the users and groups from the rainpole.local domain are available in Region A and Region
B.
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Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 From the Home menu, select Administration.
3 Assign the service account sve-vr@rainpole.local to the Single Sign-On Administrators group
a Inthe vSphere Web Client, navigate to Administration and click Users and Groups.

b On the Groups tab, click the Administrators group and click the Add Membericon under Group
Members.
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¢ Inthe Add Principals dialog box, from the Domain drop-down menu, select rainpole.local, in
the filter box type sve, and press Enter.

d From the list of users and groups, select the sve-vr user, click Add, and click OK.

Add Principals (?)

Select users from the list or type names in the Users text box. Click Check names to
validate your entries against the directory.

Domain: | rainpole local | = |

Users and Groups

| Show Users First |v| | o sve

l_
b
@
=]
=
=]

2 & Description/Full name

& sve-nsxmanager svC-nsxmanager -

& svc-sm SvVC-SIm-veentar

& svc-vdp svc-vdp

S sve-r SVC-VT

S sve-vRA sve-vRA SvC-vRA

& sve-vra-vrops SVC-VTA-VIOpS

Eﬂ sve-vrli-vrops sve-vrli-vrops =
Add

Users: |rainp0|e.laca|\svc-\.rr |

Groups: | |

Separate multiple names with semicolons | Ccheck names

[ OK ][ Cancel ]

The global vCenter Single Sign-On administrative permissions of the svc-vr account propagates to all
other linked vCenter Server instances.

Deploy vSphere Replication in Region A

Deploy vSphere Replication in Region to enable replication of virtual machines from Region A.

Deploy the vSphere Replication Application in Region A

Deploy the vSphere Replication appliance on the protected region.
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Procedure

1

a A WO DD

Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

Deploy the vSphere Replication appliance.
In the Navigator, click Hosts and Clusters.
Right-click mgmt01vc01.sfo01.rainpole.local and click Deploy OVF Template.

On the Select template page, click the Browse button, use a multiple selection to select
the following files from the bin folder of the .1iso mount for vSphere Replication on your computer,
click Open, and click Next.

m  vSphere Replication OVF10.ovf
m  vSphere_Replication-support.vmdk
= vSphere_Replication-system.vmdk

On the Select name and location page, enter a node name, select the inventory folder for the virtual
appliance, and click Next.

Setting Value

Name mgmt01vrms01

vCenter Server mgmt01vc01.sfo01.rainpole.local
Data center SFOO01

Folder BCDRO1
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¥4 Deplay OVF Template o
+ 1 Selecttemplate Selectname and location
Enter a name for the OVF and select a deployment location
2 Selectname and location

3 Selecta resource Name ‘mgmtmwmsm

Filter ‘ Browse |

Select a datacenter or folder.

- [ mgmt01ved.sfald rainpole.local
- [[asFont

[ I BCDROT

» COMGMTO1

» CONSR01

» CJvRADT

» CJVRADTIAS

» CJvRLIOT

» [CIvROps01

¥ CVROpSOIRT

Back Next Cancel

7 On the Select a Resource page, select the SFO01-Mgmt01 cluster and click Next.

8 On the Review Details page, click Next.

9 Onthe Accept License Agreements page, click Accept and click Next.

10 On the Select Configuration page, leave the default 4 vCPU configuration selected and click Next.

¥# Deplay OVF Template (7}

+ 1 Selectemplate Select configuration
Select a deployment configuration.
+ 2 Selectname and location

3 Selectaresource Canfiguration: | 4 vCPU |v \

v 4 Review denils Cescription Ceploy the ¥M configured with 4 vCPLU

+~ 5 Acceptlicense agreements

6 Select configuration

7 Selectstorage

& Selectnetworks

Back Next Cancel

11 On the Select Storage page, enter the following settings and click Next.

Setting
VM Storage Policy

Datastore

VMware, Inc.
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Virtual SAN Default Storage Policy
SFOO01A-VSANO1-MGMTO1
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¥# Deplay OVF Template (7)

+ 1 Selectiemplate Selectstorage
Select location to store the files for the deployed template
+ 2 Selectname and location

~ 3 Selecta resource Selectvirtual disk format: | Thin provision ‘ -]

4 RELETES VM storage policy: | Virtual SAN Default Storage Policy ‘ - |

@ O il D Show datastores from Storage DRS clusters i ]
+~ 6 Selectconfiguration D
| Fiter |

7 Selectstorage .
| Datastores | Datastore Clusters ‘

& Selectnetworks
e template [C] & [a Filter -

9 Custor

envice bindings Name 1 aStatus WM storage policy Capaity Free
A (=) B SFOMAVSANDT-MGMTO @ Mormal irtual SAN Defau..  8.65 TB 3.68 TB
1 C
M 10bjects [ Copy~
Back Next Cancel

12 On the Setup Networks page, select the following settings and click Next.

Setting Value
Management Network Destination vDS-Mgmt-Management
IP protocol IPv4

IP allocation Static - Manual

¥4 Deploy OVF Template (7

1 Selectiemplate Selectnetworks
Select a destination network for each source network.
2 Selectname and location

& RO Source Network Destination Network

4 Review details Managerment Metwark vDS-Mgmi-Management -J

5 Acceptlicense agreements

6 Select configuration

L O O O S R Y

7 Selectstorage

& Selectnetworks
9 Customize template

rvice bindings

complete

IP Allocation Setiings

IP protocol: | IPv4 |- IP allocation: | Static- Manual |~ @

Back Next Cancel

13 On the Customize Template page, enter the following settings and click Next.

Setting Value
DNS servers 172.16.11.5,172.16.11.4
Domain name sfo01.rainpole.local
Gateway 172.16.11.253
Netmask 255.255.255.0
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Setting Value
DNS search path sfo01.rainpole.local
Management Network IP Address 172.16.11.123
NTP Servers ntp.sfo01.rainpole.local,ntp.lax01.rainpole.local
Enter password vr_sfo_root_password
Confirm password vr_sfo_root_password
¥# Deplay OVF Template 2w
+ 1 Selectemplate Customize template
Customize the deployment properties of this software solution.
+ 2 Selectname and location
+ 3 Selecta resource © Al properties have valid values Showned..  Collapse all...
+ 4 Review defails "
+ 5 Acceptlicense agreements Damain name |5ra01.rainpule.\ocal ‘
0 SEEREILILELET Gateway [iraraizsa |
+~ T Selectstorage
e a— Metrmask [255.255.255.0 |
|

g 9 Cusiomize emplate DMS search path |afnm rainpole.local

10 vSenvice bindings

Management Metwark IP The IP address for this interface

] S DE AR Address [i7aiB11123 \
~ Application 2 settings
NTP Servers Acomma-separated list of hostnames or IP addresses of NTP Servers

ntp.sfo01.rainpole.local ntp.lax01 rainpolelocal

Passward The password for the appliance roof account.

e
conm passerd

Back Next Cancel

14 On the vService Bindings page, click Next.
15 On the Ready to Complete page, click Finish.

16 In the Navigator, expand the entire mgmt01vc01.sfo01.rainpole.local tree, select the
mgmt01vrms01 VM and click the Power On button.

Configure vSphere Replication in Region A

After you deploy the vSphere Replication appliance on the protected region, register vSphere Replication
with the Platform Services Controller by using the vSphere Replication Management Interface..

Procedure
1 Log in to the Management Interface of the vSphere Replication appliance.
a Open a Web browser and go to https://mgmt01lvrms01.sfo0l.rainpole.local:5480.

b Log in using the following credentials.

Setting Value
User name root
Password vr_sfo_root_password
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2 Onthe VR tab, click Configuration, enter the following settings, and click Save and Restart

Service.

Setting Value

Configuration Mode Configure using the embedded database
LookupService Address sfo01psc01.sfo01.rainpole.local
SSO Administrative Account svc-vr@rainpole.local

Password sve-vr_password

VRM Host 172.16.11.123

VRM Site Name mgmt01vc01.sfo01.rainpole.local
vCenter Server Address mgmt01vc01.sfo01.rainpole.local
vCenter Server Port 80

vCenter Server Admin Mail veenter_server_admin_email

3 In the Confirm SSL Certificate dialog box, click Accept.

4 Wait for the vSphere Replication Management (VRM) server to save the configuration.

ca? vSphere Replication Appliance

Getting Started JETGTTENLTY Support

Startup Configuration
Successfully saved the configuration

pplication Home | Help | Logout userroot

Configuration Mode: ® Configure using the embedded database Actions
Manual configuration
Configure from an existing YRM database
LookupSemice Address: \sfumpscm.sfum.rainpale.\ocal e
S50 Administrator, swe-vri@rainpole.local
Pagssward: )- ------- |
WRM Host [1721811.123 | Browse.. |
VRM Site Name: \mgmmvcm.sfam.rainpale.\ocal \
vCenter Server Address ‘mgmlmvcm sfo01.rainpale.local ‘
vGenter Senver Port: \EU \
|

vCenter Server Admin Mail: root@172.16.11.123

IP Address for Incoming Storage Trame: ||
Apply Metwork Setting

S5L Certificate Policy -

5 Under Service Status, verify that the status of the VRM service is running.

6 Log out from the vSphere Replication Management Interface.

Deploy vSphere Replication in Region B

After you deploy vSphere Replication in Region A, deploy it in Region B to complete the support for
replication of virtual machines between the two regions.

Deploy the vSphere Replication Appliance in Region B

After you deploy vSphere Replication on the protected region, deploy the vSphere Replication appliance
on the recovery region.
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Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt0lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 In the Navigator, click Hosts and Clusters.

3 Right-click mgmt01vc51.l1ax01.rainpole.local, and click Deploy OVF Template.

4 On the Select template page, click the Browse button, use a multiple selection to select
the following files from the bin folder of the .iso mount for vSphere Replication on your computer,

click Open, and click Next.
m  vSphere_Replication_OVF10.ovf
m  vSphere_Replication-support.vmdk

m  vSphere_Replication-system.vmdk

5 On the Select name and location page, enter a node name, select the inventory folder for the virtual

appliance, and click Next.

Setting Value
Name mgmt01vrms51
vCenter Server mgmt01vc51.1ax01.rainpole.local
Data center LAX01
Folder BCDR51
¥4 Deploy OVF Template (z) »
' 1 Selectiemplate Selectname and location
Enter a name for the OVF and select a deployment location

3 Selecta resource Name ‘mgmtmwmsﬂ

4 Review details

Filter | Browse |

Select a datacenter or folder.

v_,ngmlmvcﬁ‘\ la01 rainpole.local
- [y Lax01

¥ EIMGMTET

¥ EINSHE

¥ EIvRAST

b CVRASTIAS

¥ EvRLIST

» EJvROps51

» EvROpsS1RC

Back Next Cancel
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© 00 ~N o

On the Review Details page, click Next.

On the Accept License Agreements page, click Accept, and click Next.

On the Select a Resource page, select the LAX01-Mgmt01 cluster, and click Next.

On the Select Configuration page, leave the default 4 vCPU configuration selected and click Next.

¥# Deplay OVF Template 2w
+ 1 Selectemplate Select configuration
Select a deployment configuration.
+ 2 Selectname and location
3 Selectaresource Canfiguration: | 4 vCPU |v \
v 4 Review denils Cescription Ceploy the ¥M configured with 4 vCPLU
+~ 5 Acceptlicense agreements
7 Selectstorage
& Selectnetworks
9 Customize template
10 vSenvice bindings
Re complete
Back Next Cancel
10 On the Select Storage page, enter the following settings, and click Next.
Setting Value
VM Storage Policy Virtual SAN Default Storage Policy
Datastore LAX01A-VSANO1-MGMTO1
¥4 Deploy OVF Template (2) B
+ 1 Selecttemplate Selectstorage
Selectlocation to store the files for the deployed template.
+/ 2 Selectname and location
v 3 Selecta resource Selectvirtual disk format: | Thin provision [
A L AL T M storage policy: [ Virtual SAN Default Storage Policy | = |
A DG LR LT T [[] show datastores from Storage DRS clusters [i ]
+/ 6 Selectconfiguration S
| Fier |
ST
| Datastores | Datastore Clusters ‘
Select networks
9 Customize template @ & (Q Fiter -l
10} vSanscs bndngs Hame 1 afStatus WM storage policy Capaity Free
e (o) B3 LAXOTAVEANDT-MGMTOT @ Mormal Virtual SAN Defad..  6.48 TB 5 T8
Ready to complete
“ i »
[ 10bjects /3 Copy~
Back Hext Cancel
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11 On the Setup Networks page, select the following settings, and click Next.

Setting
Management Network Destination
IP protocol

IP allocation

Value
vDS-Mgmt-Management
IPv4

Static - Manual

¥# Deplay OVF Template 3w
+ 1 Selectemplate Select networks
Select a destination network for each source network.
+ 2 Selectname and location
3 Selecta resource Source Netuork Destination Network
+ 4 Review details R EE s DS Mgmt Management ]
+~ 5 Acceptlicense agreements
+~ 6 Selectconfiguration
+~ T Selectstorage
8 Selectnetworks
9 Customize template
J B S Description - Management Network
11 Readyfo complete
The Management Metwark handles both management and replication traffic.
IP Allocation Settings
IP protocol: | IPv4 |+ I allocation: | Static - Manual |~]©
Back Next Cancel

12 On the Customize Template page, enter the following settings, and click Next.

Setting

DNS servers

Domain name

Gateway

Netmask

DNS search path

Management Network IP Address
NTP Servers

Enter password

Confirm password

VMware, Inc.

Value

172.17.11.5,172.17.11.4

lax01.rainpole.local

172.17.11.253

255.255.255.0

lax01.rainpole.local

172.17.11.123
ntp.lax01.rainpole.local,ntp.sfo01.rainpole.local
vr_lax_root_password

vr_lax_root_password
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¥# Deplay OVF Template (2} B
+ 1 Selectemplate Customize template
Customize the deployment properties of this software solution.
+ 2 Selectname and location
+ 3 Selecta resource © Al properties have valid values Showned..  Collapse all...
+ 4 Review defails "
+ 5 Acceptlicense agreements Damain name |\ax01.rainpale.\ocal ‘
v & Selectconfiguration Gateway EREEE |
+~ T Selectstorage
e a— Netmask [255.255.255.0 |
9 Cusiomize emplate DMS search path |\axl]1 rainpole Incal ‘
1? YS.e-M:e b.lfdmg.":. Management Metwark IP The IP address for this interface
I DETIEEE Address [iTai7arazs \
~ Application 2 settings
NTP Servers Acomma-separated list of hostnames or IP addresses of NTP Servers
ntp.lax01 rainpole.local ntp sfo01 rainpole.local
Passward The password for the appliance roof account.
g
contm pesserd
Back Next Cancel
13 On the vService Bindings page, click Next.
14 On the Ready to Complete page, click Finish.
¥# Deplay OVF Template (2) B
+ 1 Selectemplate Ready to complete
Review configuration data
+ 2 Selectname and location
w3 SRR MNarne mgrmtdiwrmss1
o) TR Source WM name wSphere_Replication_OVF10
+~ 5 Acceptlicense agreements Bemileesl ckm S41.6 ME
+~ 6 Selectconfiguration Size on disk 1068
¥ T Selectstorage Folder BCDRS!
R O Resource LAXD1-Marntd1
w8 TN Deployment configuration 4 wCPU
+ 10 vSenice bindings } Storage mapping 1
Qi S HER e » Metwark mapping 1
» P allocation settings IPv4, Static - Manual
DMS servers=17217.11.517217.11.4
Domain name = |ax01 rainpole.local
Gateway=17217.11.253
Properties Metmask= 255.255.255.0
DS search path = laxd1.rainpole.local
MNTP Servers = ntp lax01 rainpole local,ntp.sfol1 rainpole.local
Management Network IP Address=17217.11.123
Back Finish Cancel

15 In the Navigator, expand the entire mgmt01vc51.lax01.rainpole.local tree, select the mgmt01vrms51
VM, and click the Power On button.

Configure vSphere Replication in Region B

After you deploy the vSphere Replication appliance on the protected region, register vSphere Replication

with the Platform Services Controller by using the vSphere Replication Management Interface.

VMware
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Procedure
1 Log in to the Management Interface of the vSphere Replication.
a Open a Web browser and go to https://mgmt01lvrms51.1lax01.rainpole.local:5480.

b Log in using the following credentials.

Setting Value
User name root
Password vr_lax_root_password

2 Onthe VR tab, click Configuration, enter the following settings, and click Save and Restart

Service.

Setting Value

Configuration Mode Configure using the embedded database
LookupService Address lax01psc51.lax01.rainpole.local
SSO Administrative Account svc-vr@rainpole.local

Password svec-vr_password

VRM Host 172.17.11.123

VRM Site Name mgmt01vc51.lax01.rainpole.local
vCenter Server Address mgmt01vc51.1ax01.rainpole.local
vCenter Server Port 80

vCenter Server Admin Mail vcenter_server_admin_email

3 Inthe Confirm SSL Certificate dialog box, click Accept.
4  Wait for the vSphere Replication Management (VRM) server to save the configuration.

f.)a-o vSphere Replication Appliance

tion Home | Heln | Logout userroot

Startup Configuration
Successfully saved the configuration

Configuration Mode: ® Configure using the embedded datahase Actions
Manual configuration Save and Restart Senice
Configure from an existing VRM database Unregister VRIS
LookupService Address, haxmpacm la01 rainpole.local Reset Embedded Database
S50 Administrator. \svc—vr@rampo\e local |
Password } ------- |
VRM Hast: [i72.07.01.123 | Browse... |
WRM Site Name. ‘mgmlmvcﬁ‘\ la01 rainpole.local

vCenter Server Port ‘EI]
vGenter Sener Admin Mail \mot@17217.11.123

vCenter Server Address: \mgmmvcsmaxm.rainpale.\ocal \

IP Address for Incoming Storage Traffic l:l
Apply Metwark Setting

5 Under Service Status, verify that the status of the VRM service is running.

6 Log out from the vSphere Replication Management Interface.
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Connect the vSphere Replication Instances

To use vSphere Replication between Region A and Region B, you must configure a connection between
the two vSphere Replication appliances because each region is managed by a different vCenter Server

instance.

Procedure

1 Log in to vCenter Server by using the vSphere Web Client.

a

Open a Web browser and go
to https://mgmt01lvc0l.sfo0l.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Connect the two vSphere Replication instances.

On the vSphere Web Client Home page, click Hosts and Clusters.

In the Navigator, select the mgmt01vc01.sfo01.rainpole.local instance, click the Configure
tab, and click Target Sites under vSphere Replication.

Click the Connect to target site to configure replications icon.

(! mgmt01ve01.sfod1.rainpole.local 1 f@ (g | {ghActions ~

Summary  Manitor (:unﬁguml Permissions Datacenters Haosts & Clust..  ¥Ms Datastores  MNetwarks  Linked vCente.. Bwensions  Update Mana..

N %3 ac CYT
- Settings Hame R Appliance or Cloud Org Address Status
General
Licensing
Message of the Day
Advanced Settings
Auto Deploy
uCenter HA
« vSphere Replication
About
Replication Servers
+ More
Key Management Servers

Storage Providers

In the Connect to Target Site dialog box, select Connect to a remote site, enter the following
settings, and click the Log In button.

Setting Value

PSC address of the remote site lax01psc51.lax01.rainpole.local
User name svc-vr@rainpole.local
Password sve-vr_password
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e Inthe Security Alert dialog box, click Yes.
The Connect to Target site dialog box shows the mgmt01vc51.l1ax01.rainpole.local selected.

f In the Connect to Target Site dialog box, click OK.

~
Connect to Target Site (7)(x)
i_J Connectto a local site
i») Connectto a remote site
Flatform Services Contraller address af the remate site:
lax01pschv.lax0i rainpole lacal |
Credentials to cannect to the Flatfiorm Senices Controller:
Username: svC-Ti@rainpaole local Log In
Passward: P
Select a remaote site to connect to:
mgmt01vc51 lax01 rainpole local
OK ] [ Cancel _
k ..ZZE-

3 On the Target Sites page, verify that the value under Status is Connected.

Isolate the Network Traffic of vSphere Replication

vSphere Replication can consume a lot of bandwidth during initial replication, and when virtual machines
are added or destroyed.

To avoid network problems in the data center, isolate replication traffic from other network traffic. Isolating
the vSphere Replication traffic also enhances network performance in the data center by reducing the
impact of this traffic on other traffic types.

You isolate the network traffic to the vSphere Replication Server by dedicating a VMkernel network
adapter on each management ESXi host that sends data to the vSphere Replication Server and using a
dedicated network adapter on the vSphere Replication Server VM.
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By default, the vSphere Replication appliance has one virtual machine network adapter that is used by
the vSphere Replication Server for both replication traffic and by vCenter Server for virtual machine
management. To isolate the replication traffic, you add a second adapter to the appliances in both regions
and configure them for replication traffic.

Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcO0l.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Shut down the vSphere Replication appliance to allow changes in the hardware configuration.
a Inthe Navigator, click Hosts and Clusters.
b Expand the entire mgmt01vc01.sfo01.rainpole.local tree.
¢ Right-click the mgmt01vrmsO01 virtual appliance and select Power > Shut Down Guest OS.
d In the Confirm Guest Shut Down dialog box, click Yes to proceed.

3 Add a VM network adapter to the vSphere Replication virtual appliance that handles replication traffic
only.

a Right-click the mgmt01vrmsO01 virtual appliance and select Edit Settings.
b In the Edit Settings dialog box, click Yes to proceed.

¢ Inthe mgmt01vrms01 - Edit Settings dialog box, from the New device drop-down menu, select
Network, and clickAdd.
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d From the New Network device drop-down menu, select vDS-Mgmt-VR and click OK.

51 mgmt0twrms01 - Edit Settings 2) W

[ Yirtual Hardware | M Options | SDRS Rules ‘ vApp Options |

» [/ crU - 0

» # Memory

+ 2 Hard disk 1 16 EHGE \-\
+ 2 Hard disk 2 2 EHGE \-\

3 SCSlcontraller 0 LSI Logic Parallel

+ [ Metwork adapter 1 | vOS-Mgmt-Managsment (\DS-Mgmt \ - M Connected

» (&) COMVD drive 1 | Host Device |+ | [ connected

+ [@ video card -
P 55 VMCI device

» Other Devices

» Upgrade [] Schedule ¥M Compatibility Upgrade...
» [ New Network | ¥D5-MamtyR (vDS-Moml \ - [ Connect..
New device: MNetwork ‘ - ‘ Add
Compatibility: ESXESRI 4.0 and later (¥M version 7y 0K Cancel

e Right-click the mgmt01vrms01 virtual appliance and select Power > Power On.

f  In the Confirm Power On dialog box, click Yes to proceed and wait until the appliance is up and
running.

4 Log in to the vSphere Replication Management Interface.
a Open a Web browser and go to https://mgmt0lvrms01.sfo0l.rainpole.local:5480.

b Log in using the following credentials.

Setting Value
User name root
Password vr_sfo_root_password
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5 Configure the network settings for the new network adapter ethl.

a Click the Network tab and click Address.

b Under eth1 info, enter the following settings and click Save Settings.

Setting

IPv4 Address Type
IPv4 Address
Netmask

IPv6 Address Type

Value

Static
172.16.16.71
255.255.255.0
Auto

'::QQ vSphere Replication Appliance

dares

Mameserver Source
Hostname

IPvd Default Gateway
IPvE Default Gateway
Preferred DNS Server
Alternate DMNS Server
Domain Name
Domain Search Path

¥ ethi info
IPvd Address Type
IPvd Address

Metmask

IPvG Address Type

¥ eth1 info
IPvd Address Type
IPvd Address

Metmask

IPvG Address Type

Network Address Settings

From Configuration

Appiication Home | Help | Logout user root

|mgmto1vrms01 sfol rainpole.local |

172.16.11253
17216115
172.16.11.123
552552550
172.16.16.71
552552550

Actions

Save Settings
Cancel Changes

Powered by WMware Studic

¢ Click the VR tab and click Configuration.

d Inthe IP Address for Incoming Storage Traffic text box, enter 172.16.16.71 and click Apply

Network Setting.

172.16.16.71 is the IP address of the new network adapter that will handle replication traffic.
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6 Repeat the steps to reconfigure the vSphere Replication appliance mgmt01vrms51 in Region B, use
the values from the following table.

Setting Value
Object to configure mgmt01vrms51
Connect New Network Adapter To vDS-Mgmt-VR

URL of vSphere Replication Appliance https://mgmt01vrms51.lax01.rainpole.local:5480

IPv4 Address Type Static

IPv4 Address 172.17.16.71
Netmask 255.255.255.0
IP Address For Incoming Storage 172.17.16.71
Traffic

7 On the vSphere Replication appliances, add static network routes to the hosts in the other region.

Appliance Host Name Source Gateway Target Network
mgmt01vrms01.sfo01.rainpole.local 172.16.16.253 172.17.16.0/24
mgmt01vrms51.lax01.rainpole.local  172.17.16.253 172.16.16.0/24

a For each vSphere Replication appliance, open an SSH connection and log in using the following
credentials.

Setting Value

Appliance host name ® mgmt01vrms01.sfo01.rainpole.local for Region A

m mgmt01vrms51.lax01.rainpole.local for Region B
User name root

Password vr_root_password

b Run the following command to create a route to the recovery region for the hosts in Region A or
to the protected region for the hosts in Region B.

Region of the vSphere Replication Appliance Command

Region A route add -net 172.17.16.0/24 gw 172.16.16.253 dev eth1

Region B route add -net 172.16.16.0/24 gw 172.17.16.253 dev eth1
¢ Repeat the step on the vSphere Replication appliance in the other region.

8 Add static network routes on the ESXi hosts in the management clusters in all regions.

Host Name Source Gateway Target Network
mgmt01esx01.sfo01.rainpole.local 172.16.16.253 172.17.16.0/24
mgmt01esx02.sfo01.rainpole.local 172.16.16.253 172.17.16.0/24
mgmt01esx03.sfo01.rainpole.local 172.16.16.253 172.17.16.0/24
mgmt01esx04.sfo01.rainpole.local 172.16.16.253 172.17.16.0/24

mgmt01esx51.lax01.rainpole.local  172.17.16.253 172.16.16.0/24
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Host Name Source Gateway Target Network
mgmt01esx52.lax01.rainpole.local  172.17.16.253 172.16.16.0/24
mgmt01esx53.1ax01.rainpole.local  172.17.16.253 172.16.16.0/24

mgmt01esx54.lax01.rainpole.local  172.17.16.253 172.16.16.0/24

a For each management host, open an SSH session to the ESXi Shell on each host and log in
using the following credentials.

Setting Value
User name root
Password esxi_root_user_password

b  Run the following command to create a route to the recovery region for the hosts in Region A or
to the protected region for the hosts in Region B.

Region of the ESXi Host Command

Region A esxcli network ip route ipv4 add --gateway 172.16.16.253 --network
172.17.16.0/24

Region B esxcli network ip route ipv4 add --gateway 172.17.16.253 --network
172.16.16.0/24

¢ Repeat the step for all remaining ESXi hosts in the SFO01-Mgmt01 cluster in Region A and
LAX01-MgmtO1 cluster in Region B.

Deploy vSphere Data Protection in Region B

Deploy vSphere Data Protection for backup and restore of SDDC management components in Region B.

vSphere Data Protection enables the backup and restore of virtual machines associated with the following
components:

= vCenter Server
= Management vCenter Server and connected external Platform Services Controller
m  Compute vCenter Server and connected external Platform Services Controller
= NSX for vSphere
m  NSX Manager for the management cluster
= NSX Manager for the shared compute and edge cluster
= vRealize Automation
m  vRealize Operations Manager

= vRealize Log Insight
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Procedure

1 Prerequisites for Deploying vSphere Data Protection in Region B

Before you deploy vSphere Data Protection in Region B, verify that your environment satisfies the
requirements for this deployment.

2 Deploy the Virtual Appliance of vSphere Data Protection in Region B

Deploy vSphere Data Protection as a virtual appliance on the management cluster in Region B.

3 Register vSphere Data Protection with Management vCenter Server in Region B

After you deploy the virtual appliance for vSphere Data Protection on the management cluster in
Region B, complete the initial configuration of vSphere Data Protection.

Prerequisites for Deploying vSphere Data Protection in Region B
Before you deploy vSphere Data Protection in Region B, verify that your environment satisfies the

requirements for this deployment.

IP Addresses and Host Names

Verify that static IP address and FQDN for vSphere Data Protection are available for the Region B of the
SDDC deployment.

Table 2-17. IP Addresses and Host Names for vSphere Data Protection in Region B

Network Setting Value

IP address 172.17.11.81

FQDN mgmt01vdp51.lax01.rainpole.local
DNS servers 172.17.11.5,172.16.11.4

Default gateway 172.17.11.253

Subnet mask 255.255.255.0

Deployment Prerequisites

Verify that you have fulfilled the following prerequisites in addition to the networking settings.

Prerequisite Value
Initial Storage = Virtual disk provisioning.
= Thin
m  Required storage
= 4TBNFS

Software Features m  vSphere
m  Management vCenter Server
m  Management cluster with enabled DRS and HA.

m  vSphere Distributed Switch configured for the vSphere management network

Installation Package Download the .ova file of the vSphere Data Protection virtual appliance on the machine where you use the
vSphere Web Client.
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Deploy the Virtual Appliance of vSphere Data Protection in
Region B

Deploy vSphere Data Protection as a virtual appliance on the management cluster in Region B.

Procedure
1 Login to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Inthe vSphere Web Client, navigate to the LAX01-Mgmt01 cluster object.

Inventory Object Value

vCenter Server mgmt01vc51.lax01.rainpole.local
Data center LAX01
Cluster LAX01-Mgmt01

3 Right-click the LAX01-Mgmt01 object and select Deploy OVF Template.

4 On the Select template page, select Local file, browse to the location of the vSphere Data
Protection OVA file on your file system, and click Next.

5 On the Select name and location page, enter a node name, select the inventory folder for the virtual
appliance, and click Next.

Setting Value
Name mgmt01vdp51
vCenter Server mgmt01vc51.lax01.rainpole.local

Data center LAX01

6 On the Select a resource page, click the Browse tab, select the LAX01-Mgmt01 cluster, and click
Next.

7 On the Review details page, examine the virtual appliance details, such as product, version,
download size, and size on disk, and click Next.

8 On the Accept license agreements page, accept the end user license agreement and click Next.
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9 On the Select storage page, select the NFS datastore that is provisioned for vSphere Data

Protection, configure storage settings, and click Next.

Setting

Datastore

Value

LAX01A-NFS01-VDPO1

Select virtual disk format  Thin provision

VM storage policy

None

¥# Deploy OVF Template

+ 1 Selecttemplate
2 Selectname and location
3 Selecta resource

v
v
+ 4 Review defails
v

5 Acceptlicense agreements

6 Selectstorage

7 Select networks

Select storage
Select location to store the files for the deployed template

Selectvirtual disk format: | Thin provision

WM storage policy: | None

D Show datastores from Storage DRS clusters i ]

e |

| Datastores | Datastore Clusters ‘

Hame Status
(O] E LADTA-NFS01-VDPO1 & MNormal
() 3 LAXOTAVSAND-MGMTOT @ Mormal

®LE @)
WM storage polioy Capacity Free
WM Encryption Po. 3.84 TB 333 TB
Yirtual 84N Defau..  6.42 TB 5278

2 Objects [[3Copy+

Back Next Cancel

10 On the Select networks page, select the vDS-Mgmt-Management distributed port group from the
Isolated Network drop-down menu, select IPv4 from the IP protocol drop-down menu and click

Next.

¥# Deploy OVF Template

1 Selecttemplate

2 Selectname and location
3 Selecta resource

4 Review details

5 Acceptlicense agreements

L U U U Y

6 Selectstorage

7 Selectnetworks

8 Customize emplate

9 Readyto complete

Select networks
Select a destination network for each source network

Source Netuor

Isolated Network

Description - Isolated Network

The Isolated Metwark network

IP Allocation Settings

IP protocol: | IPv4 [~]

Destination Netwark

vDS-Mgmt-Management v

IP allocation: Static - Manual @

Back Next Cancel
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11 On the Customize template page, enter the networking settings for the virtual appliance, and click
Next.

IPv4 Setting Value

Default gateway 172.17.11.253

DNS server 172.17.11.5,172.17.11.4
Static IPv4 address  172.17.11.81

Subnet mask 255.255.255.0

12 On the Ready to complete page, verify that the settings are correct and click Finish.

13 After the virtual appliance is deployed, right-click the virtual appliance object in the vSphere Web
Client and select Power > Power On.

Register vSphere Data Protection with Management vCenter
Server in Region B

After you deploy the virtual appliance for vSphere Data Protection on the management cluster in Region
B, complete the initial configuration of vSphere Data Protection.

Procedure
1 Log in to the vSphere Data Protection Configuration Utility.

a Open a Web browser and go to
https://mgmt01lvdp51.1lax01.rainpole.local:8543/vdp-configure.

b Log in using the following credentials.

Setting Value
Username  root
Password  changeme
The configuration wizard of vSphere Data Protection appears.
2 On the Welcome page, click Next.

3 On the Network Settings page, verify that the network settings are populated correctly and click
Next.

4 On the Time Zone page, select the UTC time zone and click Next.

5 Onthe VDP Credentials page, enter and confirm a new password for the root Linux appliance user,
and click Next.

The password must satisfy the following requirements:
m  |f all four character classes are used, the password must be at least 6 characters.
= |f three character classes are used, the password must be at least 7 characters.

m  |[f one or two character classes are used, the password must be at least 8 characters.
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m  The four-character classes are as follows:
m  Upper case letters A-Z
= Lower case letters a-z
= Numbers 0-9
m  Special characters (for example: ~|@#,.)

6 On the vCenter Server Registration page, configure the settings for registration with the
Management vCenter Server.

a Enter the settings for connection to the Management vCenter Server.

vCenter Server Setting Value

vCenter username rainpole.local\svc-vdp

vCenter password sve-vdp_password

vCenter FQDN or IP mgmt01ve51.1ax01.rainpole.local
vCenter HTTP port 80

vCenter HTTPS port 443

Verify vCenter Server certificate  Deselected

b Enter the settings for vCenter Single Sign-On on the Management Platform Services Controller.

Single Sign-On Setting Value
Use vCenter for SSO authentication Deselected
SSO FQDN or IP address lax01psc51.l1ax01.rainpole.local

SSO port 443

Welcome vCenter Registration
Identify the hostname or IP address of your vCenter server. Also provide a

Network Settings username and password for a user that has rights to register objects with the
vCenter server.

Time Zone

VDP Credentials vCenter usernarme: rainpole.localsve-vdp

» vCenter Registration vCenter password
VOP Mgraton SR BT

CPU and Memory [] verify vCenter certificate

[] use vCenter for SSO authentication

S50 FQDM or IP: lax1pscai.lax0.rain
Test Connection

Product Improvement

Create Storage wCenter FQDM ar IP; mamtdives 1 lax01.rai
Device Allocation vCenter HTTPS port _

Ready to Complete

Complete

¢ Click Test Connection and in the Connection success message box, click OK.

d On the vCenter Registration page, click Next.

VMware, Inc. 205



Deployment for Region B

7 On the Create Storage page, select Create new storage, in the Capacity text box enter 4 TiB, and
click Next.

8 On the Device Allocation page, from the Provision drop-down menu select Thin and click Next.
9 Onthe CPU and Memory page, leave the default settings and click Next.

10 On the Product Improvement page, select Enable Customer Experience Improvement Program
and click Next.

11 On the Ready to Complete page, select Run performance analysis on storage configuration and
Restart the appliance if successful, and click Next.

12 In the warning message box about storage configuration, click Yes.
vSphere Data Protection setup starts configuring data disks.
13 After disk configuration is complete, click OK in the success box.

14 Verify that the vSphere Data Protection is accessible in the vSphere Web Client after you complete
the initial configuration of vSphere Data Protection.

a Open a Web browser and go to
https://mgmt@lvc51.1lax01.rainpole.local/vsphere-client .

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local

Password vsphere_admin_password

¢ On the vSphere Web Client Home page, verify that the VDP icon is available and is able to
connect to the appliance.

Replace Certificates in Region B

By default, virtual infrastructure management components use TLS/SSL certificates that are signed by the
VMware Certificate Authority (VMCA). These certificates are not trusted by end-user devices. For
example, a certificate warning might appear when a user connects to a vCenter Server system by using
the vSphere Web Client.

Infrastructure administrators connect to SDDC components, such as vCenter Server, from a Web
browser. The authenticity of the network node to which the administrator connects must be confirmed with
a valid TLS/SSL certificate.

In this design, you replace user-facing certificates with certificates that are signed by a Microsoft
Certificate Authority (CA). You can use other certificate authorities according to the requirements of your
organization. You do not replace certificates for machine-to-machine communication. If necessary, you
can manually mark these certificates as trusted.
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In a dual-region SDDC deployment, you must replace certificates in both regions for the following
VMware products:

m  vCenter Server system in both management pod and shared edge and compute pod
m VMware NSX Manager in both management pod and shared edge and compute pod
m  VMware Site Recovery Manager

= VMware vSphere Replication

m  vSphere Data Protection

Method of Certificate Generation

You use the VMware Validated Design Certificate Generation (CertGenVVD) utility for automatic
generation of Certificate Signing Requests (CSRs)and CA-signed certificate files for all VMware
management products that are deployed in this validated design. For more information about using the
CertGenVVD utility, see the VMware Validated Design Planning and Preparation documentation and
VMware Knowledge Base article 2146215.

Product Order for Certificate Replacement

After you generate the certificates by using the CertGenVVD utility, replace them on the virtual
infrastructure products as follows:

Location Replacement Order

Replace only in Region B Management Platform Services Controller
Management vCenter Server
Management NSX Manager

Compute Platform Services Controller
Compute vCenter Server

Compute NSX Manager

N o o b~ WON -

vSphere Data Protection

N

Replace in both Region A and Region B Site Recovery Manager

2 vSphere Data Protection

Replace the vCenter Server Certificates in Region B

After you replace the Platform Services Controller certificate, you replace the vCenter Server machine
SSL certificate.

You replace certificates twice, once for each vCenter Server instance. You can start replacing certificates
on Management vCenter Server mgmt01vc51.1ax01.rainpole.local first.
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Table 2-18. Certificate-Related Files on the vCenter Server Instances

vCenter Server FQDN Files for Certificate Replacement Replacement Order
mgmt01vc51.lax01.rainpole.lo  ® mgmt01vc51.lax01_ssl.key After you replace the certificate on the
cal = mgmt01vc51.lax01.1.cer management Platform Services

®  chainRoot64.cer Controller.
comp01vc51.lax01.rainpole.lo ® comp01vc51.lax01_ssl.key After you replace the certificate on the
cal = compO1vc51.lax01.1.cer compute Platform Services Controller.

m  chainRoot64.cer

Procedure

1 Use the scp command, FileZilla, or WinSCP to copy the machine and CA certificate files to
the /tmp/ss1 directory on the Management vCenter Server.

Use the scp command, FileZilla, or WinSCP to copy the files.
2 Login to the vCenter Server instance by using Secure Shell client.
a Open an SSH connection to the FQDN of the vCenter Server appliance.

b Log in using the following credentials.

Setting Value
User name  root
Password  vcenter_server_root_password
3 Replace the CA-signed certificate on the vCenter Server instance.

a From the SSH client connected to the vCenter Server instance, add the Root certificate to the
VMware Endpoint Certificate Store as a Trusted Root Certificate using following command and
enter the vCenter Single Sign-On password when prompted.

/usr/lib/vmware-vmafd/bin/dir-cli trustedcert publish —--chain —-cert /tmp/ssl/chainRoot64.cer

b Start the vSphere Certificate Manager utility on the vCenter Server instance.

/usr/lib/vmware-vmca/bin/certificate-manager

¢ Select Option 1 (Replace Machine SSL certificate with Custom Certificate), enter
default vCenter Single Sign-On user name administrator@vsphere.local and the
vsphere_admin-password password.

d When prompted for the Infrastructure Server IP, provide the IP address of the Platform Services
Controller that manages this vCenter Server instance.

vCenter Server IP Address of Connected Platform Services Controller
mgmt01vc51.lax01.rainpole.local 172.17.11.61
comp01vc51.lax01.rainpole.local 172.17.11.63
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e Select Option 2 (Import custom certificate(s) and key(s) to replace existing Machine SSL

certificate).

f  When prompted, provide the full path to the custom certificate, the root certificate file, and the key
file that have been generated by vSphere Certificate Manager earlier, and confirm the import

with Yes (Y).

vCenter Server

mgmt01vc51.lax01.rainpole.local

comp01vc51.lax01.rainpole.local

4  After Status shows 100% Completed, wait several minutes until all vCenter Server services are
restarted.

Path to Certificate-Related Files

Please provide valid custom certificate for Machine SSL.

File: /tmp/ss1/mgmt@lvc51.1lax01.1.cer

Please provide valid custom key for Machine SSL.

File: /tmp/ss1/mgmt@1lvc51.1ax01. key

Please provide the signing certificate of the Machine SSL certificate
File: /tmp/ss1/chainRoot64.cer

Please provide valid custom certificate for Machine SSL.

File: /tmp/ss1/comp®lvc51.1ax01.1.cer

Please provide valid custom key for Machine SSL.

File: /tmp/ss1/comp@lvc51.1ax01.key

Please provide the signing certificate of the Machine SSL certificate

File: /tmp/ss1/chainRoot64.cer

5 After you replace the certificate on the mgmt01vc51.1ax01.rainpole.local, repeat the procedure to

replace the certificate on the compute vCenter Server comp01vc51.1ax01.rainpole.local.

Replace the NSX Manager Certificates in Region B

After you replace the certificates of all Platform Services Controller instances and all vCenter Server

instances, replace the certificates for the NSX Manager instances.

You replace certificates twice, once for each NSX Manager. You start by replacing certificates on NSX

Manager for the mgmt01nsxm51.lax01.rainpole.local management cluster.

Table 2-19. Certificate-Related Files on the NSX Manager Instances in Region B

NSX Manager FQDN Certificate File Name Replacement Time

mgmt01nsxmO01.lax01.rainpole.local =

comp01nsxm51.lax01.rainpole.local =

VMware, Inc.

mgmt01nsxm51.lax01.chain.cer from manual

generation

on the Management vCenter

mgmt01nsxm51.1ax01.4.p12 from the CertGenVVD Server

tool

comp01nsxm51.lax01.cer.chain.cer from manual

generation

comp01nsxm51.lax01.4.p12 from the CertGenVVD

tool

After you replace the certificate

After you replace the certificate
on the Compute vCenter Server
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Procedure
1 On the Windows host that has access to the data center, log in to the NSX Manager Web interface.

a Open a Web browser and go to following URL.

NSX Manager URL
NSX Manager for the management cluster https://mgmt01nsxm51.1ax01.rainpole.local

NSX Manager for the shared compute and edge cluster  https://comp01nsxm51.lax01.rainpole.local

b Log in using the following credentials.

Setting Value
User name admin
Password nsx_manager_admin_password

2 On the Manage tab, click SSL Certificates, click Import and provide the certificate chain file.
3 Restart the NSX Manager to propagate the CA-signed certificate.

a Inthe right corner of the NSX Manager page, click the Settings icon.

b  From the drop-down menu, select Reboot Appliance.
4 Re-register the NSX Manager to the Management vCenter Server.

a Open a Web browser and go to the NSX Manager Web interface.

NSX Manager URL
NSX Manager for the management cluster https://mgmt01nsxm51.1ax01.rainpole.local

NSX Manager for the shared compute and edge cluster  https://comp01nsxm51.lax01.rainpole.local

b Log in using the following credentials.

Setting Value
User name admin
Password nsx_manager_admin_password

¢ Click Manage vCenter Registration.
d Under Lookup Service, click the Edit button.

e Inthe Lookup Service dialog box, enter the following settings, and click OK.

Setting Value

Lookup Service IP lax01psc51.lax01.rainpole.local

Lookup Service Port 443

SSO Administrator User Name administrator@vsphere.local

Password vsphere_admin_password
VMware, Inc.
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In the Trust Certificate? dialog box, click Yes.
Under vCenter Server, click the Edit button.

In the vCenter Server dialog box, enter the following settings, and click OK.

Value for the NSX Manager for the Value for the NSX Manager for the Shared Edge
Setting Management Cluster and Compute Cluster
vCenter Server mgmt01vc51.lax01.rainpole.local comp01vc51.lax01.rainpole.local
vCenter User svc-nsxmanager@rainpole.local
Name
Password svec-nsxmanager_password

In the Trust Certificate? dialog box, click Yes.
Wait until the Status indicators for the Lookup Service and vCenter Server change to Connected.

Repeat this step for the NSX Manager instance for the shared compute and edge cluster.

5 Reconnect to the NSX Manager instances in Region A.

a

b

Open a Web browser and go to https://mgmt01vc51.1lax01.rainpole.local

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local

Password vsphere_admin_password

From the vSphere Web Client Home menu, select Networking & Security.

Click Installation in the Navigator.

On the Management tab , select the 172.17.11.65 instance from the NSX Manager menu.
If primary and secondary nodes are not syncing correctly

Select Actions > Disconnect from Primary NSX Manager.

On the Management tab , select the 172.16.11.65 instance from the NSX Manager drop-down
menu.

Select Actions > Add Secondary NSX Manager
In the Add Secondary NSX Manager dialog box, enter the following settings and click OK.

Setting Value

NSX Manager 172.17.11.65

Username admin

Password mgmtnsx_admin_password

Confirm Password mgmtnsx_admin_password
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In the Trust Certificate confirmation dialog box, click Yes.
Repeat this step for the NSX Manager instance for the shared edge and compute cluster.

Reconnect the 172.17.11.66 secondary NSX Manager for the shared edge and compute cluster
in Region B to the primary NSX Manager 172.16.11.66 for the shared edge and compute cluster
in Region A.

6 Reconnect the NSX Manager instances to vRealize Operations Manager.

Open a Web browser and go to https://vrops—cluster-01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin

Password vrops_admin_password

In the left pane of vRealize Operations Manager, click Administration and click Certificates.

Select the row that contains CN=mgmt01nsxm51.1ax01.rainpole.local and click the Delete
icon.

Select the row that contains CN=comp@1nsxm51.1ax01.rainpole. local and click the Delete
icon.

In the left pane of vRealize Operations Manager, click Administration and click Solutions.

From the solution table on the Solutions page, select the Management Pack for NSX-vSphere
solution, and click the Configure icon at the top.

In the Manage Solutions dialog box, from the Adapter Type table at the top, select NSX-
vSphere Adapter.

Click the mgmt01nsxm51-lax01 adapter instance, click Test Connection, accept the new
certificate and click Save settings.

Click comp01nsxm51-lax01 adapter instance, click Test Connection, accept the new certificate
and click Save settings.

Replace the VMware Site Recovery Manager Certificates

After you replace the certificates of all Platform Services Controllers, vCenter Server instances and NSX

Managers, replace the certificates on the Site Recovery Manager server instances.

You replace certificates twice, once for each Site Recovery Manager. You will begin by replacing
certificates on mgmt01srm01.sfo0O1.rainpole.local, the Site Recovery Manager in Region A.
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Table 2-20. Certificate-Related Files for Site Recovery Manager in Region A and Region B

Site Recovery Manager in

File Name Region A Site Recovery Manager in Region B
CA Certificate Chain CACert.chain.cer CACert.chain.cer
PKCS#12 File Name from mgmt01srm01.sfo01.p12 mgmt01srm51.lax01.p12

Manual Generation

PKCS#12 File Name from the  mgmt01srm01.sfo01.5.p12 mgmt01srm51.1ax01.5.p12
CertGenVVD tool

Procedure

1 Log in to the Site Recovery Manager virtual machine by using a Remote Desktop Protocol (RDP)
client.

a Open an RDP connection to the following virtual machine.

Region Site Recovery Manager
Region A mgmt01srm01.sfo01.rainpole.local
Region B mgmt01srm51.lax01.rainpole.local

b Log in using the following credentials.

Setting Value
User name Windows administrator user
Password windows_administrator_password

2 Install the CA certificates in the Windows trusted root certificate store of the Site Recovery Manager
virtual machine.

a Locate CACert.chain.cer file in C:\certs folder.
b Double-click the CACert.chain.cer file to open Certificate import dialog box.
¢ Inthe Certificate dialog box, select the Install Certificate option.
The Certificate Import Wizard appears.
d Select the Local Machine option for the Store Location and click Next.

e Select Place all certificates in the following store option, browse to select Trusted Root
Certificate Authorities store and click OK.

f  On the Completing the Certificate Import Wizard page, click Finish.

3 Replace the certificate on Site Recovery Manager with the one that you generated manually or by
using the CertGenVVD tool.

a Open Programs and Features from the Windows Control Panel.

b From the list of programs, select VMware vCenter Site Recovery Manager and click Change.
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f

Select the Modify option on the Maintenance Options screen and follow the wizard until you
reach the Certificate Type screen.

Select the Use a PKCS#12 certificate file option and click Next.

Browse to C:\certs, select the mgmt01srm0l.sfo01l.pl2 or mgmtO®lsrm51.lax01.p12 file, and
enter the certificate password VMwarel! that you specified when generating the PKCS#12 file.

Click Yes in the certificate warning dialog box and complete the modify installation wizard.

4  If you were previously using credential-based authentication, you might need to restore the
connection between the two Site Recovery Manager sites after replacing the default certificates with
CA-signed certificates.

a

Open a Web Browser and go to the following URL.

Region URL

Region A https://mgmt01vc01.sfo01.rainpole.local

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

In the vSphere Web Client, click Site Recovery > Sites.
Right-click the site mgmt01vc01.sfo01.rainpole.local and select Reconfigure Pairing.

Enter the address of the Platform Services Controller Lax0@1psc51.1ax01. rainpole.local on
the remote site and click Next.

Select the vCenter Server instance mgmt01vc51.1ax01.rainpole.local with which Site Recovery
Manager is registered on the remote site, enter the vCenter Single Sign-On administrator user
name administrator@vsphere.local and vsphere_admin_password password, and click
Finish.

5 Repeat the steps to generate a CA-signed certificate and replace the default VMware-signed
certificate with this one on mgmt01srm51.lax01.rainpole.local.

Replace the vSphere Replication Certificates

After you replace the certificates of all Platform Services Controllers, vCenter Server instances and NSX
Managers, and of the Site Recovery Manager instances, replace the certificates on vSphere Replication
in Region A and Region B
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A vSphere Replication appliance uses certificate-based authentication for all connections that it
establishes with vCenter Server instances and remote site vSphere Replication instances.vSphere
Replication does not use user name and password based authentication. vSphere Replication generates
a standard SSL certificate when the appliance first boots and registers with vCenter Server. The default
certificate policy uses trust by thumbprint. You change the certificate by using the virtual appliance
management interface (VAMI) of the vSphere Replication appliance.

If you use the CertGenVVD tool, you skip creating a CSR file and a certificate signed by the Microsoft CA
on the child AD server in Region A.

Install the CA-Signed Certificate on vSphere Replication

After you generate a CA-signed PKCS#12 file manually or by using the CertGenVVD tool, replace the
default VMware-signed certificate with this certificate on vSphere Replication in both regions.

You create certificates twice, once for each vSphere Replication. You can start replacing certificates on
vSphere Replication in Region A mgmt01lvrms01.sfo0l. rainpole. local first.

Table 2-21. PKCS#12 Files for vSphere Replication in Region A and Region B

PKCS#12 File Name from Manual PKCS#12 File Name from the
vSphere Replication Appliance Name Generation CertGenVVD Tool
mgmt01vrms01.sfo01.rainpole.local mgmt01vrms01.sfo01.p12 mgmt01vrms01.sfo01.5.p12
mgmt01vrms51.lax01.rainpole.local mgmt01vrms01.lax01.p12 mgmt01vrms51.1ax01.5.p12

Prerequisites

If you use the CertGenVVD tool to generate CA-signed certificates for the products in this validated
design, generate the PEM file for vRealize Operations Manager and download it to your computer.
See VMware Knowledge Base article 2146215.

Procedure

1 Upload the PKCS#12 file to vSphere Replication by using the vSphere Replication Appliance
interface (VAMI).

a Open a Web browser and go to the following URL.

vSphere Replication URL
vSphere Replication in Region A https://mgmt01vrms01.sfo01.rainpole.local:5480
vSphere Replication in Region B https://mgmt01vrms51.lax01.rainpole.local:5480

b Log in using the following credentials.

Setting Value
User name root
Password vr_root_password

¢ Onthe VR tab, click the Configuration tab.
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d Enter the vCenter Single Sign-On administrator password vsphere_admin_password.

e Click Choose File next to Upload PKCS#12 (*.pfx) file and locate the PKCS#12 file that you
created.

ca? vSphere Replication Appliance

Application Home | Help | Logout userroot

‘GeningStar‘ted Configuration Security ‘ Support |

Startup Configuration

Configure from an existing VRM database - Actions
LookupService Address [sfo01 pse01.8f001 rainpale.local Save and Restart Service
S50 Administrator [admiristrator@nsphere.local | Unregister VRMS
Password — ] Reset Embedded Databage
VRM Hast: [i72.06.41.123 | Browse... |
WRNM Site Name. ‘mgmlmvcm sfo01.rainpale.local

vCenter Server Address: \mgmmvcm 51001 rainpole.local
vCenter Server Port ‘EI]
vGenter Sener Admin Mail \mot@17216.11.123

IP Address for Incoming Storage Traffic: 172 1616.71
Apply Metwark Setting

S5L Cerificate Policy

Accept only S5L certificates signed by a trusted Certificate Authority
(ou must click the 'Save and Restart Service' button after chanaing this setting)
Install a new S5L Certificate

Generate a self-signed cerificate
Upload PKCS#12 (7.pf) file Choose File | mgmit0Tvms01.sfo01.5.p12
Upload and Install

Service Status

VRM service is running

f  Click the Upload and Install button and enter the certificate password when prompted.

After you change the SSL certificate, the vSphere Replication status changes to disconnected
because the new certificate is not validated by the vSphere Replication instance in the other site.

2 Reconnect the sites to resolve the connection issue.

When you change the SSL certificate, the vSphere Replication status changes to disconnected state
because new certificate is not validated by the vSphere Replication instance in other site.

a Open a Web browser and go to
https://mgmtOlvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

¢ On the vSphere Web Client Home page, click vSphere Replication.

d Select mgmt01vc01.sfo01.rainpole.local, click Manage, and select Target Sites.
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e

f

Right-click mgmt01vc51.1ax01.rainpole.local and click Reconnect site.
In the Reconnect Sites dialog box, click Yes to proceed.

("] mgmt01vc01.sfo01.rainpole.local 1 f@ g | {giActions ~

Summary  Monitor Cnnﬁgurel Permissions Datacenters Hosts & Cluste WMs  Datastores  Metworks  Linked vCenter. Extensions  Update Manager

“« & @ e & ¢ Q Filler -
 Settings MName VR Appliance or Cloud .. 1 & Status

General E; momt01veal lax01 rainpole local ‘:’_‘ Reconnect site ‘5 Connection issue

!
Licensing % Disconnect site
Message of the Day
Advanced Settings
Auto Deploy
wCenter HA

+ vSphere Replication
About
Replication Servers

- More
Key Management Servers

Storage Providers

L 1items [=h Export~ [23Copy~

3 Repeat the steps to generate and install the CA-signed certificate on the other vSphere Replication
instance.

Install a CertGenVVD-Generated Certificate on vSphere Data
Protection in Region B

After you use the VMware Validated Design Certificate Generation Utility (CertGenVVD) to generate
certificates for the SDDC management components, replace the default VMware-signed certificate on
vSphere Data Protection in Region B with the certificate that is generated by CertGenVVD.

Procedure

1

Copy the . keystore file that CertGenVVD tool generated to the /root folder on the vSphere Data
Protection virtual appliance.

You can use scp, FileZilla or WinSCP.

Log in to the vSphere Data Protection appliance.

a

b

Open an SSH connection to the virtual machine mgmt01vdp51.1ax01.rainpole.local.

Log in using the following credentials.

Setting Value
User name  root

Password vdp_root_password

Restart all vSphere Data Protection services by running the following commands.

dpnctl stop all
dpnctl start all
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4 Runthe addFingerprint.sh script to update the vSphere Data Protection server thumbprint
displayed in the VM console welcome screen.

/usr/local/avamar/bin/addFingerprint.sh
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The Cloud Management Platform (CMP) consists of integrated products that provide for the management
of public, private and hybrid cloud environments. VMware's CMP consists of vRealize Automation,
vRealize Orchestrator, and vRealize Business. vRealize Automation incorporates virtual machine
provisioning and a self-service portal. vRealize Business enables billing and chargeback functions.
vRealize Orchestrator provides workflow optimization.

The following procedures describe the validated flow of installation and configuration for the second site
in the enterprise.

This chapter includes the following topics:

m  Prerequisites for Cloud Management Platform Implementation in Region B

= Configure Service Account Privileges in Region B

m  vRealize Automation Installation in Region B

m  vRealize Orchestrator Configuration in Region B

m  vRealize Business Installation in Region B

m  Create Anti-Affinity Rules for vRealize Automation Proxy Agent Virtual Machines in Region B
m  Content Library Configuration in Region B

= Tenant Content Creation in Region B

Prerequisites for Cloud Management Platform
Implementation in Region B

Verify that the following configurations are established prior to beginning the Cloud Management Platform
procedures in Region B.

DNS Entries and IP Address Mappings in Region B

Verify that the static IP address and FQDNSs listed in the table below, are available for the vRealize
Automation application virtual network for the second region of the SDDC deployment.
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Table 3-1. IP Addresses and Host Name for the vRA Proxy Agents and vRB Data Collector in
Region B

Role IP Address FQDN

vRealize Automation Proxy Agents 192.168.32.52 vraO1ias51.lax01.rainpole.local
192.168.32.53 vraO1ias52.lax01.rainpole.local

vRealize Business Data Collector 192.168.32.54 vra01buc51.lax01.rainpole.local

Default gateway 192.168.32.1

DNS server 172.17.11.5

Subnet mask 255.255.255.0

NTP 172.16.11.251 ntp.sfo01.rainpole.local

172.16.11.252

172.17.11.251 ntp.lax01.rainpole.local
172.17.11.252

Configure Service Account Privileges in Region B

In order for you to provision virtual machines and logical networks, configure privileges for vRealize
Automation for the service account svc-vra@rainpole.local on both the Compute vCenter Server and the
Compute Cluster NSX Instance.

Procedure

1 Configure Service Account Privileges on the Compute vCenter Server in Region B

Configure Administrator privileges for the svc-vra and svc-vro users on the Compute vCenter Server
in Region B.

2 Configure the Service Account Privilege on the Compute Cluster NSX Instance in Region B

Configure Enterprise Administrator privileges for the svc-vra@rainpole.local service account.

Configure Service Account Privileges on the Compute vCenter
Server in Region B

Configure Administrator privileges for the svc-vra and svc-vro users on the Compute vCenter Server in
Region B.

If you add more Compute vCenter Server instances in the future, perform this procedure on those
instances as well.
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Procedure
1 Log in to the Compute vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://compOlvc51.1ax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 In the Navigator pane, select vCenter Inventory Lists > vCenter Servers.
3 Right-click the comp01vc51.1ax01.rainpole.local instance and select Add Permissions.
4 In the Add Permission dialog box, click the Add button.

The Select Users/Groups dialog box appears.

[ comp01vc51.lax01.rainpole.docal - Add Permission @ 122

Selectthe users or groups on the left and the role to assign to them on the right

Users and Groups Assigned Role

The users or groups listed below are The users or groups ohtain the permissions on the selected
assigned the role selected an the right on ohjects as defined by their assioned role
‘cormp01vest laxd1 rainpole local’.

Administrator |v|
UserGroup Rale Propa.. b S :
* Al Privileges d =l

v Alarms

3 AutoDeploy

» Cetificates

3 Content Library

»  Datacenter

v Datastare

v Datastore cluster

v Distributed switch

v ESHAgent Manager
v Extension

»  Folder

»  Global -

Description: All Privileges

["] Propagate to children

Remove View Children

: -Cancel .

5 Select RAINPOLE from the Domain drop-down menu, and in the Show Users First text box
enter svc to filter user and group names.

6 Select svc-vra and svc-vro from the User/Group list, click the Add button and click OK.
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7

Select UsersiGroups (?)(x)
Select users from the list or type names in the Users text box. Click Check names to
validate your entries against the directon
Domain: | RAINPOLE Bd
Users and Groups
| Show Users First |+ | [ @ svc

Usei/Sroup 2 & Dasciption/Full name
& sve-loginsight sve-loginsight sve-loginsight
& svc-nsxmanager s¥e-nsxmanager
o swe-vRA Sve-vRA sve-vRA
& svevRO gve-vRO sve-vRO
& sve-vrops SYC-VIOPS SYC-VIOpS
& Svc-users VWRD Users and Groups
Add

Users: |
Groups: |

Separate multiple names with semicolons

oK Cancel

In the Add Permission dialog box, select Administrator from the Assigned Role drop-down menu
and click OK.

The svc-vra and svc-vro users now have Administrator privilege on the Compute vCenter Server in

Region A.
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[ ] comp01ve51lax01.rainpoleocal - Add Permission 20 M
Select the users or groups on the left and the role to assign to them on the right
Users and Groups Assigned Role
The users or groups listed below are The users ar groups obtain the permissions onthe selected
assigned the role selected on the right on objects as defined by their assigned role.,
‘tomp0ivc51 lax01 rainpole local’ /
| Administrator -
Lisee'Group REole Fropa
& RAINPOL.. Administr..  Yes ¥ M Eloges
5 RAINPOL.. Administr. Yes + v Alams
v v AutoDeploy
v v Cerificates
v v Content Library
v v Datacenter
v o Datastore
v  Datastore cluster
v o Digtnibuted switch
v v ESH Agent Manager
v  Extension
Description: All Privileges
[+ Propagate to children
Add.. || Remove View Children
OK || Cancel :

Configure the Service Account Privilege on the Compute Cluster
NSX Instance in Region B

Configure Enterprise Administrator privileges for the svc-vra@rainpole.local service account.
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Procedure
1 Log in to the Compute vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://comp0lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 In the Navigator pane, select Networking & Security > NSX Managers.
3 Double-click the 172.17.11.66 Compute NSX Manager.
4 Click Manage, click Users, and click the Add icon.

The Assign Role wizard appears.

vmware: vSphere Web Client #=

Navigator X | 58172471166 | Actions v

4 NSXManagers @ Summary  Maonitor | Manage |
% 172.17.11.66

|. System Events | Security Tags | Exclusion List| Domains | Grouping Objects | Users |

UseS Origin Raole Statuz

admin MEH CLI User Svystem Administrator Enabled
wvephere localladministrator wzenter Enterprize Administrator Enabled
rainpole localhsve-nskmanager  wenter Enterprise Administrator Enabled

5 On the Identify User page, select the Specify a vCenter User radio button, enter
svc-vra@rainpole.local in the User text box, and click Next.

6 On the Select Roles page, select the Enterprise Administrator radio button, and click Finish.

The svc-vra@rainpole.local user is now configured as an Enterprise Administrator for the compute
cluster NSX instance, and appears in the lists of users and roles.
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vmware: vSphere Web Client  #= Updating.. 44
Navigator ’—ﬁ_: 172171166 = Actions
4 NSXManagers O Surmary  Monitor | Manage |

% 172.17.11.66

I' System Events | Security Tags | Exclusion L'zst| Domains | Grouping Objects | Users ]

+ ' | e

User Origin Fale Status
admin MEX CL User Systern Administratar Enahled
wesphere locahadministrator wenter Enterprise Administrator Enahled
rainpole locahsve-nsxmanager  vGenter Enterprise Administrator Enabled
rainpolelocahsve-vra venter Enterprise Administrator Enahled

vRealize Automation Installation in Region B

A vRealize Automation installation includes installing and configuring single sign-on (SSO) capabilities,
the user interface portal, and Infrastructure as a Service (IaaS) components.

After installation you can customize the installation environment and configure one or more tenants,
which sets up access to self-service provisioning and life-cycle management of cloud services. By using
the secure portal Web interface, administrators, developers, or business users can request IT services
and manage specific cloud and IT resources based on their roles and privileges. Users can request
infrastructure, applications, desktops, and IT service through a common service catalog.

m | oad Balancing the Cloud Management Platform in Region B

You configure load balancing for all services and components related to vRealize Automation and
vRealize Orchestrator by using an NSX Edge load balancer.

m  Deploy Windows Virtual Machines for vRealize Automation in Region B

vRealize Automation requires several Windows virtual machines to act as laaS components in a
distributed configuration. These redundant components provide high availability for the vRealize
Automation infrastructure features.

= |nstall vRealize Automation Proxy Agents in Region B

Proxy agents are required so vRealize Automation can communicate with vCenter Server instances.
For every vCenter Server instance that will be a target for vRealize Automation, deploy at least two
proxy agents.

Load Balancing the Cloud Management Platform in Region B

You configure load balancing for all services and components related to vRealize Automation and
vRealize Orchestrator by using an NSX Edge load balancer.

You must configure the load balancer before you deploy the vRealize Automation appliance. This is
because you need the virtual IP (VIP) addresses to deploy the vRealize Automation appliance.
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Procedure

1 Add Virtual IP Addresses to the NSX Load Balancer in Region B

As the first step of configuring load balancing, you add virtual IP Addresses to the edge interfaces.

2 Create Application Profiles in Region B
Create an application profile to define the behavior of a particular type of network traffic. After
configuring a profile, you associate the profile with a virtual server. The virtual server then processes
traffic according to the values specified in the profile. Using profiles enhances your control over
managing network traffic, and makes traffic-management tasks easier and more efficient.

3 Create Service Monitoring in Region B
The service monitor defines health check parameters for the load balancer. You create a service
monitor for each component.

4 Create Server Pools in Region B
A server pool consists of back-end server members. After you create a server pool, you associate a
service monitor with the pool to manage and share the back-end servers flexibly and efficiently.

5 Create Virtual Servers in Region B

After load balancing is set up, the NSX load balancer distributes network traffic across multiple
servers. When a virtual server receives a request, it chooses the appropriate pool to send traffic to.
Each pool consists of one or more members. You create virtual servers for all of the configured
server pools.

Add Virtual IP Addresses to the NSX Load Balancer in Region B

As the first step of configuring load balancing, you add virtual IP Addresses to the edge interfaces.

Procedure
1 Login to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt0lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password
2 Click Networking & Security.
3 Inthe Navigator, click NSX Edges.

4 From the NSX Manager drop-down menu, select 172.17.11.65 as the NSX Manager and double-click
the LAXMGMT-LB01 NSX Edge to edit its network settings.

5 Click the Manage tab, click Settings, and select Interfaces.
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6 Select the OneArmLB interface and click the Edit icon.

7 In the Edit NSX Edge Interface dialog box, add the VIP addresses of the vRealize Automation nodes
in the Secondary IP Addresses text box.

Note The Connectivity Status should remain as Disconnected.

Setting Value

Secondary IP Address  192.168.11.53,192.168.11.56,192.168.11.59,192.168.11.65

=

Edit NSX Edge Interface ?)
w3 o
Marne: & OneArmLB
Type: :m |
Connected To: Mogmt-xRegion01-VxLAM Zhange Remove
Connectivity Status: () Connected (=) Disconnected

Caonfigure Subnets:

X Q Filter
Frimang IP Address Secondarny IP Addresses Subnet Prefix Length
192 168.11.2 (] .'l1.53.192.153.11.55.192.158.11.59.192.158.11.55&:}| 24 (%]

Cormima separated lsta of Secondany 1P Addresses, Example $ A1 084121443

MAC Addresses:
You can specify 3 MAC address ar leave it hlank for auto generation. In case of HA, two
different MAC addresses are reqguired.

T 9000

Options: [ ]Enable Proxy ARP [] Send ICMP Redirect

Reverse Path Filter | Enabled | v |

Fence Parameters:

Example: ethernetd filter! .parami=1

| lok || cancel

8 Click OK to save the configuration.
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Create Application Profiles in Region B

Create an application profile to define the behavior of a particular type of network traffic. After configuring
a profile, you associate the profile with a virtual server. The virtual server then processes traffic according
to the values specified in the profile. Using profiles enhances your control over managing network traffic,

and makes traffic-management tasks easier and more efficient.

You repeat this procedure twice to create two application profiles.

Procedure

1

Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1lax01. rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

Click Networking & Security.
In the Navigator, click NSX Edges.

From the NSX Manager drop-down menu, select 172.17.11.65 as the NSX Manager and double-click
the LAXMGMT-LB01 NSX Edge to manage its network settings.

Click the Manage tab, click Load Balancer, and select Application Profiles.

vmware® vSphere Web Client  f= Updated at 11:44 P ©) | Administrator@VSPHERELOCAL = | Help
Navigator ' s ELnXMGMT-LBIH Actions
4 Networking & Sec. i) Summary  Monitor ‘ Manage ‘
555 LAXMGMT-LBO1

[ settings | Firewall | HCP [ NAT | Routing [ Uoad Balancer | VPN | SSLVPN-Pius | Grouping Objects

«“ L .
Glohal Configuration Profile 10 Name Fersistence Type
Service Monitoring '{b
Pools
Virtual Servers
Application Rules 0items

Cipher:

Client Authentication:

‘ irtual Server Certificates ‘ Pool Gertificates

Senice Certifiates | CA Cerificates | CRL |
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6 Click the Add icon and in the New Profile dialog box, and configure the following values.

Setting Value
Name vRealize-https-persist
Type HTTPS

Enable SSL Passthrough Selected
Persistence Source IP

Expires in (Seconds) 1800
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New Profile

Mame:

Type:

vRealize-https-persist

| HTTPS

[v/] Enable S5SL Passthrough

HTTF Redirect URL:

FPersistence:

Cookie Name:

Mode:

| Source IP

[~

Expires in (Seconds): | 1800

nsert X-Forwarded-For HTTP header
Enable Poo

Side 55L

Virtual Server Certific... [ |

Sernvice Cerificates | CA Certificates | CEL

Configure Service Cerificate

VSM_SOLUTION_174

I

VSM_SOLUTION_1744| VSN

VEM_SOLUTION_2c77
VSM_SOLUTION_2c77 | VSN

sfo01psc01.sfol1.rainp

Cipher: Default

VSM_SOLUTION_174

g

_SOLUTION_1744
VSM_SOLUTION_2c77
|_SOLUTION_2c77
rainpole-DCO1RPL-CA-

Tue MNow
Tue Mov 2
Tue Nov 2
Tue Nov 2

Tue Mov

289 2016 - Thu Mc

I
i
=
i
]

29 2016 - Thu Mc

ECDHE-RSA-AES128-GCM-SHA256
ECDHE-RSA-AES256-GCM-SHA3E4

Client Authentication:

lanore

[~

h

7 Click OK to save the configuration.

OK ][ Cancel

8 Repeat the same steps to create the following application profile.

Setting Value

Name vRealize-https

Type HTTPS
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Setting

Value

Enable SSL Passthrough  Selected

Persistence

None

Create Service Monitoring in Region B

The service monitor defines health check parameters for the load balancer. You create a service monitor
for each component.

Procedure

1 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go

to https://mgmt01lvc51.1lax01. rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting

User name

Password

2 Click Networking & Security.

Value

administrator@vsphere.local

vsphere_admin_password

3 Inthe Navigator, click NSX Edges.

4 From the NSX Manager drop-down menu, select 172.17.11.65 as the NSX Manager and double-click
the LAXMGMT-LB01 NSX Edge to manage its network settings.

5 Click the Manage tab, click Load Balancer, and select Service Monitoring.

6 Click the Add icon and in the New Service Monitor dialog box, configure the values for the service
monitor you are adding, and click OK.

Setting
Name
Interval
Timeout
Max Retries
Type
Expected
Method
URL

Receive

VMware, Inc.

vra-svr-443-monitor
vra-svr-443-monitor
3

9

3

HTTPS

204

GET

/vcac/services/api/health

vra-iaas-web-443-monitor

vra-iaas-web-443-monitor
3
9
3

HTTPS

GET
/wapi/api/status/web

REGISTERED

vra-iaas-mgr-443-monitor

vra-iaas-mgr-443-monitor
3
9
3

HTTPS

GET
/VMPSProvision

ProvisionService

vra-vro-8281-monitor
vra-vro-8281-monitor
3

9

3

HTTPS

GET

/vcolapi/healthstatus

RUNNING
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-

HNew Service Monitor T

Mame @ | wra-svr-44 3-monitor
Intarval: 3 (seconds)
Timeout 9 (seconds)

Max Refries 3

Type HTTPS -
Expected: 204

Method GET -
URL | hcadsenices/apihealth '
Send

Receive

Extension

DH{} Cancel

7 Repeat step 6 to create a service monitor for each component.

Upon completion, verify that you have successfully entered the monitor names and their respective
configuration values.

Create Server Pools in Region B

A server pool consists of back-end server members. After you create a server pool, you associate a
service monitor with the pool to manage and share the back-end servers flexibly and efficiently.

Repeat this procedure multiple five times to configure five different server pools.

Table 3-2. Server Pools for the Cloud Management Platform in Region B

Members

Enable Monitor
Pool Name Algorithm Monitors Member Member Name IP address Port Port Weight
vra-svr-443 ROUND-ROBIN NONE Yes vra01svrO1a 192.168.11.51 443 443 1

Yes vraO1svrO1b 192.168.11.52 1
vra-iaas- ROUND-ROBIN NONE Yes vra01iws0O1a 192.168.11.54 443 443 1
web-443 )

Yes vra01iws01b 192.168.11.55 1
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Table 3-2. Server Pools for the Cloud Management Platform in Region B (Continued)

Members

Enable
Pool Name Algorithm Monitors Member
vra-iaas- ROUND-ROBIN  NONE Yes
mgr-443 Yes
vra-vro-8281 ROUND-ROBIN NONE Yes

Yes
vra-svr-8444 ROUND-ROBIN NONE Yes

Yes
Procedure

1 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go

to https://mgmt01lvc51.1ax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Member Name

vra01ims0O1a

vra01ims01b

vra01vroO1a

vra01vroO1b

vra01svrO1a

vra01svrO1b

IP address

192.168.11.57

192.168.11.58

192.168.11.63

192.168.11.64

192.168.11.51

192.168.11.52

Port

443

8281

8444

Monitor
Port

443

8281

443

Weight

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Click Networking & Security.
3 Inthe Navigator, click NSX Edges.

4  From the NSX Manager drop-down menu, select 172.17.11.65 as the NSX Manager and double-click
the LAXMGMT-LB01 NSX Edge to manage its network settings.

5 Click the Manage tab, click Load Balancer, and select Pools.
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vmware* vSphere Web Client  #= Updated at 11:44PM 8 | Adminis HERELGCAL » | Help
Navigator X | IELAXMGMT.LBO1 | Actons v
~.4 Networking & Sec... o} Surnmary  Monitor | Manage |
ST LAXMGMT-LBO1 . )
[ settings | Firewall | DHCP| NAT| Routing | l'_uad'Balancer| VPN ‘ SSL VPN-Plus | Grouping Objects
B % Show Pool Statistics C -
‘ Global Configuration . :
Fool ID Hame Algorithm hdanitar (D
‘ Application Profiles
| Service Monitoring
virtual Servers 0 flems
Application Rules
Description:
Transparent:
Name IP Address/ .. Weight Monitor Port Fort Mtax Connect.. Min Connecti...
0 itams

6 Click the Add icon, and in the New Pool dialog box configure the following values.

Setting Value
Name vra-svr-443
Algorithm  ROUND-ROBIN
Monitors  vra-svr-443-monitor
7 Under Members, click the Add icon to add the first pool member.

8 In the New Member dialog box configure the following values, and click OK.

Setting Value
Name vraO1svrO1a

IP Address/VC Container 192.168.11.51

State Enable
Port 443
Monitor Port 443
Weight 1
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*[wamsvrma

IP Address / VC Container: *[192.168_11.51 0] Select

State:

Port:

Monitor Port:
Weight:

Max Connections:

Min Connections:

| Enable K3

443
| 443]
K
|
|

[ OK ][ Canoel]

9 Under Members, click the Add icon to add the second pool member.

10 In the New Member dialog box, configure the following values, click OK, and click OK again to save
the vRealize Automation server pool.

Setting Description

Name vra01svrO1b

IP Address/VC Container 192.168.11.52

State Enabled
Port 443
Monitor Port 443
Weight 1
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Mame: a:|1.rraﬂ151.rrﬂ1b

IP Address / VC Container: *|192.168.11.52 $|Selec1

State: [Enable | - ]

Port: 443

Monitor Port |443

Weight K

Max Connections: |

Min Connections: |

oK

11 Repeat the procedure to create the remaining server pools.

Create Virtual Servers in Region B

After load balancing is set up, the NSX load balancer distributes network traffic across multiple servers.
When a virtual server receives a request, it chooses the appropriate pool to send traffic to. Each pool
consists of one or more members. You create virtual servers for all of the configured server pools.

Procedure
1 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1lax01. rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Click Networking & Security.
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3 Inthe Navigator, click NSX Edges.

4  From the NSX Manager drop-down menu, select 172.17.11.65 as the NSX Manager and double-click
the LAXMGMT-LB01 NSX Edge to manage its network settings.

5 Click the Manage tab, click Load Balancer, and select Virtual Servers.

vmware’ vSphere Web Client #=

Updatad at 1144 P ) | Administra

¥ I LAXMGMTLEO1

Navigator Actions ~
4 Networking & Sec... (o) Summary  Monitar | Manage |

o LAXMGMT-LBO1

| settngs | Firewall | DHCF’| NAT | Routing | Load Balancer| VPN | SSL VPN-Plus | Grouping Objects |

“ w

Global Configuration

Wirtual Senver.. Name Description Default Pool  IP Address Frotocal Fort
Application Profiles
Service Monitoring 0 items
Pools
Application Rules Description: Application Profile:

Connection Limit: Connection Rate Limit

Service Insertion Status: Acceleration Status:

Dretailed Status Senice Profile Status

Rule 14 Mame Saript

0 itlems

|
L :

6 Click the Add icon, and in the New Virtual Server dialog box configure the values for the virtual server
you are adding, and click OK.

Setting vra-svr-443 vra-iaas-web-443 vra-iaas-mgr-443 vra-vro-8281 vra-svr-8444

Enable Virtual Selected Selected Selected Selected Selected

server

Application vRealize-https- vRealize-https - vRealize-https vRealize-https vRealize-https-

Profile persist persist persist

Name vra-svr-443 vra-iaas-web-443 vra-iaas-mgr-443 vra-vro-8281 vra-svr-8444

Description VvRealize VvRealize VvRealize VRealize vRealize
Automation Automation laaS Automation laaS Automation Automation
Appliance Ul Web Ul Manager Orchestrator Remote Console

Proxy
IP Address 192.168.11.53 192.168.11.56 192.168.11.59 192.168.11.65 192.168.11.53
Protocol HTTPS HTTPS HTTPS HTTPS HTTPS
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Setting vra-svr-443 vra-iaas-web-443 vra-iaas-mgr-443 vra-vro-8281 vra-svr-8444

Port 443 443 443 8281 8444

Default Pool vra-svr-443 vra-iaas-web-443 vra-iaas-mgr-443 vra-vro-8281 vra-svr-8444
New Virtual Server (?7)

J General | Advanced

[+/] Enable Virtual Server

Application Profile: # vRealize-hitps-persist | - |
Mame: & | Wra-swr-443

Description: vRealize Automation Appliance LI

IF Address: #|192.168.11.53 €)|SelectIP Address
Protocol: | HTTPS B
Port/ Port Range: & | 443

Default Pool: | wa-sv-443 |~

Connection Limit:

Connection Rate Limit: (CPS)

L -

7 Repeat step 6 to create a virtual server for each component. Upon completion, verify that you have
successfully entered the virtual server names and their respective configuration values.

Deploy Windows Virtual Machines for vRealize Automation in
Region B

vRealize Automation requires several Windows virtual machines to act as laaS components in a
distributed configuration. These redundant components provide high availability for the vRealize
Automation infrastructure features.

Procedure

1 Create a Customization Specification for laaS Proxy Agent Servers in Region B

Create a vSphere Image Customization template to use with your vRealize Automation laaS Proxy
Agent deployment.
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2 Create Windows Virtual Machines for vRealize Automation in Region B

vRealize Automation requires several Windows virtual machines to act as laaS components in a
distributed configuration. These redundant components provide high availability for the vRealize
Automation infrastructure features.

3 Install vRealize Automation Management Agent on Windows laaS Virtual Machines in Region B

For each Windows virtual machine deployed as part of the vRealize Automation installation, a
management agent must be deployed to facilitate the installation of the Windows dependencies and
vRealize Automation components.

Create a Customization Specification for laaS Proxy Agent Servers in Region
B

Create a vSphere Image Customization template to use with your vRealize Automation laaS Proxy Agent
deployment.

Procedure
1 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1lax01. rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 From the Home page, click Customization Specification Manager.
3 Select mgmt01vc51.1ax01.rainpole.local from the vCenter Server drop-down menu.
4 Click the New icon.

The New VMGuest Customization Spec wizard opens.

5 On the Specify Properties page, configure the following settings, and click Next.

Setting Value
Target VM Operating System Windows
Use custom SysPrep answer file  Deselected

Customization Spec Name vra7-proxy-agent-template

6 On the Set Registration Information page, configure the following settings, and click Next.

Setting Value
Name Rainpole

Organization Rainpole IT
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7 On the Set Computer Name page, select the Enter a name in the Clone/Deploy wizard radio
button, and click Next.

8 On the Enter Windows License page, enter the following settings, and click Next.

If you are using Microsoft License Server, or have multiple single license keys, leave the Product
Key text box blank.

Setting Value
Product Key volume_license_key
Include Server License Information  Selected

Server License Mode Per seat

9 On the Set Administrator Password page, configure the following settings, and click Next.

Setting Value
Password local_administrator_pwd
Automatically logon as Administrator Selected

Number of times to logon automatically 1

10 On the Time Zone page, select (GMT) Coordinated Universal Time from the Time Zone drop down
menu, and click Next.

11 On the Run Once page, type net localgroup administrators rainpole\svc-vra /add in the
text box and click Add. This command will add service account rainpole\svc-vra into virtual machine's
local administrators group. Click Next.

12 On the Configure Network page, select the Manually select custom settings radio button, select
NIC1 from the list of network interfaces in the virtual machine, and click Edit.

The Network Properties dialog box displays.

13 In the Edit Network dialog box, on the IPv4 page, configure the following settings and click DNS.

Setting Value
Prompt the user for an address when the specification is used  Selected
Subnet Mask 255.255.255.0

Default Gateway 192.168.32.1
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14

15

16

17

On the DNS page, provide DNS servers and search suffixes.

a Configure the following DNS server settings.

Setting Value

Use the following DNS server address ~ Selected
Preferred DNS Server 172.17.11.4
Alternate DNS Server 172.17.11.5

b Enter rainpole.local in the For all connections with TCP/IP enabled text box and click the
Add button.

¢ Enter lax01.rainpole.local in the For all connections with TCP/IP enabled text box and
click the Add button.

d Enter sfo@l.rainpole.local in the For all connections with TCP/IP enabled text box and
click the Add button.

e Click OK to save settings and close the Edit Network dialog box, and click Next.

On the Set Workgroup or Domain page, enter credentials that have administrative privileges in the
domain, and click Next.

Setting Value

Windows Server Domain  lax01.rainpole.local

Username ad_admin_acct@]lax01.rainpole.local
Password ad_admin_password

On the Set Operating System options page, select the Generate New Security ID (SID) check box,
and click Next.

On the Ready to Complete page, review the settings that you entered, and click Finish.

The customization specification you created is listed in the Customization Specification Manager,
and can be used to customize virtual machine guest operating systems.

Create Windows Virtual Machines for vRealize Automation in Region B

vRealize Automation requires several Windows virtual machines to act as laaS components in a
distributed configuration. These redundant components provide high availability for the vRealize
Automation infrastructure features.

To facilitate cloning, this design uses the vra7-proxy-agent-template image customization specification
template and the windows-2012r2-64 VM template. Two virtual machines that run on Windows will be
required to install vRealize Automation Proxy Agents in Region B. Repeat this procedure twice by using
the information in the following table to create two VMs.
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Name for
Virtual
Machines

vraO1ias51.lax
01.rainpole.loc
al

vraO1ias52.lax
01.rainpole.loc
al

Prerequisites

NetBIOS
name

vra01ias51

vra01lias52

vCenter
Folder

VRAO1IAS

VRAO1IAS

IP

192.168.32.5
2

192.168.32.5
3

vCPU
number

2

2

Memory
Size

4 GB

4 GB

Image
Customizati
on
Specificatio
n Template

vra7z-
proxy-
agent-—
template

vra7-
proxy-
agent-
template

Network

VXW-AVS-XXXX-
Mgmt-
RegionB01-
VXLAN

VXW-AVS-XXXX-
Mgmt-
RegionB01-
VXLAN

Verify that you have created the Windows 2012 R2 template VM windows2012r2-template. See Virtual
Machine Template Specifications.

Procedure

1 Log in to the vSphere Data Protection Configure Utility.

a Open a Web browser and go

to https://mgmt01lvdp51.1lax01.rainpole.local:8543/vdp—configure.

b Log in using the following credentials.

Setting

User name

Password

Value

root

vdp_appliance_root_password

2 In the Navigator pane, select Global Inventory Lists > vCenter Servers. Click

the mgmt01vc51.l1ax01.rainpole.local instance.

3 Select VM Templates in Folders, and from the VM Templates in Folders pane, right-click the laaS
windows template win2012r2-template and select New VM from this Template.

4 On the Select a name and folder page of the Deploy From Template wizard, specify a name and
location for the virtual machine.

a Enter vra0lias51.1lax01.rainpole.local in the Enter a name for the virtual machine text

box.

b In the Select a location for the virtual machine pane, select the vRA01IAS folder in the LAX01

datacenter under mgmt01vc51.1ax01.rainpole.local, and click Next.

5 On the Select a compute resource page, select LAX01-Mgmt01 and click Next.
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6 On the Select storage page, select the datastore on which to create the virtual machine's disks.
a Select vSAN Default Storage Policy from the VM Storage Policy drop-down menu.
b Select the LAX01A-VSANO01-MGMTO01 vSAN datastore from the datastore table and click Next.

| 27 windows-2012r2-64 - Deploy From Template ?

1 Editsetings Select storage
Select the datastore in which to store the configuration and disk files
~  1a Select a name and folder

W 1b Select a compute resource Select virtual disk format: | 4z defline X t 2

QL 1C Suec Xy WM Storage Policy: | Virtual SAN Default Storage Policy ~ | 9

1d Select clone options
it The following datastores are accessible from the destination resource that you selected. Select the destination datastore for the

ady to compiet virtual machine configuration files and all of the virtual disks

Name Capasit Pravigioned Free Type

Compatible

3 LAXODTA-VSANOT-MGMTO1 17.29TB 581 TH 12827TB WSaEn

Incompatible

B WRD 15.75TH 10.13TB 562TH MFG w3

B LAx01 A-NFSOM-YDPO1 3947TB 141.46 GB J86TH MNFS w3

FA| 4%N1 A-NESNA/RALIRNA 1 NNR 37 GR 754 R7 (A q77 A4 GA MES W1

4 H L3

Advanced == |

Com patibility

@ Corpatibility checks succeeded

@ virual SAN storage consumplion would be 120,00 GB disk space and 0.00 B reserved Flash space

Back N{E Cancel

7 On the Select Clone options page, select the Customize the operating system check box, and
click Next.

8 On the Customize guest OS page, select the vra7-proxy-agent-template from the table, and
click Next.

9 On the User Settings page, enter the following values, and click Next.

Setting Value
NetBIOS name vra01ias51
IPv4 address 192.168.32.52
IPv4 subnet mask 255.255.255.0
10 On the Ready to Complete page, review your settings and click Finish.
When the deployment of the virtual machine completes, you can customize the virtual machine.

11 In the Navigator, select VMs and Templates.

12 Right-click the vra01ias51.lax01.rainpole.local virtual machine and select Edit Settings.
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13 Click Virtual Hardware and configure the settings for CPU, Memory, and the Network adapter 1.
a Select 2 from the CPU drop-down menu.
b Setthe Memory settings to 4096 MB.

¢ Expand Network adapter 1 and select vxw-dvs-xxxx-Mgmt-RegionB01-VXLAN from the
drop-down menu and click OK.

(# wraltias51.lax01.rainpolelocal - Edit Settings 2 M

| Virlual Hardware | \M Options | SDRS Rules | vapp Optians |

v [ «Cpu 2 ~| &
v Bl “Memory 4096 - || MB - |
v @& Hard disk 1 B0 | GB v |

J Ej_!i SCSl cantroller 0 LSl Lagit SAS

» 8 "Metwork adapter 1 | vew-dvs-47-universabire--5i8-3000 | = | || Connect..

» @) COIDVD drive 1 Client Device _ v o
v = Floppy drive 1 Client Device l% |

» 5] Video card .Spe.l.:sl‘;.rcuslnm s&tﬁngs -

» (@ SATA controller 0
b VMCI device

¢ Other Devices

¢ Upgrace Schedule Vi Compatibility Upgrade,
New device; R =1 [ 1 — -
Compatibliity. ESl 5.5 and later (M version 10) Ok Cancal

14 Right-click the virtual machine vra01ias51.lax01.rainpole.local, and select Power > Power on.

15 From the Virtual Machine Console, verify that vraO1ias51.lax01.rainpole.local reboots, and uses the
configuration settings that you specified.

After the Windows customization process completes, a clean desktop appears.
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16 Log in to the Windows operating system and perform final verification and customization.
a \Verify that the IP address, computer name, and domain are correct.

b  Verify vRealize Automation service account svc-vra@rainpole.local to the Local
Administrators Group.

17 Repeat this procedure to deploy and configure the remaining virtual machine.

Install vRealize Automation Management Agent on Windows laaS Virtual
Machines in Region B

For each Windows virtual machine deployed as part of the vRealize Automation installation, a
management agent must be deployed to facilitate the installation of the Windows dependencies and
vRealize Automation components.

Repeat this procedure twice to install the Management Agent on both of the Windows laaS virtual
machines. The host names of the Windows laa$S virtual machines are vraO1ias51.lax01.rainpole.local and
vraO1ias52.lax01.rainpole.local.

Procedure
1 Log in to the Windows laaS Proxy Agent virtual machine.
a Connectto vra@lias51.1lax01.rainpole.local over RDP.

b Log in using the local administrator credentials that you specified during the creation of the
customization specification process.

2 Download the vRealize Management Agent.
a Open a Web browser and go to https://vradlsvr0la.rainpole.local:5480/installer.
b Download the Management Agent Installer.msi package.

3 Install the vRealize Management Agent.
a Start the vCAC-IaaSManagementAgent-Setup.ms1i installer.
b On the Welcome page, click Next to start the install process.
¢ On the EULA page, select the | accept the terms of this agreement check box and click Next.
d On the Destination Folder page, click Next to install in the default path.

e On the Management Site Service page, enter the following settings and click Load.

Setting Value

VRA Appliance Address  https://vra01svrO1a.rainpole.local:5480
Root username root

Password vra_appA_root_password

f  Select the | confirm the fingerprint matches the Management Site Service SSL certificate
check box, and click Next.
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On the Management Agent Account Configuration page, configure the following credentials and
click Next.

Setting Value
Username rainpole\svc-vra

Password  svc-vra_password

On the Ready to install page, click Install.

Repeat the procedure to install the Management Agent in virtual machine
vraO1ias52.lax01.rainpole.local.

Install vRealize Automation Proxy Agents in Region B

Proxy agents are required so vRealize Automation can communicate with vCenter Server instances. For
every vCenter Server instance that will be a target for vRealize Automation, deploy at least two proxy
agents.

Repeat this procedure twice to install the laaS proxy Agent on the Windows virtual machines
vraO1ias51.lax01.rainpole.local and vraO1ias52.lax01.rainpole.local.

Procedure

1

A WO DN

Log in to the vra0lias51.1ax01. rainpole.local virtual machine console using the vRealize
Automation service account.

Setting Value
Username Rainpole\svc-vra

Password  svc-vra_password

Open a Web browser and go to https://vra@lsvr0la.rainpole.local:5480/installer.
Click the laaS Installer link and save the installer with its default file name.

Right-click the installer file and select Run as administrator.

On the Log In page, configure the following settings, and click Next.

Setting Value

Appliance host name  vraO1svrO1a.rainpole.local:5480

User name root
Password root_password
Accept Certificate Selected

On the Installation Type page, select Custom Install, select Proxy Agents, and click Next.
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7 On the Server and Account Settings page, configure the following settings and click Next.

Setting Value

Local server Use the default host name

User name RAINPOLE\svc-vra

Password sve-vra_password

8 On the Install Proxy Agent page, configure the following values, and click Add.

Note If the Root CA certificate was used to sign the vRealize Automation certificate, is not be trusted
by Proxy Agent Windows virtual machines. The Root CA certificate must be imported as the Trusted
Root Certification Authority before you begin installation of the Proxy Agent.

Setting Value

Agent type vSphere

Agent name VSPHERE-AGENT-51
Manager Service Host vra01ims01.rainpole.local

Model Manager Web Service Host  vra01iws01.rainpole.local

vSphere Endpoint comp01vc51.l1ax01.rainpole.local

Install Proxy Agent
Install and configure Proxy Agent

Agent type:

Proxy Agent Details

Agent name:
Manager Service Host:

Model Manager Web Service Host:

| vSphere

[VSPHERE-AGENT-51

|vran lims0 1.rainpole.local

|\rran liws0 1.rainpole.local

vSphere

Endpoint name: |com|:10 1vc5ilax01.rainpole. local

This value must match the name of the
wSphere endpoint in the vRealize Automation
urI.

[ Add | | Save |

Mame Manager Service Host Model Manager Web Service Host
VSPHERE-AGE...  vrallims01l.rainpole.local wral liws0 Lrainpole.local

Service User
RAINPOLE\svc-vra

9 Click Next.
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10 Verify the configuration, and click Install to install the proxy agent.

11 Repeat the procedure for virtual machine vra@lias52.1ax01.rainpole.local to install another
proxy agent for redundancy, using the following values.

Setting Value

Agent Type vSphere

Agent Name VSPHERE-AGENT-51
Manager Service Host name vra01ims01.rainpole.local

Model Manager Web Service Host name  vra01iws01.rainpole.local

vSphere Endpoint comp01vc51.lax01.rainpole.local

vRealize Orchestrator Configuration in Region B

VMware vRealize Orchestrator provides a library of extensible workflows to allow you to create and run
automated, configurable processes to manage your VMware vSphere infrastructure, as well as other
VMware and third-party applications.

vRealize Orchestrator is composed of three distinct layers: an orchestration platform that provides the
common features required for an orchestration tool, a plug-in architecture to integrate control of
subsystems, and a library of workflows. vRealize Orchestrator is an open platform that you can extend
with new plug-ins and libraries, and that can be integrated into larger architectures through the use of its
REST API.

Add Compute vCenter Server Instance to vRealize Orchestrator in
Region B

Add each vCenter Server instance that contributes resources to vRealize Automation and that uses
vRealize Orchestrator workflows to vRealize Orchestrator to allow vCenter Server and vRealize
Orchestrator to communicate.

Install Java SE Development Kit that is required to run the vRealize Orchestrator Client.
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Procedure

1 Log in to the vRealize Orchestrator Client.
a Open a Web browser and go to https://vra0lvro0l.rainpole.local:8281.
b Click Start Orchestrator Client.

¢ On the VMware vRealize Orchestrator login page, log in to the vRealize Orchestrator Host A by
using the following host name and credentials.

Setting Value

Host name  vraO1vroO1.rainpole.local:8281

User name svc-vra

Password sve-vra_password
2 Inthe left pane, click Workflows, and navigate to Library > vCenter > Configuration.
3 Right-click the Add a vCenter Server instance workflow and click Start Workflow.

a Onthe Set the vCenter Server Instance page, configure the following settings and click Next.

Setting Value

IP or hostname of the vCenter Server instance to add comp01vc51.lax01.rainpole.local

HTTPS port of the vCenter Server instance 443
Location of SDK that you use to connect /sdk
Will you orchestrate this instance Yes
Do you want to ignore certificate warnings Yes

b On the Set the connection properties page, configure the following settings, and click Submit.

Setting Value
Use a session per user No
vCenter Server user name sve-vro@rainpole.local

vCenter Server user password  svc-vro_password

4 To verify that the workflow completed successfully, click the Inventory tab and expand the vCenter
Server tree control.

The vCenter Server instance you added will be visible in the inventory.
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vmware vRealize” Orchestrator- | Tools ~ | Heip ~|

IE) B I_l| J General ‘
CEET

» ¥ PowerShell ( =
» b amap

> @ vRealize Automation Infrastructure
> B VAP Version 1.0.3

» 6% soap

» = vRO Configuration Simple Network Management Protocol plug-in for vCenter Orchestrator

MName SNMP

» 5 usx
» [l Dynamic Types
» B ssH
> [¥] Active Directory
» (¥ vRO Mutti-Node
» @ HTTP-REST
v G wCenter Server

v @ https:#fcompl1vcS1 . lax01 rainpole.local 443/sdk

v % Datacenters
> iy Laxot

> @ https:#fcompl1vcl.sfol1.rainpole.local 443/sdk

» BB saL Plug-in

Description

vRealize Business Installation in Region B

vRealize Business is an IT financial management tool that provides transparency and control over the
costs and quality of IT services, enabling alignment with the business and acceleration of IT
transformation.

Install vRealize Business and integrate it with vRealize Automation to continuously monitor the cost of
each individual virtual machine and the cost of the corresponding data center.

Procedure

1 Deploy the vRealize Business Data Collector in Region B

VMware vRealize Business for Cloud allows users to gain greater visibility into financial aspects of
their cloud infrastructure and lets them optimize and improve associated operations.

2 Configure NTP for vRealize Business in Region B
Configure the network time protocol (NTP) on vRealize Business Data Collector virtual appliance
from the virtual appliance management interface (VAMI).

3 Register the vRealize Business Data Collector with the Server in Region B
As part of vRealize Business installation in Region B, you connect the Region B vRealize Business
Data Collector with the vRealize Business Server previously deployed in Region A.

4 Connect vRealize Business with the Compute vCenter Server in Region B

vRealize Business requires communication with the Compute vCenter Server to collect data from
the entire cluster. You perform this operation by using the vRealize Business Data Collector console.
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Deploy the vRealize Business Data Collector in Region B

VMware vRealize Business for Cloud allows users to gain greater visibility into financial aspects of their
cloud infrastructure and lets them optimize and improve associated operations.

Procedure
1 Login to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Click Hosts and Clusters and navigate to the mgmt01vc51.1ax01.rainpole.local vCenter Server
object.

3 Right-click the mgmt01vc51.lax01.rainpole.local object and select Deploy OVF Template.

4 On the Select template page, select Local file, browse to the location of the vRealize Business
virtual appliance .ova file on your file system, and click Next.

5 On the Select name and location page, enter the following information and click Next.

Setting Value
Name vraO1buc51.lax01.rainpole.local

Select a folder or datacenter VRA51IAS
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¥¢ Deploy OVF Template (2) »
+ 1 Selecttemplate Selectname and location
Enter a name for the OVF and select a deployment location.
2 Selectname and location

3 Selecta resource Name |vra01bu051.IaxD‘I.rampoIeIocal

4 Review details

Filter 'M]

5 Selectstorage
Select a datacenter or folder.

6 Readyto complete
- EJ mgmtdivc51.lax01.rainpole.local

v [y LAX01
» CJBCDR51
» COIMGMTS1
» CINSX51
» EOVvRAS1

» CIVRLIST

» CJvROps51
» EOJvROps51RC

Back Next Cance

i VRAS1IAS

6 On the Select a resource page, select the LAX01-Mgmt01 cluster and click Next.

7 On the Review details page, examine the virtual appliance details, such as product, version,
download and disk size, and click Next.

8 On the Accept license agreements page, accept the end user license agreements and click Next.
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9 On the Select storage page, select the datastore.
a Select vSAN Default Storage Policy from the VM Storage Policy drop-down menu.
b From the datastore table, select the LAX01A-VSANO01-MGMTO01 vSAN datastore and click Next.

¥ Deploy OVF Template (2)

+ 1 Selectiemplate Select storage
Select location to store the files for the deployed template.
2 Selectname and location

3 Selecta resource Selectvirtual disk format: | Thick provision lazy zeroed |~ |

4 Review details

VM storage policy: [ Virtual SAN Default Storage Policy | + |

5 Acceptlicense agreements
Pt L [] show datastores from Storage DRS clusters i ]

[

7 Selectnetworks

[Datastores | Datastore Clusters ]

8 Customize template

9 Readyto complete ® (& (Q Filter ~)
MNams 1 a|Status VM storage policy Capacity Free
(=) B LAXD1A-VSANO1-MGMTO1 @ Normal Virtual SAN Defa... | 6.48 TB 474 TB
4 e L3
i 1 Objects [ Copy~
Back Next Cancel

10 On the Select networks page, select the distributed port group that ends with Mgmt-RegionB01-
VXLAN from the Destination drop-down menu and click Next.

¥ Deploy OVF Template 2 »

+ 1 Selectiemplate Select networks *
Select a destination network for each source network.

v 2 Selectname and location

v 3 Selecta resource Source Metwork Destination Network

' 4 Review defails Network 1 [ \w-dvs-19-univers alwire-4-sid-30004-Mgmt-Region... |

" 5 Acceptlicense agreements

+ B Selectstorage

T Selectnetworks

& Customize template

9 Readyto complete

IP Allocafion Seftings

IP protocol: | IPv4 [+ ] IP allocation: Static - Manual @ -

Back Next Cancel
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11 On the Customize template page, configure the following values and click Next.

Setting

Currency

Enable SSH service
Enable Server

Join the VMware Customer Experience Improvement Program
Root user password
Default gateway
Domain Name
Domain Name Servers
Domain Search Path
Network 1 IP Address

Network 1 Netmask

VMware, Inc.

Value

usbD

Deselected

Deselected

Selected
vrb_collector_root_password
192.168.32.1
lax01.rainpole.local
172.17.11.5,17217.11.4
lax01.rainpole.local
192.168.32.54

255.255.255.0
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L L R < X

4 Review details

5 Acceptlicense agreements
6 Selectstorage

7 Select networks

8 Customize iemplate

9 Readyto complete

#¢ Deploy OVF Template (2) »
+ 1 Selecttemplate Customize template
Customize the deployment properties of this software solution.
+" 2 Selectname and location
3 Selecta resource @ Al properties have valid values Show next.  Collapse all..

~ Application
Currency

Enable SSH service

Enable Server

Join the VMware Customer
Experience Improvement
Program

Root user password

a4

MNetworking Properties

Default Gateway

Domain Name

Domain Name Servers

Domain Search Path

Network 1 IP Address

Network 1 Netmask

5 settings
Flease select currency.
(usD-usD.. [~ |

This will be used as an initial status ofthe SSH senice in the appliance. You can change it later
from the appliance Web console.

O
This will enable the server componenis of vRealize Business for Cloud.

O

Viware's Customer Experience Improvement Program (“CEIF”) provides \Viware with
information that enables Viviware to improve its products and sernvices, to fix problems, and to
advise you on how bestto deploy and use our products. As part of the CEIP, \Whware collects
technical information about your organization’s use of Viiware products and senices on a regular
basis in association with your organization's Viware license key(s). This information does not
personally identify any individual.

Additional information regarding the data collected through CEIP and
the purposes for which itis used by VMware is set forth in the Trust and Assurance Center at
hitp/Awww vmware.comArustvmware/ceip.html. Ifyou prefer not to paricipate in Viviware's CEIP
for this product, you should uncheck the box below. You may join or leave Viware's CEIP for this
product at any time.

M

Please enter the password for root user ofthe virtual appliance.
Enter password

EREEE AR |

Confirm password

[ET— |

6 settings

The default gateway address for this VM. Leave blank if DHCF is desired.
|192.153.32.1 |

The domain name of this VM. Leave blank if DHCP is desired

|Iax01.rainpo|e.|oca| |

The domain name server IP Addresses for this VIV (comma separated). Leave blank if DHCP is
desired.

|1?2.1?.11.5.1?2.1?.11.4 |

The domain search path (comma or space separated domain names) for this VM. Leave blank if
DHCF is desired.

|Iax01.rainpo|e.|oca| |

The IP address for this interface. Leave blank if DHCF is desired
|192.153.32.54 |

The netmask or prefixfor this interface. Leave blank if DHCP is desired.
[255.255.255.0| |

Back Next Cancel

12 On the Ready to complete page, review the configuration settings that you specified and click
Finish.

13 Change the vRealize Business Remote Collector virtual appliance memory size.

a

Right-click the vra01buc51.lax01.rainpole.local virtual machine and select Edit Settings.

b  Click Virtual Hardware, enter 2GB for Memory, and click OK.

14 Navigate to the new appliance and power on the VM.
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Configure NTP for vRealize Business in Region B

Configure the network time protocol (NTP) on vRealize Business Data Collector virtual appliance from the
virtual appliance management interface (VAMI).

Procedure

1 Login to the vRealize Business Data Collector appliance management console.

a

b

Open a Web browser and go to https://vra0lbuc51.1ax01.rainpole.local:5480.

Log in using the following credentials.

Setting Value
User name  root

Password vrb_collector_root_password

2 Configure the appliance to use a time server.

a

b

Click the Administration tab and click Time Settings.

On the Time Settings page, enter the following settings and click Save Settings.

Setting Description
Time Sync. Mode Use Time Server
Time Server #1 ntp.lax01.rainpole.local

Time Server #2 ntp.sfo01.rainpole.local

wg“ vRealize Business for Cloud

Logout user root

Administration

Administration EIRGCETHGES 33L

Time Settings
Time Syne, Mode [Use Time server [v] Actions
| Save Settings |
Time Server #1 |ntp.|ax01.rainpole.local
i | Refresh |
Time Server #2 |ntp.sf001.ralnpole.local

Time Server #3 |
Time Server #4 |
Time Server #5 |

Current Time 15 Jul, 2016 04:11:01 UTC +0000

Register the vRealize Business Data Collector with the Server in
Region B

As part of vRealize Business installation in Region B, you connect the Region B vRealize Business Data
Collector with the vRealize Business Server previously deployed in Region A.
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Because the tenant is configured in vRealize Automation, you register the vRealize Business Data

Collector appliance with the vRealize Business Server using the following procedure.
= Generate a one-time key from vRealize Automation.

m  Register the Data Collector to the vRealize Business Server.

Procedure

1 Log in to the vRealize Automation Rainpole portal.

a Open a Web browser and go to https://vra0lsvr0l.rainpole.local/vcac/org/rainpole.

b Log in using the following credentials.

Setting Value

User name itac-tenantadmin

Password itac-tenantadmin_password

Domain Rainpole.local

2 Generate a one-time use key for connecting vRealize Business Data Collector.

a Navigate to Administration > Business Management.
b Expand the Manage Data Collector > Remote Data Collection section.
¢ Click Generate a new one time use key.

d Save the one time use key as you need it later.

Infrastructure Service Portal Welcome, [TAC-TenantAdmin. | Preferences | Help

Home Inbox Administration Infrastructure Confainers Business Management

» Manage Private Cloud Connections
Directories Management

» Manage Hybnd & Public Cloud Accounts

Users & G
PR » Update Reference Database

Catalog Management » Support File
Property Dictionary » Update License
» vRealize Business Enterprise Integration

Reclamation

w» Manage Data Collector
Branding
v Remote Data Collection

Nofifications This is a ONE TIME use only key for vRE Data Collector machine/appliance to

register with vRealize Business for Cloud. The key is valid for next 20 minutes.
E Generate a new one time use key

vRO Configuration
Active Directory Policies

Business Management
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3 Log in to the vRealize Business Data Collector console.
a Open a Web browser and go to https://vrad0lbuc51.1ax01.rainpole.local:9443/dc-ui.

b Log in using the following credentials.

Setting Value
User name  root
Password vrb_collector_root_password
4 Register the Data Collector with the vRealize Business Server.
a Expand the Registration with the vRealize Business Server section.
b  Enter the following values and click Register.

After you click Register, a warning message informs you that the certificate is not trusted.

Setting Value
Enter the VRB Server Url:  https://vraO1bus01.rainpole.local

Enter the One Time Key:  one_time_use_key

vRealize Business for Cloud Data Collector

» Manage Private Cloud Connections
» Manage Hybrid & Public Cloud Accounts

w Registration with vRealize Business Server

You can connect your data collector with an existing vRE Server. You can have only one vRE
server registered at a time.

Registered vRB URL :vra01bus01.rainpole.local

Register with vRealize Business

Enter the vRB Server Url: | https://vrabus0l.rzinpole.local

The server URL must begin with hitps://

Enter the One Time Key : FRTG-DERE-SWED-AQWS-GTYH

The OTK is found in the One Time Key tab in the vREB Server

| Register |

» Support File

¢ Click Install and click OK.
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vRealize Business Data Collector is now connected to vRealize Business Server.

Connect vRealize Business with the Compute vCenter Server in
Region B

vRealize Business requires communication with the Compute vCenter Server to collect data from the
entire cluster. You perform this operation by using the vRealize Business Data Collector console.

Procedure
1 Login to the vRealize Business Data Collector console.
a Open a Web browser and go to https://vra0lbuc51.1ax01.rainpole.local:9443/dc-ui.

b Log in using the following credentials.

Setting Value
User name  root
Password vrb_collector_root_password
2 Click Manage Private Cloud Connections, select vCenter Server, and click the Add icon.

3 Inthe Add vCenter Server Connection dialog box, enter the following settings and click Save.

Setting Value

Name comp01vc51.lax01.rainpole.local
vCenter Server comp01vc51.lax01.rainpole.local
Username svc-vra@rainpole.local

Password svc_vra_password
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Add vCenter Server Connections

Name:

vCenter Server:

Username:

Password:

comp01vesl.ax01.rzinpole.local

comp01vesl.ax0l.rainpole.ocal

syc-vra@rainpole.local

Save I Cancel |

4 In the SSL Certificate warning dialog box, click Install.

5 Inthe Success dialog box, click OK.

Create Anti-Affinity Rules for vRealize Automation Proxy
Agent Virtual Machines in Region B

After deploying the vRealize Automation proxy agents, set up anti-affinity rules.

A VM-Host anti-affinity (or affinity) rule specifies a relationship between a group of virtual machines and a
group of hosts. Anti-affinity rules force specified virtual machines to remain apart during failover actions,
and are a requirement for high availability.

Procedure

1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1lax01. rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting
User name

Password

Value

administrator@vsphere.local

vsphere_admin_password

2 From the Home page, click Hosts and Clusters.
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Under mgmt01vc51.1ax01.rainpole.local, click LAXO01, and click LAX01-Mgmt01.
Click the Configure tab and under Configuration, select VM/Host Rules.

Under VM/Host Rules, click Add to create a virtual machine anti-affinity rule.

o g A~ W

In the Create VM/Host Rule dialog box, specify the first rule for the vRealize Automation virtual
appliances.

a Inthe Name text box, enter anti-affinity-rule-vra-ias.
b Select the Enable rule check box.
¢ Select Separate Virtual Machines from the Type drop-down menu.

d Click Add, select the vra01ias51.lax01.rainpole.local and vra01ias52.lax01.rainpole.local
virtual machines, click OK, and click OK.

Content Library Configuration in Region B

Content libraries are container objects for VM templates, vApp templates, and other types of files.
vSphere administrators can use the templates in the library to deploy virtual machines and vApps in the
vSphere inventory. Sharing templates and files across multiple vCenter Server instances in same or
different locations brings out consistency, compliance, efficiency, and automation in deploying workloads
at scale.

You create and manage a content library from a single vCenter Server instance, but you can share the
library items to other vCenter Server instances if HTTP(S) traffic is allowed between them.

Connect to Content Library of the Compute vCenter Server
Instance in Region B

Connect to content library in Region A to synchronize templates among different Compute vCenter Server
instances so that all of the templates in your environment are consistent.

There is only one Compute vCenter Server in this VMware validated design. If you deploy more instances
for use by the compute cluster they can also use this content library.

Procedure
1 Log in to the Compute vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://comp01lvc0l.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password
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2 From the Home page, click Content Libraries and click content library SFO01-ContentLib01 that
was created in the Compute vCenter Server in Region A.

3 Select the Configure tab and click Copy Link.
A subscription URL is saved to the clipboard.

4 Log out from the vSphere Web Client session to log back in to the Region B Compute vCenter
Server.

5 Log in to the Compute vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://comp0lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

6 From the Home page, click Content Libraries, and click the Create new library icon.
The New Content Library wizard opens.

7 On the Name and location page, specify the following settings and click Next.

Setting Value
Name LAX01-ContentLib01

vCenter Server comp01vc51.lax01.rainpole.local

| %8 New Content Library (2 »

1 Name and location Name and location

Specify content library name and location.
2 Configure content library

3 Add storage Name: LAX01-ContentLib0 1

4 Ready to complete

Motes:

vCenter Server. | comp01veSi.lax01.rainpole.local | - |

Next Cancel
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settings, and click Next.

On the Configure content library page, select Subscribed content library specify the following

Setting

Subscribed content library
Subscription URL

Enable authentication

Password

Value

Selected
SFOO01-ContentLib01_subscription_URL
Selected

SFOO01-ContentLib01_password

Download all library content immediately  Selected

& Mew Content Library

)

+~ 1 Name and location

2 Configure content ibrary

3 Add storage

4 Ready to complete

Configure content library

Local libraries can be published externally and optimized for syncing over HTTP. Subscribed libraries originate from other
publizhed libraries.

() Local content library

(=) Subscribed content library

Subscription URL https:lcomp01vc0.sfol1 rainpole.local:443/clsivespllib/8fda7998-5953-43d9-9dd9.

Example: https:/'server/path/lib json

[+ Enable authentication

Password:

Is\*m\:m\s\ I

(=) Download all library content immediately

() Download library content only when needed
Save storage space by storing only metadata for the tems. To use a content likrary tem, synchronize the item or the whole library.

Back Next Cancel

9 On the Add storage page, click the Select a datastore radio button, select the LAX01A-NFS01-
VRALIBO01 datastore to store the content library, and click Next.
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i Mew Content Library o
+ 1 Name and location Add storage
Select a storage location for the library contents. Use a file system backing for published content libraries to store the uploaded
+~ 2 Configure content library OVF packages. Use a datastore backing for local and subscribed content libraries to store content optimized for cloning.
3 Add storage

(1 Enter an SMB or NFS server and path
4 Ready to complete &

(=) Select a datastore

| Fitter |
® (B (a Filter -
Name 1 a|Status ‘Capacity Free Type
(=) [ LAXO1A-NFS01-VRALIBO1 & Mormal 1,008.37 GB 897.37 GB NFS 3
() & vsanDatastore & Mormal 8.65 TB 8.62 TB vsan
4 L3
M 2 Objects [ Copy ~

Back Next Cancel

10 On the Ready to complete page, click Finish.

Tenant Content Creation in Region B

To provision virtual machines in the Compute vCenter Server instance, you configure the tenant to utilize
vCenter Server compute resources.

Prerequisites

m  Verify that a vCenter Server compute cluster has been deployed and configured. See "Deploy and
Configure the Compute and Edge Clusters Components in Region A."

= Verify that an NSX instance has been configured for use by the vCenter Server compute cluster.
See "Deploy and Configure the Compute and Edge Clusters NSX Instance in Region A."

= Proxy agents have been deployed.

Procedure

1 Create Fabric Groups in Region B

laaS administrators can organize virtualization compute resources and cloud endpoints into fabric
groups by type and intent. One or more fabric administrators manage the resources in each fabric
group. Fabric administrators are responsible for creating reservations on the compute resources in
their groups to allocate fabric to specific business groups. Fabric groups are created in a specific
tenant, but their resources can be made available to users who belong to business groups in all
tenants.
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10

Create Reservation Policies in Region B

You use reservation policies to group similar reservations together. Create the reservation policy tag
first, then add the policy to reservations to allow a tenant administrator or business group manager
to use the reservation policy in a blueprint.

Create a vSphere Endpoint in vRealize Automation in Region B

To allow vRealize Automation to manage the infrastructure, laaS administrators create endpoints
and configure user-credentials for those endpoints. When you create a vSphere Endpoint, vRealize
Automation can to communicate with the vSphere environment and discover compute resources that
are managed by vCenter Server, collect data, and provision machines.

Add Compute Resources to a Fabric Group in Region B

You allocate compute resources to fabric groups so that vRealize Automation can use the resources
in that compute resource for that fabric group when provisioning virtual machines.

Create Reservations for the Compute Cluster in Region B

Before members of a business group can request machines, fabric administrators must allocate
resources to them by creating a reservation. Each reservation is configured for a specific business
group to grant them access to request machines on a specified compute resource.

Create Reservations for the User Edge Resources in Region B

Before members of a business group can request virtual machines, fabric administrators must
allocate resources to that business group by creating a reservation. Each reservation is configured
for a specific business group to grant them access to request virtual machines on a specified
compute resource.

Create Customization Specifications in Compute vCenter Server in Region B

Create two customization specifications, one for Linux and one for Windows, for use by the virtual
machines you will deploy. Customization specifications are XML files that contain system
configuration settings for the guest operating systems used by virtual machines. When you apply a
specification to a guest operating system during virtual machine cloning or deployment, you prevent
conflicts that might result if you deploy virtual machines with identical settings, such as duplicate
computer names.

Create Virtual Machines Using VM Templates in the Content Library in Region B

vRealize Automation cannot directly access virtual machine templates in the content library. You
must create a virtual machine using the virtual machine templates in the content library, then convert
the template in vCenter Server. Perform this procedure on all vCenter Servers compute clusters you
add to vRealize Automation, including the first vCenter Server compute instance.

Convert the Virtual Machine to a VM Template in Region B

You can convert a virtual machine directly to a template instead of making a copy by cloning.

Configure Single Machine Blueprints in Region B

Virtual machine blueprints determine a machine’s attributes, the manner in which it is provisioned,
and its policy and management settings.
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11 Configure Unified Single Machine Blueprints for Cross-Region Deployment in Region B

To provision blueprints from a specific vRealize Automation deployment to multiple regions, you
define the additional regions in vRealize Automation, and associate the blueprints with those
locations.

Create Fabric Groups in Region B

laaS administrators can organize virtualization compute resources and cloud endpoints into fabric groups
by type and intent. One or more fabric administrators manage the resources in each fabric group. Fabric
administrators are responsible for creating reservations on the compute resources in their groups to
allocate fabric to specific business groups. Fabric groups are created in a specific tenant, but their
resources can be made available to users who belong to business groups in all tenants.

Procedure
1 Log in to the vRealize Automation Rainpole portal.
a Open a Web browser and go to https://vra0lsvr0l.rainpole.local/vcac/org/rainpole.

b Log in using the following credentials.

Setting Value
User name itac-tenantadmin
Password itac-tenantadmin_password

Domain rainpole.local

2 Select Infrastructure > Endpoints > Fabric Groups.

3 Click New Fabric Group, enter the following settings and click OK.

Setting Value
Name LAX Fabric Group

Fabric administrators  ug-ITAC-TenantAdmins@rainpole.local

Note You have not yet configured a vCenter Endpoint, so no compute resource is currently available
for you to select. You will configure the vCenter Endpoint later.

4 Log out of the vRealize Automation portal.

Create Reservation Policies in Region B

You use reservation policies to group similar reservations together. Create the reservation policy tag first,
then add the policy to reservations to allow a tenant administrator or business group manager to use the
reservation policy in a blueprint.
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When you request a machine, it can be provisioned on any reservation of the appropriate type that has
sufficient capacity for the machine. You can apply a reservation policy to a blueprint to restrict the
machines provisioned from that blueprint to a subset of available reservations. A reservation policy is
often used to collect resources into groups for different service levels, or to make a specific type of
resource easily available for a particular purpose. You can add multiple reservations to a reservation
policy, but a reservation can belong to only one policy. You can assign a single reservation policy to more
than one blueprint. A blueprint can have only one reservation policy. A reservation policy can include
reservations of different types, but only reservations that match the blueprint type are considered when
selecting a reservation for a particular request.

Procedure
1 Login to the vRealize Automation Rainpole portal.
a Open a Web browser and go to https://vradlsvr0l.rainpole.local/vcac/org/rainpole.

b Log in using the following credentials.

Setting Value
User name itac-tenantadmin
Password itac-tenantadmin_password

Domain Rainpole.local

2 Navigate to Infrastructure > Reservation > Reservation Polices.

3 Click the New icon, configure the following settings, and click the Save icon.

Setting Value
Name LAX-Production-Policy

Description  Reservation policy for Production Business Group in LAX

4 Click the New icon, configure the following settings, and click the Save icon.

Setting Value
Name LAX-Development-Policy

Description  Reservation policy for Development Business Group in LAX

5 Click the New icon, configure the following settings, and click the Save icon.

Setting Value
Name LAX-Edge-Policy

Description  Reservation policy for Tenant Edge resources in LAX
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Create a vSphere Endpoint in vRealize Automation in Region B

To allow vRealize Automation to manage the infrastructure, laaS administrators create endpoints and
configure user-credentials for those endpoints. When you create a vSphere Endpoint, vRealize
Automation can to communicate with the vSphere environment and discover compute resources that are
managed by vCenter Server, collect data, and provision machines.

Procedure
1 Log in to the vRealize Automation Rainpole portal.
a Open a Web browser and go to https://vra0lsvr0l.rainpole.local/vcac/org/rainpole.

b Log in using the following credentials.

Setting Value
User name itac-tenantadmin
Password itac-tenantadmin_password

Domain rainpole.local

2 Navigate to Infrastructure > Endpoints > Credentials and click New.

3 On the Credentials page, configure the vRealize Automation credential for the administrator of
comp01vc51.lax01.rainpole.local with the following settings, and click Save.

Setting Value

Name comp01vc51lax01 admin

Description ~ Administrator of comp01vc51.lax01.rainpole.local
User Name svc-vra@rainpole.local

Password svc_vra_password

4 Remain on the Credentials page and click New once again.

5 Configure the NSX administrator credentials of comp01nsxm51.lax01.rainpole.local with the following
settings, and click the Save icon.

Setting Value

Name comp01nsxm51lax01 admin

Description  Administrator of NSX Manager comp01nsxm51.lax01.rainpole.local
User Name svc-vra@rainpole.local

Password svc_vra_password

6 Navigate to Infrastructure > Endpoints > Endpoints and click New > Virtual > vSphere (vCenter).
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7 On the New Endpoint - vSphere (vCenter) page, create a vSphere Endpoint with the following
settings, and click OK.

Note The vSphere Endpoint Name must be identical to the name that you used to install the proxy

agents.

Setting Value

Name compO01vc51.lax01.rainpole.local

Address https://comp01vc51.lax01.rainpole.local/sdk
Credentials comp01vc51lax01 admin

Specify manager for network and security platform  Selected
Address https://comp01nsxm51.l1ax01.rainpole.local

Credentials comp01nsxm51lax01 admin

Add Compute Resources to a Fabric Group in Region B

You allocate compute resources to fabric groups so that vRealize Automation can use the resources in
that compute resource for that fabric group when provisioning virtual machines.

Procedure
1 Log in to the vRealize Automation Rainpole portal.
a Open a Web browser and go to https://vra0lsvr0l.rainpole.local/vcac/org/rainpole.

b Log in using the following credentials.

Setting Value
User name itac-tenantadmin
Password  itac-tenantadmin_password

Domain rainpole.local

2 Navigate to Infrastructure > End Points > Fabric Groups.

3 In the Name column, hover the mouse pointer over the fabric group name LAX Fabric Group, and
click Edit.
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Infrastructure Service Portal Welcome, [TAC-TenantAdmin. | Preferences = Help

Home Catalog Items Requests Inbox Design Administration Infrastructure Containers Business Management

Fabric Groups

Place compute resources in fabric groups and assign fabric administrators to manage them

< Infrastructure

Endpoints 4 New

Name «  Fabric Administrators Description Compute Resources

Credentials | | ‘

w LAX Fabric Group # Edit ntAdmins @rainpele.local

Qaeni @ SFOFabric Group b 3 Delete ntAdmins@rainpole local ST

Fabric Groups

Page |1 of 1 ookl Displaying 1 - 2 of 2

4 On the Edit Fabric Group page, select LAX01-Comp01 from the Compute resources table, and
click OK.

Note It might take several minutes for vRealize Automation to connect to the Compute vCenter
Server system and associated clusters. If you are still not able to see the compute cluster after
sufficient time has passed, try to restart both proxy agent services in the virtual machines
vra01ias51.lax01.rainpole.local and vraO1ias52.lax01.rainpole.local.

5 Navigate to Infrastructure > Compute Resources > Compute Resources.

6 In the Compute Resource column, hover the mouse pointer over the compute cluster LAX01-
Comp01, and click Data Collection.
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Infrastructure Service Portal Welcome, [TAC-TenantAdmin. | Preferences = Help | Logout

Home Catalog ftems Requests Inbox Design Administration Infrastructure Containers Business Management

< Infrastructure Compute Resources
Manage compute resources, view or add reservations, and force rediscovery.

Compute Resources Columns + % Fiters ~ [s& Exporl »

Quota
Data Agent Platform Machines Allocated
EBS Volumes SEE * | Collection Stalus DI e v RS A = T | (%)
(Alloc/Res;
Q. [(#H ) wSphere
4y | LAxo1-comp0t # Edt compoivestL. (FERS 0 0
C (4] sFo01-Compot B Ve Provy Agent vveor,... 'ophere 4 eel_
kI -Comp 3 z — complivelt.... (vCenter) 1 of Unl
__a il ion
1 3
M4 IPBDE“‘ of1| b M Displaying 1- 2 of 2

7 Click on the Request now buttons in each field on the page.
Wait a few seconds for the data collection process to complete.
8 Click Refresh, and verify that the Status for both Inventory and Network and Security Inventory

shows Succeeded.

Infrastructure Service Portal Welcome, [TAC-TenantAdmin. = Preferences Help  Logout

Home Catalog ltems Requests Inbox Design Administration Infrastructure Containers Business Management

Data Collection

< Infrastructure
View the status of the compute resource data collection.

Compute Resources Compute Resource

EES Volumes Name: LAX01-Comp01

Platform type: vSphere (vCenter)

Data collection:

Inventory

Last completed: 12/14/2016 9:48 PMUTC+00:00

Status: Succeeded

Data collection: @& On (©)

Frequency (hours): c (Leave blank for daily data collection)

Request now
State -
Refresh COK Cancel
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Create Reservations for the Compute Cluster in Region B

Before members of a business group can request machines, fabric administrators must allocate
resources to them by creating a reservation. Each reservation is configured for a specific business group
to grant them access to request machines on a specified compute resource.

Perform this procedure twice to create compute resource reservations for both the Production and
Development business groups.

Table 3-3. Business Group Names

Group Name
Production LAX01-Comp01-Prod-Res01

Development LAX01-Comp01-Dev-Res01

Procedure
1 Log in to the vRealize Automation Rainpole portal.
a Open a Web browser and go to https://vra0lsvr0l.rainpole.local/vcac/org/rainpole.

b Log in using the following credentials.

Setting Value
User name itac-tenantadmin
Password itac-tenantadmin_password

Domain rainpole.local

2 Navigate to Infrastructure > Reservations > Reservations and select New > vSphere (vCenter).

3 Onthe New Reservation - vSphere (vCenter) page, click the General tab, and configure the
following values for each group.

Setting Production Group Value Development Group Value
Name LAX01-Comp01-Prod-Res01  LAX01-Comp01-Dev-Res01
Tenant rainpole rainpole

Business Group Production Development

Reservation Policy LAX-Production-Policy LAX-Development-Policy
Priority 100 100

Enable This Reservation = Selected Selected

4 On the New Reservation - vSphere (vCenter) page, click the Resources tab.

a Select LAX01-Comp01 (comp01vc51.1ax01.rainpole.local) from the Compute Resource drop-
down menu.

b In the This Reservation column of the Memory (GB) table, enter 200.

VMware, Inc. 272



Deployment for Region B

In the Storage (GB) table, select the check box for datastore LAX01A-VSAN01-COMPO01, and

enter 2000 in the This Reservation Reserved text box, enter 1 in the Priority text box, and click

OK.

Infrastructure Service Portal

Home Catalog fems Requests

Inbox Design

Select User-VMRP51 from the Resource pool drop-down menu.

Welcome, [TAC-TenantAdmin. ~ Preferences = Help | Logout

Administration Infrastructure Confainers Business Management

New Reservation - vSphere (vCenter)

Creale a reservation to allocate provisioning resources to a business group in a tenant. You also can copy an existing reservation to use as a starting point

¢ Infrastructure

Key Pairs

Reservations

Reservation Policies

Network Profiles.

General

Copy from existing reservation:

Resources

* Compute resource:
Machine quota:

* Memory (GB):

* Storage (GB):

Resource pool:

Network  Properties  Alerts

LAX01-Comp01 (comp01ve51.lax01.rainpole. v

Physical Total Reserved Total Allocated This Reservation
1024 0 [} 200
- Total This Reservation  This Reservation
Storage Path Physical | Free = Uty = Priorty  Disabled
[F] @ LAXD1A-NFS01.VRALIBOT 1008 866 0
8524 0 2000 ] 1

# [ @ LAXOIAVSANO1-COMPO! 8853

User-VMRP51

OK Cancel

On the New Reservation - vSphere (vCenter) page, click the Network tab.

On the Network tab, select the network path check boxes listed in the table below from the Network

Paths list, and select the corresponding network profile from the Network Profile drop-down menu
for the business group whose reservation you are configuring.

a Configure the Production Business Group with the following values.
Production Network Path Production Group Network Profile
vxw-dvs-xxxxx-Production-Web-VXLAN  Ext-Net-Profile-Production-Web
vxw-dvs-xxxxx-Production-DB-VXLAN Ext-Net-Profile-Production-DB
vxw-dvs-xxxxx-Production-App-VXLAN  Ext-Net-Profile-Production-App

b  Configure the Development Business Group with the following values.

Development Network Path

Development Group Network Profile

vxw-dvs-xxxxx-Development-Web-VXLAN  Ext-Net-Profile-Development-Web

vxw-dvs-xxxxx-Development-DB-VXLAN

vxw-dvs-xxxxx-Development-App-VXLAN
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Infrastructure Service Portal Welcome, ITAC-TenantAdmin. = Preferences = Help  Logout

Home Catalog ltems Requests Inbox Design Administration Infrastructure Containers Business Management

New Reservation - vSphere (vCenter)

< Infrastructure
Create a reservation to allocate provisioning resources to a business group in a tenant. You also can copy an existing reservation to use as a starting point.
Key Pairs Copy from existing reservation: . -
Reservations General  Resources  Network  Properties  Alerts
B r Network: Network Adapler Network Profie
] ¥DS-Comp01-DVUplnks-18
Network Profiles ] vDS-Compdi-Management
[F] vDS-Compd1-NFS
] ¥DS-Comp01-Uplink01
[F] ¥DS-Comp01-Uplinko2
[F] vDS-Compdi-vMotion
] ¥DS-Comp0l-vSAN
[F] wxw-dvs-18-universalvire-1-5id-20000-Universal Transit Network
[@] vxw-dvs-18-universalvive.2.8id-20001-Production- Web-VXLAN Ext-Net-Profile-Production-Wel v
[ wiw-dvs-18-univers ahvire-3-5id-20002-Production-DE-VXLAN Ext-Net-Profile-Production-DB v
@] ww-dvs-18-uni ire-4-5id-20003-Production- App-VXLAN Ext-Net-Profile-Production-Apf v
J vxw-dvs-18. 5-8id-20004-D+ Web-VXLAN
] vxv-dvs-18 6-5id-20005-Development-DE-VXLAN -

OK Cancel

7 Click OK to save the reservation.

8 Repeat this procedure to create a reservation for the Development Business Group.

Create Reservations for the User Edge Resources in Region B

Before members of a business group can request virtual machines, fabric administrators must allocate
resources to that business group by creating a reservation. Each reservation is configured for a specific
business group to grant them access to request virtual machines on a specified compute resource.

Perform this procedure twice to create Edge reservations for both the Production and Development
business groups.

Table 3-4. Business Group Names

Group Name
Production LAX01-Edge01-Prod-Res01

Development LAX01-Edge01-Dev-Res01

Procedure
1 Log in to the vRealize Automation Rainpole portal.
a Open a Web browser and go to https://vra0lsvr0l.rainpole.local/vcac/org/rainpole.

b Log in using the following credentials.

Setting Value
User name itac-tenantadmin
Password  jtac-tenantadmin_password

Domain rainpole.local
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2 Navigate to Infrastructure > Reservations > Reservations, and click New vSphere (vCenter).

3 Onthe New Reservation - vSphere (vCenter) page, click the General tab, and configure the
following values for your business group.

Setting Production Group Value Development Group Value
Name LAX01-Edge01-Prod-Res01 LAX01-Edge01-Dev-Res01
Tenant rainpole rainpole

Business Group Production Development

Reservation Policy LAX-Edge-Policy LAX-Edge-Policy

Priority 100 100

Enable This Reservation Selected Selected

4 On the New Reservation - vSphere (vCenter) page, click the Resources tab.

a Select LAX01-Comp01(comp01vc51.1ax01.rainpole.local) from the Compute resource drop-
down menu.

b Enter 200 in the This Reservation column of the Memory (GB) table.

¢ Inthe Storage (GB) table, select the check box for datastore LAX01A-VSAN01-COMPO1, enter
2000 in the This Reservation Reserved text box, enter 1 in the Priority text box, and click OK.

d Select User-EdgeRP51 from the Resource pool drop-down menu.

Infrastructure Service Portal Welcome, [TAC-TenantAdmin. = Preferences | Help  Logout

Home Catfalog ltems Requests Inbox Design Administrafion Infrastructure Containers Business Management

T New Reservation - vSphere (vCenter)
<

Create a reservation to allocate provisioning resources to a business group in a tenant. You also can copy an existing reservation to use as a starting point.

Key Pairs

Copy from existing reservation: |~5— ectan item to copy— e
REssquasions General =~ Resources Network ~ Properties ~ Alerts
Reservation Policies “Compute resource: \LAxm-CDmpm (comp01vc51.lax01.rainpole. v
Machine quota: ‘ Uniimited 5 | @
Network Profiles
*Memory (GB):  Physical Total Reserved Total Allocated This Reservation
1024 400 o 720[]3
* Storage (GB): Total This This
Storage Path Physical Free Reserved Reservation Reservation Priority | Disabled
Reserved Allocated
[] @ LAXD1A-NFSO1-VRALIBOT 1008 365 0
& @ Lax01A-vSANDT-COMPO1 8853 8824 4000 2000 0 1

Resource pool: |User-EdgeRP51 A

OK Cancel

5 On the New Reservation - vSphere (vCenter) page, click the Network tab.
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6 On the Network tab, select the network path check boxes listed in the table below from the Network
Paths list, and select the corresponding network profile from the Network Profile drop-down menu
for the business group whose reservation you are configuring.

Production Business Group

Production Port Group Production Network Profile
vxw-dvs-xxxxx-Production-Web-VXLAN  Ext-Net-Profile-Production-Web
vxw-dvs-xxxxx-Production-DB-VXLAN Ext-Net-Profile-Production-DB

vxw-dvs-xxxxx-Production-App-VXLAN  Ext-Net-Profile-Production-App

Development Business Group

Development Port Group Development Network Profile
vxw-dvs-xxxxx-Development -Web-VXLAN  Ext-Net-Profile-Development -Web
vxw-dvs-xxxxx-Development -DB-VXLAN Ext-Net-Profile-Development -DB

vxw-dvs-xxxxx-Development -App-VXLAN  Ext-Net-Profile-Development -App

Infrastructure Service Portal Welcome, [TAC-TenantAdmin. ~ Preferences = Help | Logout

Home Catalog Hems Requests Inbox Design Adminisfrafion Infrastructure Containers Business Management

New Reservation - vSphere (vCenter)

Create a reservation to allocate provisioning resources to a business group in a tenant. You also can copy an existing reservation to use as a starting point

¢ Infrastructure

ieguals Copy from existing reservation: |~‘3e\~n tan item to copy— ~

Reservations General ~ Resources  Metwork  Properties  Alerls

Reservation Policies Network: Network Adapter Network Profile
vDS-Comp01-DVUplinks-18

Network Profiles vDS-Compl 1-Management
vDS-Comp01-NFS
vDS-Compi1-Uplinko1
vDS-Comp01-Uplink02
vDS-Comp01-vMotion

vDS-Comp01-vSAN

I e Y o e I

vXw-dvs-18-univers ahvire-1-sid-20000-Universal Transit Network

=

viw-dvs-18-univers ahvire-2-sid-20001-Production-Web-VXLAN | Ext-Met-Profile-Production-Wel ~

=

vxw-dvs-18-univers alvire- 3-sid-20002-Production-DB-VXLAN | Ext-Met-Profile-Production-DB

=

wiwi-dvs-18-univers ahvire-4-sid-20003-Production-App-VXLAN | Ext-Met-Profile-Production-Apg

vxw-dvs-18-univers alwire- 5-sid-20004-Development-Web-VXLAN

@O

Vxw-dvs-18-univers alwire-6-sid-20005-Development-DB-VXLAN -

OK Cancel

7 Click OK to save the reservation.

8 Repeat the procedure to create a Edge reservation for the Development Business Group.
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Create Customization Specifications in Compute vCenter Server in

Region B

Create two customization specifications, one for Linux and one for Windows, for use by the virtual
machines you will deploy. Customization specifications are XML files that contain system configuration
settings for the guest operating systems used by virtual machines. When you apply a specification to a
guest operating system during virtual machine cloning or deployment, you prevent conflicts that might
result if you deploy virtual machines with identical settings, such as duplicate computer names.

You will later use the customization specifications that you create when you create blueprints for use with

vRealize Automation.
Procedure

1 Create a Customization Specification for Linux in Region B

Create a Linux guest operating system specification that you can apply when you create blueprints
for use with vRealize Automation. This customization specification can be used to customize virtual

machine guest operating systems when provisioning new virtual machines from vRealize
Automation.
2 Create a Customization Specification for Windows in Region B

Create a Windows guest operating system specification that you can apply when you create
blueprints for use with vRealize Automation. This customization specification can be used to
customize virtual machine guest operating systems when provisioning new virtual machines from
vRealize Automation.

Create a Customization Specification for Linux in Region B

Create a Linux guest operating system specification that you can apply when you create blueprints for

use with vRealize Automation. This customization specification can be used to customize virtual machine

guest operating systems when provisioning new virtual machines from vRealize Automation.

Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://comp01lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local

Password vsphere_admin_password

2 Navigate to Home > Operations and Policies > Customization Specification Manager.

3 Select the vCenter Server comp01vc51.1ax01.rainpole.local from the drop-down menu.
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10

Click the Create a new specification icon.
The New VM Guest Customization Spec wizard appears.

On the Specify Properties page, select Linux from the Target VM Operating System drop-down
menu, enter itac-1linux-custom-spec for the Customization Spec Name, and click Next.

On the Set Computer Name page, select Use the virtual machine name, enter
lax01.rainpole.local in the Domain Name text box and click Next.

On the Time Zone page, specify the time zone as shown in the table below for the virtual machine,
and click Next.

Setting Value
Area America
Location Los Angeles

Hardware Clock Set To  Local Time

On the Configure Network page, click Next.
On the Enter DNS and domain settings page, leave the default settings, and click Next.
Click Finish to save your changes.

The customization specification that you created is listed in the Customization Specification
Manager.

Create a Customization Specification for Windows in Region B

Create a Windows guest operating system specification that you can apply when you create blueprints for
use with vRealize Automation. This customization specification can be used to customize virtual machine
guest operating systems when provisioning new virtual machines from vRealize Automation.

Procedure

1

Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://comp01lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value

User name  administrator@vsphere.local

Password vsphere_admin_password
Navigate to Home > Operations and Policies > Customization Specification Manager.
Select the vCenter Server comp01vc51.lax01.rainpole.local from the drop-down menu.
Click the Create a new specification icon.

The New VM Guest Customization Spec wizard appears.

VMware, Inc. 278



Deployment for Region B

5 On the Specify Properties page, select Windows from the Target VM Operating System drop-
down menu, enter itac-windows-joindomain-custom-spec for the Customization Spec Name,
and click Next.

6 On the Set Registration Information page, enter Rainpole for the virtual machine owner’s Name
and Organization, and click Next.

7 On the Set Computer Name page, select Use the virtual machine name, and click Next.
The operating system uses this name to identify itself on the network.

8 On the Enter Windows License page, provide licensing information for the Windows operating
system, enter the volume_11icense_key license key, and click Next.

9 Specify the administrator password for use with the virtual machine, and click Next.

10 On the Time Zone page, select (GMT-08:00) Pacific Time(US & Canada), and click Next.
11 On the Run Once page, click Next.

12 On the Configure Network page, click Next.

13 On the Set Workgroup or Domain page, select Windows Server Domain, configure the following
settings, and click Next.

Setting Value

Domain lax01.rainpole.local
User name LAXO1\administrator
Password admin_pwd

14 On the Set Operating System Options page, select Generate New Security ID (SID), and
click Next.

15 Click Finish to save your changes.

The customization specification that you created is listed in the Customization Specification
Manager.

Create Virtual Machines Using VM Templates in the Content
Library in Region B

vRealize Automation cannot directly access virtual machine templates in the content library. You must
create a virtual machine using the virtual machine templates in the content library, then convert the
template in vCenter Server. Perform this procedure on all vCenter Servers compute clusters you add to
vRealize Automation, including the first vCenter Server compute instance.

Repeat this procedure three times for each VM Template in the content library. The table below lists the
VM Templates and the guest OS each template uses to create a virtual machine.
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Table 3-5. VM Templates and their Guest Operating Systems

VM Template Name Guest OS

redhat6-enterprise-64 Red Hat Enterprise Server 6 (64-bit)
windows-2012r2-64 Windows Server 2012 R2 (64-bit)
windows-2012r2-64-sql2012 Windows Server 2012 R2 (64-bit)
Procedure

1 Log in to the Compute vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://comp0lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

Navigate to Home > VMs and Templates.

Expand the comp01vc51.lax01.rainpole.local vCenter Server.

Right-click the LAX01 data center and select New Folder > New VM and Template Folder.
Create a new folder and label it VM Templates.

Navigate to Home > Content Libraries.

Click LAX01-ContentLib01 > Templates.

0 N o O A~ WD

Right-click the VM Template redhat6-enterprice-64 and click New VM from This Template.

vmware: vSphere Web Client  #= U | Adminisirator@VSPHERELOCAL ~ | Help v |
Navigator X | [ LAX01-Contentlib0l  £3 | {53 Actions ~
4 Back Geting Starled  Summary  Configure | Tempiates | Other Types
il LAX01-Conientlib01
Templates
Templates P
[ other Types ) New WM from Library... [, Exporttiem... £3 Synchronize ltem | & Actions ~ [B [q Filter -
Teraiss Name 1a|Type Stored Content Locally Guest OS
\i#l] redhaté-enterprise-64 VM Template Yes Red Hat Enterprise Linux 6 (64-.
[#] redhaté-enterprise-64 . - @
= 4 Actions - redhaté-enterprise-64 Adows-2012r2-64 VM Template Yes
& . X -
windows-2012r2-64 4 New VM from This Template dows-2012r2-64-5q12012 | VM Template Yes Microsoft Windows Server 2012
windows-2012r2-64-5ql2012
[E Exportitem
[y Clone item...

£3 Synchronize ltem

Tags »

i 3 Objects [= Export 3 Copy ~

The New Virtual Machine from Content Library wizard opens.
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10
1"

12
13

14

15

16

On the Select name and location page, use the same template name.

Note Use the same template name to create a common service catalog that works across different
vCenter Server instances within your datacenter environment.
Select VM Templates as the folder for this virtual machine, and click Next.

On the Select a resource page, expand cluster LAX01-Comp01 and select resouce pool User-
VMRP51.

On the Review details page, verify the template details, and click Next.

On the Select storage page, select the LAX01A-NFS01-VRALIBO01 datastore and Thin
Provision from the Select virtual disk format drop-down menu.

On the Select networks page, select vDS-Comp01-Management for the Destination Network, and
click Next.

Note vRealize Automation will change the network according to the blueprint configuration.

On the Ready to complete page, review the configurations you made for the virtual machine, and
click Finish.

A new task for creating the virtual machine appears in the Recent Tasks pane. After the task is
complete, the new virtual machine is created.

Repeat this procedure for all of the VM Templates in the content library.

Convert the Virtual Machine to a VM Template in Region B

You can convert a virtual machine directly to a template instead of making a copy by cloning.

Repeat this procedure three times for each of the VM Templates in the content library. The table below
lists the VM Templates and the guest OS each template uses to create a virtual machine.

Table 3-6. VM Templates and their Guest Operating Systems

VM Template Name Guest OS

redhat6-enterprise-64 Red Hat Enterprise Server 6 (64-bit)
windows-2012r2-64 Windows Server 2012 R2 (64-bit)
windows-2012r2-64-sql2012 Windows Server 2012 R2 (64-bit)
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Procedure
1 Log in to the Compute vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://comp0lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Navigate to Home > VMs and Templates.
3 In the Navigator pane, expand comp01vc51.lax01.rainpole.local > LAX01 > VM Templates.

4 Right-click the redhat6-enterprise-64 virtual machine located in the VM Templates folder, and
click Template > Convert to Template.

5 Click Yes to confirm the template conversion.

Configure Single Machine Blueprints in Region B

Virtual machine blueprints determine a machine’s attributes, the manner in which it is provisioned, and its
policy and management settings.

Procedure

1 Create a Service Catalog in Region B
A service catalog provides a common interface for consumers of IT services to request services,
track their requests, and manage their provisioned service items.

2 Create a Single Machine Blueprint in Region B

Create a blueprint for cloning the windows-2012r2-64 virtual machine using the specified resources
on the Compute vCenter Server. Tenants can later use this blueprint for automatic provisioning. A
blueprint is the complete specification for a virtual, cloud, or physical machine. Blueprints determine
a machine's attributes, the manner in which it is provisioned, and its policy and management
settings.

3 Configure Entitlements of Blueprints in Region B

You entitle users to the actions and items that belong to the service catalog by associating each
blueprint with an entitlement.

Create a Service Catalog in Region B

A service catalog provides a common interface for consumers of IT services to request services, track
their requests, and manage their provisioned service items.
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Procedure

1 Login to the vRealize Automation Rainpole portal.

a Open a Web browser and go to https://vra0lsvr0l.rainpole.local/vcac/org/rainpole.

b Log in using the following credentials.

Setting
User name
Password

Domain

Value
itac-tenantadmin
itac-tenantadmin_password

rainpole.local

2 Navigate to Administration tab, click Catalog Management > Services, and click New.

The New Service page appears.

3 Inthe New Service page, configure the following settings, and click OK.

Setting

Name
Description
Status

Icon

Status

Hours

Owner
Support Team

Change Window

Value

LAX Service Catalog
Default setting (blank)
Active

Default setting (blank)
Default setting (blank)
Default setting (blank)
Default setting (blank)
Default setting (blank)

Default setting (blank)

Create a Single Machine Blueprint in Region B

Create a blueprint for cloning the windows-2012r2-64 virtual machine using the specified resources on
the Compute vCenter Server. Tenants can later use this blueprint for automatic provisioning. A blueprint is
the complete specification for a virtual, cloud, or physical machine. Blueprints determine a machine's
attributes, the manner in which it is provisioned, and its policy and management settings.

Repeat this procedure to create six blueprints.

Blueprint Name

Windows Server
2012 R2 - LAX Prod

Windows Server
2012 R2 - LAX Dev

VMware, Inc.

VM Template

windows-2012r2-64
(comp01vc51.lax01.rainpole.local)

windows-2012r2-64
(comp01vc51.lax01.rainpole.local)

Reservation
Policy

LAX-Production-
Policy

LAX-
Development-
Policy

Service
Catalog

LAX Service
Catalog

LAX Service
Catalog

Add to
Entitlement

Prod-SingleVM-
Entitlement

Dev-SingleVM-
Entitlement
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Blueprint Name

Windows Server
2012 R2 With
SQL2012 - LAX
Prod

Windows Server

VM Template

windows-2012r2-64-
sq12012(comp01vc51.lax01.rainpole.local)

windows-2012r2-64-

Reservation
Policy

LAX-Production-
Policy

LAX-

2012 R2 With
SQL2012 - LAX Dev

Redhat Enterprise
Linux 6 - LAX Prod

Redhat Enterprise
Linux 6 - LAX Dev

Procedure

1

sgl2012(comp01vc51.1ax01.rainpole.local) Development-

Policy
redhat6- LAX-Production-
enterprise-64(comp01vc51.1ax01.rainpole.local) Policy
redhat6- LAX-

enterprise-64(comp01vc51.1ax01.rainpole.local) Development-

Policy

Log in to the vRealize Automation Rainpole portal.

Service
Catalog

LAX Service
Catalog

LAX Service
Catalog

LAX Service
Catalog

LAX Service
Catalog

Add to
Entitlement

Prod-SingleVM-
Entitlement

Dev-SingleVM-
Entitlement

Prod-SingleVM-
Entitlement

Dev-SingleVM-
Entitlement

a Open a Web browser and go to https://vradlsvr0l.rainpole.local/vcac/org/rainpole.

b Log in using the following credentials.

Setting
User name
Password

Domain

Value
itac-tenantadmin
itac-tenantadmin_password

rainpole.local

Navigate to Design > Blueprints.

Click New.

In the New Blueprint dialog box, configure the following settings on the General tab, and click OK.

Setting

Name

Archive (days)
Deployment limit
Minimum

Maximum

Value

Windows Server 2012 R2 - LAX Prod
15

Default setting (blank)

30

270

Select and drag the vSphere Machine icon to the Design Canvas.

Click the General tab, configure the following settings, and click Save.

Setting
ID

Description

VMware, Inc.

Default
Default setting (vSphere_Machine_1)

Default setting (blank)
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Setting Default

Display location on request Deselected

Reservation policy LAX-Production-Policy
Machine prefix Default setting (blank)
Minimum Default setting (blank)
Maximum Default setting (blank)

Infrastructure Service Portal

Welcome, [TAC-Tenantsdmin. | Preferences = Help | Logout

New Blueprint: Windows Server 2012 R2 - LAX Prod 4
Categories Design Canvas [ONS]
EE Machine Types ED

f;- Software Components

vSphere_Machine_1
Blueprints

@ Network & Securty General  Build Information ~ Machine Resources ~ Storage  Network  Security  Properties
% XaaS *1D: |vSpnsre_r~1acmne_1
= Description:
l’ Citrix XenServer Machine ~
‘
|- Generic Virtual Machine
Display location on request

i HyperV Machine O Dispiay d
& KM (RHEV) Machine Reservation policy: |LAX—F'roduUtioﬂ-F’UI\c;4 >
© Openstack Wachine *Machine prefix: |Us-3 group default v
& SCVMM Machine

Minimum Maximum
() wCloud Air Machine

*Instances: | 1% 150

& vCloud Director Maching
\2) wSphere Machine v

Save Finish Cancel

7 Click the Build Information tab, configure the following settings, and click Save.

Setting Value
Blueprint type Server
Action Clone

Provisioning workflow  CloneWorkflow
Clone from windows-2012r2-64 template

Customization spec itac-windows-joindomain-custom-spec

8 Click the Machine Resources tab, configure the following settings, and click Save.

Setting Minimum Maximum

CPU 2 4

Memory (MB): 4096 16384

Storage Default setting (blank)  Default setting (60)
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9 Click the Network tab.

a Select Network & Security in the Categories section to display the list of available network and
security components.

b  Select the Existing Network component and drag it onto the Design Canvas.

¢ Click in the Existing network text box and select the Ext-Net-Profile-Production-Web network

profile.

Blueprint Name Existing network

Windows Server 2012 R2 - LAX Prod Ext-Net-Profile-Production-Web
Windows Server 2012 R2 - LAX Dev Ext-Net-Profile-Development-Web

Windows Server 2012 R2 With SQL2012 - LAX Prod  Ext-Net-Profile-Production-DB

Windows Server 2012 R2 With SQL2012 - LAX Dev  Ext-Net-Profile-Development-DB

Redhat Enterprise Linux 6 - LAX Prod Ext-Net-Profile-Production-App
Redhat Enterprise Linux 6 - LAX Dev Ext-Net-Profile-Development-App
d Click Save.

e Select vSphere_machine properties from the design canvas.

f  Select the Network tab, click New, configure the following settings, and click OK.

Network Assignment Type Address

ExtNetProfileProduction\Web Static IP Default setting (blank)
ExtNetProfileDevelopmentWeb  Static IP Default setting (blank)
ExtNetProfileProductionDB Static IP Default setting (blank)
ExtNetProfileDevelopmentDB Static IP Default setting (blank)
ExtNetProfileProductionApp Static IP Default setting (blank)
ExtNetProfileDevelopmentApp  Static IP Default setting (blank)

g Click Finish to save the blueprint.
10 Select the blueprint Windows Server 2012 R2 - LAX Prod and click Publish.

11 Repeat this procedure to create additional blueprints.

Configure Entitlements of Blueprints in Region B

You entitle users to the actions and items that belong to the service catalog by associating each blueprint
with an entitlement.

Repeat this procedure to associate the six blueprints with their entitlement.
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Blueprint Name

Windows Server
2012 R2 - LAX Prod

Windows Server
2012 R2 - LAX Dev

Windows Server
2012 R2 With
SQL2012 - LAX
Prod

Windows Server
2012 R2 With
SQL2012 - LAX Dev

Redhat Enterprise
Linux 6 - LAX Prod

Redhat Enterprise
Linux 6 - LAX Dev

Procedure

VM Template

windows-2012r2-64
(comp01vc51.lax01.rainpole.local)

windows-2012r2-64
(comp01vc51.lax01.rainpole.local)

windows-2012r2-64-
sq12012(comp01vc51.lax01.rainpole.local)

windows-2012r2-64-
sq12012(comp01vc51.lax01.rainpole.local)

redhat6-
enterprise-64(comp01vc51.lax01.rainpole.local)

redhat6-
enterprise-64(comp01vc51.lax01.rainpole.local)

1 Login to the vRealize Automation Rainpole portal.

Reservation
Policy

LAX-Production-
Policy

LAX-
Development-
Policy

LAX-Production-
Policy

LAX-
Development-
Policy

LAX-Production-
Policy

LAX-
Development-
Policy

Service
Catalog

LAX Service
Catalog

LAX Service
Catalog

LAX Service
Catalog

LAX Service
Catalog

LAX Service
Catalog

LAX Service
Catalog

Add to
Entitlement

Prod-SingleVM-
Entitlement

Dev-SingleVM-
Entitlement

Prod-SingleVM-
Entitlement

Dev-SingleVM-
Entitlement

Prod-SingleVM-
Entitlement

Dev-SingleVM-
Entitlement

a Open a Web browser and go to https://vradlsvr0l.rainpole.local/vcac/org/rainpole.

b Log in using the following credentials.

Setting
User name
Password

Domain

Value
itac-tenantadmin
itac-tenantadmin_password

rainpole.local

2 Select the Administration tab and navigate to Catalog Management > Catalog Items.

3 On the Configure Catalog Items pane, select the Windows Server 2012 R2 - LAX Prod blueprint in
the Catalog Items list and click Configure.

4  On the General tab of the Configure Catalog Items dialog box, select LAX Service Catalog from
the Service drop-down menu, and click OK.
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Infrastructure Service Portal

Welcome, [TAC-TenantAdmin. Preferences Help | Logout

Home C: g Requ: ment
o AT Configure Catalog ltem
General  Entitlements
Services
Name: Windows Server 2012 R2 - LAX Prod ~
Catalog ltems Source: Blueprint Service
Resource type: Deplayment
Actions
Description:
Entitlements
Icon: Browse...
Recommended size: 100 x 100 pixels -
Preview Listview Catalog view Detail view
Status: | Active -
Quota: | b ]
Service: |LAX Senice Catalog v ~
oK Cancel
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5 Associate the blueprint with the Prod-SingleVM-Entitlement entitiement.
a Click Entitlements and select Prod-SingleVM-Entitlement.
The Edit Entitlement pane appears.

b Select the Items & Approvals tab and add the Windows Server 2012 R2 - LAX Prod blueprint
to the Entitled Items list.

¢ Click Finish.

Infrastructure Service Portal Welcome, [TAC-TenantAdmin. | Preferences = Help = Logout
Home Catalog Items Requests Inbax Design Administration Infrastructure Business Management
Edit Entitlement
< Administration
General HMems & Approvals
Senices
Select the senvices, items, and actions to include in this entittement. With the exception of actions and blueprint components, entitled items
Ciball appearin the senice catalog. Actions are available only after items are provisioned. To apply different levels of governance, you can configure
TG Loma. individual senvices, items, and aclions with different approval pelicies. You can change the approval pelicies associated with entitled items at any
time
Actions Entitled Services < @ Entitied ltems 4 @ Entitled Actions < i ]
L ] f [+ Actions only apply to items defined in this
s entitlement
Entitlements Name Approval Policy Hame Approval Policy
No data selected Windows Ser... (none) e
Name Approval Policy
Connect using {none) -
Power Cycle (... {none) -
Power Off (M... (none) >
Power On (M (none) -
Reboot (Machi (none) hd
Shutdown (M {none} -
= Back Next > Finish Cancel

6 Select the Catalog tab and verify that the blueprint is listed in the Service Catalog.

7 Click Request button to request a virtual machine using Windows Server 2012 R2 - LAX Prod
blueprint.

8 Click Requests tab to monitor the status of the provision request. Verify the request completes
successfully.

9 Repeat this procedure to associate all of the blueprints with their entitlement.

Configure Unified Single Machine Blueprints for Cross-Region
Deployment in Region B

To provision blueprints from a specific vRealize Automation deployment to multiple regions, you define
the additional regions in vRealize Automation, and associate the blueprints with those locations.
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Procedure

1 Add Data Center Locations to the Compute Resource Menu in Region B

You can configure new data center locations and resources in the Compute Resource menu of the
vRealize Automation deployment selection screen, allowing you to more easily select new compute
resources for deployment. To add a new location to the Compute Resource menu, you edit an XML
file on the vRealize Automation server.

2 Associate Compute Resources with a Location in Region B
Each data center location has its own compute resources, which you associate with that site for its
dedicated use.

3 Add a Property Group and a Property Definition for Data Center Location in Region B
Property definitions let you more easily control which location to deploy a blueprint, and based upon
that choice, which storage and network resources to use with that blueprint.

4 Create a Reservation Policy for the Unified Blueprint in Region B

When tenant administrators and business group managers create a new blueprint, the option to add
a reservation policy become available. To add a reservation policy to an existing blueprint, edit the
blueprint.

5 Specify Reservation Information for the Unified Blueprint in Region B

Each reservation is configured for a specific business group to grant them access to request specific
physical machines.

6 Create a Service Catalog for the Unified Blueprint in Region B

The service catalog provides a common interface for consumers of IT services to request and
manage the services and resources they need. Users can browse the catalog to request services,
track their requests, and manage their provisioned service items.

7 Create an Entitlement for the Unified Blueprint Catalog in Region B

Entitle all blueprints in the Unified Blueprint Catalog to the Production and Development business
groups. Entitlements determine which users and groups can request specific catalog items or
perform specific actions. Entitlements are specific to a business group, and allow users in different
business groups to access the blueprint catalog.

8 Create Unified Single Machine Blueprints in Region B

A blueprint is the complete specification for a virtual, cloud, or physical machine. Blueprints
determine a machine's attributes, the manner in which it is provisioned, and its policy and
management settings. Create three blueprints from which to clone the virtual machine for your
environment using pre-configured resources on the vCenter Server compute cluster in both Region
A and Region B. Tenants use these blueprints to automatically provision virtual machines.

9 Test the Cross-Region Deployment of the Single Machine Blueprints in Region B

The data center environment is now ready for the multi-site deployment of virtual machines using
vRealize Automation. Test your environment and confirm the successful provisioning of virtual
machines using the blueprints you created to both Region A and Region B.
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Add Data Center Locations to the Compute Resource Menu in Region B

You can configure new data center locations and resources in the Compute Resource menu of the
vRealize Automation deployment selection screen, allowing you to more easily select new compute
resources for deployment. To add a new location to the Compute Resource menu, you edit an XML file on
the vRealize Automation server.

Perform this procedure for both laaS Web server virtual machines: vra@1liws0la and vra0liws01b.

Procedure
1 Log in to the vSphere Web Client.

a Open a Web browser and go to
https://mgmt@lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password veenter_admin_password

2 Open a VM console to the laaS Web server virtual machine vra@1iws01a, and log in using
administrator credentials.

a Open the fileC:\Program Files
(x86)\VMware\VCAC\Server\Website\XmlData\DataCenterLocations.xml in a text editor.

b Update the Data Name and Description attributes to use the following settings.

Data Name Description

SFO San Francisco DataCenter

LAX Los Angeles DataCenter
r DataCenterLocations - Hotepad [ =] o=
Fis Edit Formaet View Halp

<?uml version="1.8" encoding="utf-8" 2=
«CustoslataTyper
<Data Hame="IJ" Description="%an Francisco DataCenter™ />
<lata Mame="LAX" [escription=“Los Angeles Catalenter s
</Lustoslatalype>

3 Save and close the file.
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4 Restart the laaS Web server virtual machine vra0liws0la.
Wait until the virtual machine restarts and is successfully running.

5 Repeat this procedure for the laaS web server virtual machine vra®liws01b.

Associate Compute Resources with a Location in Region B

Each data center location has its own compute resources, which you associate with that site for its
dedicated use.

Repeat this procedure twice, once for each vCenter Server compute cluster and region.

Location vCenter Server Compute Cluster

SFO SFO01-Comp01
LAX LAX01-Comp01
Procedure

1 Log in to the vRealize Automation Rainpole portal.
a Open a Web browser and go to https://vra0lsvr0l.rainpole.local/vcac/org/rainpole.

b Log in using the following credentials.

Setting Value

User name itac-tenantadmin

Password jtac-tenantadmin_password

Domain rainpole.local
2 Select Infrastructure > Compute Resources > Compute Resources.
3 Using the mouse pointer, point to the compute resource SFO01-Comp01 and click Edit.
4 Select the SFO data center location from the Locations drop-down menu.

This will be the data center location for the SFO01-Comp01 compute cluster.
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Infrastructure Service Portal

Home Catalog lems Requests Inbox Design Administration Infrastructure

Welcome, ITAC-TenantAdmin.

Containers Business Management

Preferences

Help Logout

Edit Compute Resource

To modify the compute resource make the changes below.

¢ Infrastructure

Compute Resources General Configuration

Name: SFO01-Comp01

4 Value

oK

EBES Volumes
Proxy agent name: vSphere-Agent-01
Description:
Location: |SFO >
Fabric groups: 5 LAX Fabric Group -
v @JSFC: Fabric Group
Custom properties: | o pew & Edi 3¢ Deleis
MName
No data to display
5 Click OK.

6 Repeat this to set data center location for LAX01-Comp01 compute cluster.

Encrypted

Cancel

Add a Property Group and a Property Definition for Data Center Location in

Region B

Property definitions let you more easily control which location to deploy a blueprint, and based upon that
choice, which storage and network resources to use with that blueprint.

Procedure

1 Login to the vRealize Automation Rainpole portal.

a Open a Web browser and go to https://vradlsvr0l.rainpole.local/vcac/org/rainpole.

b Log in using the following credentials.

Setting Value
User name itac-tenantadmin
Password itac-tenantadmin_password

Domain rainpole.local

2 Select Administration > Property Dictionary > Property Definitions.

VMware, Inc.
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3 Click New to create a property definition.

a

N o a b~

Enter Vrm.DataCenter.Location in the Name text box.

Note The property definition name is case sensitive, and must exactly match the property name
used in the blueprint or build profile.

Enter Select a Region in the Label text box.

In the Visibility section, select the All Tenants radio button and specify to which tenant the
property is available.

(Optional) Enter a property description in the Description text box.

Describe the intent of the property and any information that might help the consumer best use the
property.

Leave default setting for Display order.

Select String from the Data type drop-down menu.

Select Yes from the Required drop-down menu.

Select Dropdown from the Display advice drop-down menu.
Select Static list radio button for Values.

Deselect Enable custom value entry.

Click New in the Static list area and enter a property name and value from the following table.

Name Value

San Francisco SFO

Los Angeles LAX

Click OK to save both predefined values.
Click OK to save the property definition.

The property is created and available on the Property Definitions page.

Select Administration > Property Dictionary > Property Groups. Click New.
Enter Select Location in the Name text box.
If you enter the Name value first, the ID text box is populated with the same value.

In the Visibility section, select the All Tenants radio button to specify with which tenant the property

is to be available.

o

(Optional) Enter a description of the property group.

9 Add a property to the group by using the Properties box.

a

b

Click New.

Select Vrm.DataCenter.Location as the property name.
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¢ Deselect the Encrypted check box.

d Select theShow in Request check box.

e Click OK to add the property to the group.
10 Click OK to save the property gorup.

Create a Reservation Policy for the Unified Blueprint in Region B

When tenant administrators and business group managers create a new blueprint, the option to add a
reservation policy become available. To add a reservation policy to an existing blueprint, edit the
blueprint.

Procedure
1 Log in to the vRealize Automation Rainpole portal.
a Open a Web browser and go to https://vra0lsvr0l.rainpole.local/vcac/org/rainpole.

b Log in using the following credentials.

Setting Value
User name itac-tenantadmin
Password itac-tenantadmin_password
Domain rainpole.local
2 Navigate to Infrastructure > Reservations > Reservation Polices.
a Click New.
b Type UnifiedBlueprint-Policy in the Name text box.
¢ Select Reservation Policy from the Type drop-down list.
d Type Reservation policy for Unified Blueprint in the Description text box.

e Click OK.

Specify Reservation Information for the Unified Blueprint in Region B

Each reservation is configured for a specific business group to grant them access to request specific
physical machines.

Before members of a business group can request machines, fabric administrators must allocate
resources for them by creating a reservation. Each reservation is configured for a specific business
group, and grants access to request machines on a specified compute resource.

Repeat this procedure twice to create reservations on both of the Region A and Region B Compute
vCenter Clusters for the Production and Development business groups.
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Business

Region Group

Region A Production

Development

Region B Production

Development

Procedure

Reservation Name

SFO01-Comp01-Prod-
UnifiedBlueprint

SFO01-Comp01-Dev-
UnifiedBlueprint

LAX01-Comp01-Prod-
UnifiedBlueprint

LAX01-Comp01-Dev-
UnifiedBlueprint

Reservation Policy

UnifiedBlueprint-
Policy

UnifiedBlueprint-
Policy

UnifiedBlueprint-
Policy

UnifiedBlueprint-
Policy

1 Login to the vRealize Automation Rainpole portal.

Compute Resource

SFOO01-
Comp01(comp01vc01.sfo01.rainpole.local)

SFOO01-
Comp01(comp01vc01.sfo01.rainpole.local)

LAXO01-
Comp01(comp01vc51.lax01.rainpole.local)

LAXO01-
Comp01(comp01vc51.lax01.rainpole.local)

a Open a Web browser and go to https://vradlsvr0l.rainpole.local/vcac/org/rainpole.

b Log in using the following credentials.

Setting
User name
Password

Domain

2 Navigate to Infrastructure > Reservations > Reservations and click New > vSphere (vCenter).

Value

itac-tenantadmin
itac-tenantadmin_password

rainpole.local

3 Onthe New Reservation - vSphere (vCenter) page, click the General tab, and configure the

following values.

Setting

Name

Tenant

Business Group
Reservation Policy

Priority

Enable This Reservation

Production Business Group Value

SFO01-Comp01-Prod-UnifiedBlueprint

rainpole

Production

UnifiedBlueprint-Policy

100

Selected

rainpole

Development Business Group Value

SFO01-Comp01-Dev-UnifiedBlueprint

Development

UnifiedBlueprint-Policy

100

Selected

4 On the New Reservation - vSphere page, click the Resources tab.

a Select SFO01-Comp01(comp01vc01.sfo01.rainpole.local) from the Compute Resource drop-

down menu.

b Enter 200 in the This Reservation column of the Memory (GB) table.
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¢ Inthe Storage (GB) table, select the check box for datastore SFO01A-VSAN01-COMPO01, and
enter 2000 in the This Reservation Reserved text box, enter 1 in the Priority text box, and click
OK.

d Select User-VMRPO01 from the Resource Pool drop-down menu.

Infrastructure Service Portal Welcome, [TAC-TenantAdmin.  Preferences | Help | Logout

Home Catalog lems Requests Inbox Design Adminisfrafion Infrastructure Containers Business Management

New Reservation - vSphere (vCenter)
¢ Infrastructure
Create a reservation to allocate provisioning resources to a business group in a tenant. You also can copy an existing reservation to
use as a starting point
Key Pairs

Copy from existing reservation: |~:—+—::.= tem to copy—

Reservations
General | Resources | Network = Properiies = Aleris

Reservation Policies
* Compute resource: |SF001—Comp01 (comp01vc01.5fc01 rainpole. +

Metwork Profiles Machine quota: | Unimitzd £ @

*Memory (GB): | Physical Total Reserved Total Allocated This Reservation
1024 800 2 200 &

* Storage (GB): Total This Reservation | This Reservation g

Storage Path Physical = Free — —— Alocaled Pric
[[] @ sFooian 1008 713 0
& @ sFoo1Av.. 8853 8782 43000 2000 0 1
OK Cancel

5 On the New Reservation - vSphere (vCenter) page, click the Network tab.

6 On the Network tab, select the network path check boxes listed in the table below from the Network
Paths list, and select the corresponding network profile from the Network Profile drop-down menu
for the business group whose reservation you are configuring.

Production Business Group

Production Network Path Production Group Network Profile
vxw-dvs-xxxxx-Production-Web-VXLAN  Ext-Net-Profile-Production-Web
vxw-dvs-xxxxx-Production-DB-VXLAN Ext-Net-Profile-Production-DB

vxw-dvs-xxxxx-Production-App-VXLAN  Ext-Net-Profile-Production-App

Development Business Group

Development Network Path Development Group Network Profile
vxw-dvs-xxxxx-Development-Web-VXLAN  Ext-Net-Profile-Development-Web
vxw-dvs-xxxxx-Development-DB-VXLAN Ext-Net-Profile-Development-DB
vxw-dvs-xxxxx-Development-App-VXLAN  Ext-Net-Profile-Development-App

7 Click OK to save the reservation.

8 Repeat this procedure to create reservations for the Development Business Group.
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Create a Service Catalog for the Unified Blueprint in Region B

The service catalog provides a common interface for consumers of IT services to request and manage
the services and resources they need. Users can browse the catalog to request services, track their
requests, and manage their provisioned service items.

After the service catalog is created, business group managers can create entitlements for services,
catalog items, and resource actions to groups of users. The entitlement allows members of a particular
business group, for example, the Production business group, to use the blueprint. Without an entitlement,
users cannot use the blueprint.

Procedure
1 Login to the vRealize Automation Rainpole portal.
a Open a Web browser and go to https://vradlsvr0l.rainpole.local/vcac/org/rainpole.

b Log in using the following credentials.

Setting Value
User name itac-tenantadmin
Password  itac-tenantadmin_password

Domain rainpole.local
2 Click the Administration tab, and select Catalog Management > Services .
3 Click New.
a Inthe New Service dialog box type Unified Single Machine Catalog in the Name text box.
b Select Active from the Status drop-down menu.

¢ Click OK.

Create an Entitlement for the Unified Blueprint Catalog in Region B

Entitle all blueprints in the Unified Blueprint Catalog to the Production and Development business groups.
Entitlements determine which users and groups can request specific catalog items or perform specific
actions. Entitlements are specific to a business group, and allow users in different business groups to
access the blueprint catalog.

Perform this procedure twice, first to associate the Unified Blueprint Catalog with the Prod-SingleVM-
Entitlement entitlement, and then once again to associate the Unified Blueprint Catalog with the Dev-
SingleVM-Entitlement entitiement.

VMware, Inc. 298



Deployment for Region B

Procedure

1 Login to the vRealize Automation Rainpole portal.

a Open a Web browser and go to https://vra0lsvr0l.rainpole.local/vcac/org/rainpole.

b Log in using the following credentials.

Setting Value

User name itac-tenantadmin

Password itac-tenantadmin_password

Domain rainpole.local

2 Associate the Unified Blueprint Catalog with the Prod-SingleVM-Entitlement entitlement that you

created earlier.

a Select Administration > Catalog Management > Entitlements.

b Click Prod-SingleVM-Entitlement.

The Edit Entitlement pane appears.

c Select the Items & Approvals tab.

d Navigate to Entitled Services and click the Add icon.

e Check the box next to Unified Single Machine Catalog and click OK.

f  Click Finish to save your changes.

Create Unified Single Machine Blueprints in Region B

A blueprint is the complete specification for a virtual, cloud, or physical machine. Blueprints determine a
machine's attributes, the manner in which it is provisioned, and its policy and management settings.
Create three blueprints from which to clone the virtual machine for your environment using pre-
configured resources on the vCenter Server compute cluster in both Region A and Region B. Tenants use
these blueprints to automatically provision virtual machines.

Repeat this procedure to create three Unified Single Machine blueprints, one for each blueprint name
listed in the following table.

Blueprint Name

Windows Server 2012 R2
- Unified

Windows Server 2012 R2
With SQL2012 - Unified

Redhat Enterprise Linux 6
- Unified

VMware, Inc.

VM Template

windows-2012r2-64
(comp01vc01.sfo01.rainpole.local)

windows-2012r2-64-
sg12012(comp01vc01.sfo01.rainpole.local)

redhat6-
enterprise-64(comp01vc01.sfo01.rainpole.local)

Reservation Policy

UnifiedBlueprint-Policy

UnifiedBlueprint-Policy

UnifiedBlueprint-Policy

Service Catalog

Unified Single
Machine Catalog

Unified Single
Machine Catalog

Unified Single
Machine Catalog
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Procedure
1 Login to the vRealize Automation Rainpole portal.
a Open a Web browser and go to https://vra0lsvr0l.rainpole.local/vcac/org/rainpole.

b Log in using the following credentials.

Setting Value
User name itac-tenantadmin
Password itac-tenantadmin_password
Domain rainpole.local
2 Navigate to Design > Blueprints.
3 Click New.

4 In the New Blueprint dialog box, configure the following settings on the General tab.

Setting Value
Name Windows Server 2012 R2 - Unified
Archive (days) 15
Deployment limit  Default setting (blank)
Minimum 30
Maximum 270
5 Click the Properties tab.
a Click Add on the Property Groups tab.
b Select the property group Select Location and click OK.
Blueprint Properties X
General NSX Settings Properties

Property Groups Custom Properties

4k Add
Name Description

Select Location

[£) view Merged Properties | @

OK Cancel

6 Click OK.
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7 Select and drag the vSphere Machine icon to the Design Canvas.

8 Click the General tab, configure the following settings, and click Save.

Setting Value
ID Unified_Win2012R2_VM

Reservation Policy  UnifiedBlueprint-Policy

Machine Prefix Use group default
Minimum Default setting
Maximum Default setting

9 Click the Build Information tab, configure the following settings, and click Save.

Setting Value
Blueprint Type Server
Action Clone

Provisioning Workflow  CloneWorkflow
Clone from windows-2012r2-64

Customization spec itac-windows-joindomain-custom-spec

10 Click the Machine Resources tab, configure the following settings, and click Save.

Setting Minimum Maximum
CPU 1 4

Memory (MB): 4096 16384
Storage 50 60

11 Click the Network tab.

a Select Network & Security in the Categories section to display the list of available network and
security components.

b Select the Existing Network component and drag it onto the design canvas.

¢ Click in the Existing network text box and select the Ext-Net-Profile-Production-Web network
profile.

d Click Save.
e Select vSphere_Machine properties from the design canvas.

f  Select the Network tab, click New, and configure the following settings. Click OK.

Setting Value
Network ExtNetProfileProductionWeb
Assignment Type  Static IP

Address Default setting (blank)
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12 Select the blueprint Windows Server 2012 R2 - Unified and click Publish.

13 Navigate to Administration > Catalog Management > Catalog Items and add the blueprint to
the Unified Single Machine Catalog.

a Inthe Catalog Items list, click the blueprint labelled Windows Server 2012 R2 - Unified.

b In the Configure Catalog Items dialog box, set Service to Unified Single Machine
Catalog, and click OK.

Test the Cross-Region Deployment of the Single Machine Blueprints in
Region B

The data center environment is now ready for the multi-site deployment of virtual machines using
vRealize Automation. Test your environment and confirm the successful provisioning of virtual machines
using the blueprints you created to both Region A and Region B.

Repeat this procedure twice to provision virtual machines in both the Region A and Region B Compute
vCenter Server instances.

Region Compute vCenter Server
San Francisco comp01vc01.sfo01.rainpole.local

Los Angeles comp01vc51.lax01.rainpole.local

Procedure
1 Log in to the vRealize Automation Rainpole portal.
a Open a Web browser and go to https://vra0lsvr0l.rainpole.local/vcac/org/rainpole.

b Log in using the following credentials.

Setting Value

User name itac-tenantadmin

Password itac-tenantadmin_password
Domain Rainpole.local

2 Select the Catalog tab, and click Unified Single Machine Catalog from the catalog of available
services.

vmware vRealize Automation Vaacone, (TAC Tarasthamin.  Pratnces e Loguul]

kbits  AduncidSereces  AdmithTadin MRt

Service Catalog Cn ettt of: ITAC- Terarthamirdranoe Joca x
Browsa the cablp Br senices younzed
. Ussdbamd Xanghe Wt eem 4 Zalung (3] Ilssomvans Cacange &1 -
PN
. R0 Sentes Caneg 18 \'\fn:om'!c'\-:um R2.. ] 2 Prdows s:r-crgolzﬂz
13 2
Vrabent Machee loauiHd | 2qicT
R e ; (R Fiaee)

VMware, Inc. 302



Deployment for Region B

3 Click the Request button for the Windows Server 2012 R2 - Unified blueprint.
The New Request window appears.

4 Select San Francisco from the Select a Region drop-down menu, and click Submit.

Infrastructure Service Portal Welcome, [TAC-TenantAdmin. = Preferences = Help = Logout

Catalog ftems Requests Inbox Design Administration Infrastructure Containers Business Management

New Request

4[] Windows Server 2012 R2 - Deployment: Windows Server 2012 R2 - Unified

() vSphere_Machine 1 General = Properties

Description

Windows Server 2012 R2 - Unified

~

Lease days 30 5| (Select 30-270)

Deployments 1 2| (Sekect 1-100)

Reason for request:
|
:
|

* Selecta Region: | San Francisco N

Total cost: Update View Cost Details

Save Submit Cancel

5 Verify the request finishes successfully.
a Select the Requests tab.
b Select the request you submitted and wait several minutes for the request to complete.
Click the Refresh icon every few minutes until a Successful message appears under Status.
¢ Click View Details.
d Under Status Details, verify that the virtual machine successfully provisioned.
6 Verify the virtual machine provisions in the Region A vCenter Server compute cluster.

a Open a Web browser and go
to https://comp0lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in as the vCenter Server administrator using the following credentials.

Setting Value
User name  administrator@vsphere.local

Password vcenter_admin_password
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¢ Select Home > VMs and Templates.

d Inthe Navigator panel, expand the vCenter Server compute
cluster comp01vc01.sfo01.rainpole.local > SFO01 > VRM, and verify the existence of the
virtual machine.

7 Repeat this procedure for Region B.
a Provision virtual machines to the Region B vCenter Server compute cluster.
b  Verify the request finishes successfully and that the virtual machine is provisioned in the Region B

vCenter Server compute cluster.

You have successfully performed a cross-region deployment of vRealize Automation single machine
blueprints, provisioning virtual machines in both Region A and Region B.
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Implementation

You deploy the products for monitoring the SDDC, such as vRealize Operations Manager and vRealize
Log Insight, on top of vSphere infrastructure and NSX networking setup, and connect them to the SDDC
management products from all layers.

This chapter includes the following topics:
m  Region B vRealize Operations Manager Implementation
®m  Region B vRealize Log Insight Implementation

m  Region B vSphere Update Manager Download Service Implementation

Region B vRealize Operations Manager Implementation

For a dual-region monitoring implementation, after you deploy the analytics cluster and the remote
collectors in Region A, complete the installation and configuration of vRealize Operations Manager for
Region B.

Procedure

1 Deploy vRealize Operations Manager in Region B

In Region B, deploy 2 remote collector nodes for vRealize Operations Manager to monitor the
Management and Compute vCenter Server instances, NSX for vSphere and storage components in
SDDC.

2 Configure the Load Balancer for vRealize Operations Manager in Region B
Configure load balancing for the analytics cluster on the dedicated LAXMGMT-LB0O1 NSX Edge
service gateway for Region B. Load balancing must be available if a failover of the analytics cluster
from Region A occurs.

3 Add an Authentication Source for the Child Active Directory in Region B
Connect vRealize Operations Manager to the child Active Directory lax01.rainpole.local for central
user management and access control in Region B.

4 Add vCenter Adapter Instances to vRealize Operations Manager for Region B

After you deploy the remote collector nodes of vRealize Operations Manager in Region B, add
vCenter Adapter instances for the Management and Compute vCenter Server instances in Region
B.
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5 Connect vRealize Operations Manager to the NSX Managers in Region B

Configure the vRealize Operations Management Pack for NSX for vSphere to monitor the NSX
networking services deployed in each vSphere cluster in Region B and view the vSphere hosts in
the NSX transport zones. You can also access end to end logical network topologies between any
two virtual machines or NSX objects for better visibility into logical connectivity. Physical host and
network device relationship in this view also helps in isolating problems in the logical or physical
network.

6 Configure Service Account Privileges for Integration between vRealize Operations Manager and
vRealize Automation in Region B
Configure the rights of the service accounts that vRealize Automation and vRealize Operations
Manager use to communicate with each other.

7 Add Storage Devices Adapters in vRealize Operations Manager for Region B

Configure a Storage Devices adapter for Region B to collect monitoring data about the storage
devices in the SDDC.

Deploy vRealize Operations Manager in Region B

In Region B, deploy 2 remote collector nodes for vRealize Operations Manager to monitor the
Management and Compute vCenter Server instances, NSX for vSphere and storage components in
SDDC.

Deploying a separate group of remote collectors in Region B makes the data collection in each region
independent from the location of the analytics cluster. If you fail over the analytics cluster, data collection
continues for those nodes that are accessible in the active region.

Procedure

1 Prerequisites for Deploying the Remote Collectors in Region B
Before you deploy the remote collector nodes of vRealize Operations Manager in Region B, verify
that your environment satisfies the requirements for this deployment.

2 Deploy the Remote Collector Virtual Appliances in Region B

After you deploy and configure the analytics and remote collector cluster nodes in Region A, use the
vSphere Web Client to deploy the two virtual appliances for the remote collectors in Region B.

The remote collectors are used to forward data from the vCenter Server instances in Region B to the
analytics cluster of vRealize Operations Manager.

3 Connect the Remote Collector Nodes to the Analytics Cluster in Region B

After you deploy the virtual appliances for the remote collector nodes on the Management vCenter
Server in Region B, configure the settings of the remote collectors and connect them to the analytics
cluster.

4 Configure a DRS Anti-Affinity Rule for vRealize Operations Manager Remote Collectors in Region B

To protect the vRealize Operations Manager virtual machines from a host-level failure, configure
vSphere DRS to run the remote collector virtual machines on different hosts in the management
cluster in Region B.
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5 Group Remote Collector Nodes in Region B

After you configure the remote collector nodes for vRealize Operations Manager in Region B, join
the remote collectors in a group for adapter resiliency in the cases where the collector experiences
network interruption or becomes unavailable.

Prerequisites for Deploying the Remote Collectors in Region B

Before you deploy the remote collector nodes of vRealize Operations Manager in Region B, verify that
your environment satisfies the requirements for this deployment.

IP Addresses and Host Names

Verify that static IP addresses and FQDNSs for the vRealize Operations Manager application virtual
network are available for Region B of the SDDC deployment. Allocate static IP addresses and host
names for the 2 remote collector nodes.

Table 4-1. IP Addresses and Host Names for the Remote Collector Nodes in Region B

Role IP Address FQDN

Remote collector 1 192.168.32.31 vrops-rmtcol-51.lax01.rainpole.local
Remote collector 2 192.168.32.32 vrops-rmtcol-52.1ax01.rainpole.local
Default gateway 192.168.32.1 -

DNS server 172.17.11.5 -

Subnet mask 255.255.255.0 -

Deployment Prerequisites

Verify that your environment satisfies the following prerequisites to deployment vRealize Operations
Manager Remote Collector Nodes.
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Prerequisite

Storage

Software Features

Installation
Package

Value

Virtual disk provisioning.
= Thin
Required storage per node

m  |nitial storage for node deployment: 1.6 GB

vSphere

= Management vCenter Server

m  Client Integration Plugin on the machine where you use the vSphere Web Client
m  Management cluster with enabled DRS and HA

NSX for vSphere

m  Application virtual network for the 3-node analytics cluster for failover of the analytics cluster by using
vCenter Site Recovery Manager

m  Application virtual network for the 2-node remote collector cluster
vRealize Operations Manager
m  3-node analytics cluster in Region A

m  2-node remote collector cluster in Region A

Download the .ova file of the vRealize Operations Manager virtual appliance on the machine where you use
the vSphere Web Client.

Deploy the Remote Collector Virtual Appliances in Region B

After you deploy and configure the analytics and remote collector cluster nodes in Region A, use the
vSphere Web Client to deploy the two virtual appliances for the remote collectors in Region B.
The remote collectors are used to forward data from the vCenter Server instances in Region B to the

analytics cluster of vRealize Operations Manager.

Procedure

1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting

User name

Password

Value
administrator@vsphere.local

vsphere_admin_password

2 Navigate to the mgmt01vc51.lax01.rainpole.local vCenter Server object.

3 Right-click the mgmt01vc51.lax01.rainpole.local object and select Deploy OVF Template.

4 On the Select template page, select Local file, browse to the location of the vRealize Operations

Manager OVA file on your file system, and click Next.
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5 On the Select name and location page, enter a node name, select the inventory folder for the virtual
appliance, and click Next.

Setting Value

Name m  vrops-rmtcol-51 for remote collector 1

m  vrops-rmtcol-52 for remote collector 2

Name of remote collector 2

vCenter Server mgmt01vc51.1ax01.rainpole.local
Data center LAXO01
Folder VROps51RC

6 On the Select a resource page, select the following values, and click Next.

Setting Value
Datacenter LAX01
Cluster LAX01-Mgmt01

7 On the Review details page, examine the virtual appliance details, such as product, version,
download and disk size, and click Next.

8 On the Accept license agreements page, accept the end user license agreements and click Next.

9 On the Select configuration page, from the Configuration drop-down menu, select Remote
Collector (Standard) deployment configuration of the virtual appliance, and click Next.

10 On the Select storage page, select the datastore indicated in the table below, and click Next.

Setting Value

Select virtual disk format  Thin provision

VM Storage Policy vSAN Default Storage Policy
Datastore table LAX01A-VSANO1-MGMTO1

11 On the Setup networks page, select the distributed port group on the vDS-Mgmt distributed switch
that ends with Mgmt—RegionBO1-VXLAN and click Next.
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12 On the Customize template page, set the IPv4 settings and select the time zone for the virtual
appliance and click Next.

a

b

In the Networking Properties section, configure the following IPv4 settings.

Setting Value

DNS server 172.17.11.5

Default gateway 192.168.32.1

Static IPv4 address m 192.168.32.31 for remote collector 1

= 192.168.32.32 for remote collector 2
192.168.32.31

Subnet mask 255.255.255.0

From the Timezone setting drop-down menu, select the Etc/UTC time zone.

13 On the Ready to complete page, verify that the settings for deployment are correct and click Finish.

14 After the virtual appliance is deployed, right-click the virtual appliance object and select Power >
Power On.

15

Change the default empty password for the root user.

a

e

In the vSphere Web Client, right-click the remote collector virtual appliance and select Open
Console to open the remote console to the appliance.

Name Role
vrops-rmtcol-51 Remote collector 1
vrops-rmtcol-52 Remote collector 2

Press ALT+F1 to switch to the command prompt.
At the command prompt, log in as the root user using empty password.

At the command prompt, change the default empty password for the root user account with a
new vrops_root_password password.

Close the virtual appliance console.

16 Repeat the steps to deploy the second remote collector appliance.

Connect the Remote Collector Nodes to the Analytics Cluster in Region B

After you deploy the virtual appliances for the remote collector nodes on the Management vCenter Server
in Region B, configure the settings of the remote collectors and connect them to the analytics cluster.
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Procedure

1 Open a Web browser, and go to the initial setup user interface of each remote collector node virtual
appliance.

Remote Collector Node URL for Setup Interface
Remote collector 1 https://vrops-rmtcol-51.1ax01.rainpole.local
Remote collector 2 https://vrops-rmtcol-52.1ax01.rainpole.local
2 On the initial setup page, click Expand an Existing Installation.
3 On the Getting Started page, review the steps for creating a cluster, and click Next.

4 On the Node Settings and Cluster Info page, configure the settings of the node in the analytics

cluster.
vRealize Operations Manager Initial Setup >
1 Getting Started Enter node settings and cluster information

- Enter a name for this node and select a node type. Then enter credentials for the cluster to join this node ta
2 Node Settings and Cluster
Info

Node Settings
3 Username and Password

4 Readyto Complete Node name viaps-rteol-51
Node type: Remate Collectar -]

Cluster Information
To join this node to a cluster, enter the IP address arfully qualified domain name ofthe cluster master node.

Master node IP address or FQDN:

wrops-mstrn-01 rainpole.local ‘ | validate |

The following cerificate was found on the cluster.

Thumbprint:

76:9C:3D:26:C298:46:2E:7F 54:57:60:3F 68:0B:92:9D:F 29E:.CD

Izsuer Distinguished Name: CN=rainpole-DC01RPL-CA-
2,DC=rainpole,DC=lacal

Subject Distinguished Name: CN=vrops-cluster-

01 rainpole.local,OU=Rainpole.local O=Rainpole Inc. L=5F0,5T=CA,C=U8
Subject Alternate Mame: vrops-cluster-01 wrops-mstm-01 yrops-repin- -

[ Accept this certificate

Back || Ned Cancel

a Configure the name, type and master address of the node.

Setting Value

Node name m  vrops-rmtcol-51 for remote collector 1

= vrops-rmtcol-52 for remote collector 2
Node type Remote Collector

Master node IP address or FQDN vrops-mstrn-01.rainpole.local
b Click Validate next to the Master node IP address or FQDN text box.
The certificate of the master node appears in the text box.

¢ Validate that the master certificate is correct, and click Accept this certificate.

d Click Next.

5 On the Username and Password page, select Use cluster administrator user name and
password, enter the vrops _admin_password password for the admin user, and click Next.
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6 On the Ready to Complete page, click Finish.

Wait for the node to finish installation operation.

The System Status page of vRealize Operations Manager appears. The cluster admin interface
displays that the configuration of the node is in progress.

System Status

Cluster Status

© online

Waiting to finish cluster expansion.
Installation in progress...

7 Repeat the steps to configure the second remote collector node.

8 After the operation is complete, in the administration Ul of vRealize Operations Manager, click Finish

9

Adding New Node(s) next to Cluster Status.

System Status

Cluster Status
© online | Finish Adding New Node(s) |

Waiting to finish cluster expansion.

In the Finish Adding New Node(s) dialog box, click OK to confirm adding the nodes.

After the configuration of the remote collectors in Region B is complete, the cluster on the System
Status page of the administration user interface consists of the following nodes:

vrops-mstrn-01
vrops-repln-02
vrops-datan-03
Two remote collectors for Region A vrops-rmtcol-01 and vrops-rmtcol-02

Two remote collectors for Region B vrops-rmtcol-51 and vrops-rmtcol-52

VIMWare vRealize Operations Manager Administration O % | admin

Administration System Status

Cluster Status High Availability

Sofware Update © online | Take Ofiine ~ Enabled Disable
Support

| Modes inthe vheaiize Operations Manaer Cluster

B x

Noge Neme Node Address Cluster Reke State Status Otyects I Process  Objects Beng C Metrics In Proce Metrics Being
wrops-mstm-01 viops-msim-01 rainpole local Master Running Onling u m 35903 14766
wops-rapin-02 wiops-repin-02 rainpole local Master Replica Running Onling 150 34 35960 6107
wops-datan-03 ‘vrops-datan-03 rainpole local Data Running Online 148 50 42383 10516
wrops-rntcol-01 Viops-rmicol-01 sfoD1 rainpolelocal | Remote Collector Runining Onling - 100 - 15180
wops-rmicol-02 viops-rmicol-02.sfo01.rainpole.local  Remote Collector Running Online - 3 - 7554
wops-micol-51 wiops-rmicol-51.Jax01 rainpoledocal  Remots Collector Running Onling

| #wopsmo-62 Viops-rtcol-52 1401 rainpolelocal  Remota Collactor Running Onling
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Configure a DRS Anti-Affinity Rule for vRealize Operations Manager Remote
Collectors in Region B

To protect the vRealize Operations Manager virtual machines from a host-level failure, configure vSphere
DRS to run the remote collector virtual machines on different hosts in the management cluster in Region
B.

Procedure
1 Login to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt0lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Navigate to the mgmt01vc51.1ax01.rainpole.local vCenter Server object, and under the LAX01 data
center object select the LAX01-Mgmt01 cluster.

3 Click Configure tab.
4 Under the Configuration group of settings, select VM/Host Rules.
5 On the VM/Host Rules page, click the Add button above the rules list.

6 In the Create VM/Host Rule dialog box, add a new anti-affinity rule for the virtual machines of the two
remote collectors using the following values, and click OK.

Setting Value

Name anti-affinity-rule-vropsr
Enable rule  Selected

Type Separate Virtual Machines

Members m  vrops-rmtcol-51

®  vrops-rmtcol-52

Group Remote Collector Nodes in Region B

After you configure the remote collector nodes for vRealize Operations Manager in Region B, join the
remote collectors in a group for adapter resiliency in the cases where the collector experiences network
interruption or becomes unavailable.
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Procedure
1 Login to vRealize Operations Manager by using the administration console.
a Open a Web browser and go to https://vrops—cluster-01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin

Password vrops_admin_password

2 Onthe Home page, click Administration > Collector Groups.
3 Click the Add icon.

4 In the Add New Collector Group dialog box, configure the following settings, and click Save.

Setting Value

Name LAX01

Description Remote collector group for Region B
vrops-rmtcol-51 Selected

vrops-rmtcol-52 Selected

Add New Collector Group

Hame. LAX01

Description: Remote collector group for Region B

Members
Check or uncheck collectors to include or excluds them from the collector group

o b {1= Address " Cotector Graup Mame Stntus

O vRealizs Operations Manager Collector-waps-micol-01...  18: " sFoot ~ Online
O vResize Operabons Manager Collector-waps-micol02. . 192.168.31.32 SFO01 + Online
"B Reaize Operaions Manager Collector-wops-micol 51 192.168.32.31 + Online
" B iReaizs Operatens Manager Collscormops-icol52  162.168.32.32 + Gniine

The LAXO01 collector group appears on the Collector Groups page under the Administration view of the
user interface.

Home <~ A © © 3 % colector Groups
& Solutions
+ 7/ %
& Licensing
) Crederiins [ —— Besirpron
Dafault collgcior group (Detaul)
£ Policies LAX01 Remote collecior group for Region 8
I tory Exph
Q nventory Explorer sFo01 Remote collecior group for Region A
#\ Oblect Refationships
B Maintznance Schedules
5 Access Confrol
%3] Autencation Sources
5 Cluster Management
Cerfificates
H Lax01
L Outhound Setsngs
Members (2}
2 B The following remote collectors are part of this collector group. Click Edit o add of remove collectors from this group.
Yo P Acdress Siatis
%] Recant Tasks

vRealize Operations Manager Collector-vrops-rmicol-51 | 1921883231 | % Online

VRealize Operalions Manager Collecior-vops-imicol-52  192.1683232 | ¥ Onling
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Configure the Load Balancer for vRealize Operations Manager in
Region B

Configure load balancing for the analytics cluster on the dedicated LAXMGMT-LB0O1 NSX Edge service
gateway for Region B. Load balancing must be available if a failover of the analytics cluster from Region
A occurs.

The remote collector cluster for Region B does not require load balancing.

Prerequisites

Verify that the NSX Manager for the management cluster in Region B has the management virtual
application network for the analytics cluster configured.

Verify that the Load Balancer service is enabled and interface is disconnected on the NSX Edge
service gateway in Region B.

Procedure

1

Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt0lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

From the Home menu, select Networking & Security.
The vSphere Web Client displays the NSX Home page.

On the NSX Home page, click NSX Edges and select 172.17.11.65 from the NSX Manager drop-
down menu at the top of the NSX Edges page.

On the NSX Edges page, double-click the LAXMGMT-LB01 NSX edge.
Configure the load balancing VIP address for analytics cluster.

a On the Manage tab, click the Settings tab and click Interfaces.

b  Select the interface OneArmLB and click the Edit icon.

¢ Inthe Edit NSX Edge Interface dialog box, click the Edit icon and in the Secondary IP
Addresses text box enter the 192.168.11.35 VIP address.

d Click OK to save the configuration.
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6 Create an application profile.
a On the Manage tab for the LAXMGMT-LBO01 device, click the Load Balancer tab.
b Click Application Profiles, and click the Add icon.

¢ Inthe New Profile dialog box, configure the profile using the following configuration settings, and

click OK.

Setting Value

Name VROPS_HTTPS
Type HTTPS

Enable SSL Passthrough  Selected

Persistence Source IP
Expires in (Seconds) 1800
Client Authentication Ignore
Hew Profile 7)
Mame: VROPS_HTTPS
Type: HTTPS -

] Enable SSL Passthrough
HTTF Redirect LIRL:

Fersistence: Source [P | =
Coookie Mame:
ode: o
Ewpires in (Seconds). | 1800

Virlual Server Cerlilica... |

Senvice Cerlificales A Ceriicates [
anfidg ser ertfcat
Cipher. "
Client Authentication: lgnane | =

ok || cance
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7 Create a service monitoring entry.

a On the Load Balancer tab of the LAXMGMT-LBO01 device, click Service Monitoring and click
the Add icon.

b In the New Service Monitor dialog box, configure the health check parameters using the
following configuration settings, and click OK.

Setting Value

Name VROPS_MONITOR
Interval 3

Timeout 5

Max Retries 2

Type HTTPS
Method GET
URL /suite-api/api/deployment/node/status
Receive ONLINE (must be upper case)
Hew Servce Monior (7}
Mame; # | VROPS_MONITOR
Irterdal: 3 (saconds)
Timeout 5 (saconds)
Man Refries” |2
Tepe: HTTPS | =
Expected:
wethad GET | =
URL: Isuite-aprapldeploymeantnode/status
Send:
Riecale OMLINE
Eutension:
| oK cancel |
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8 Add a server pool.

a On the Load Balancer tab of the LAXMGMT-LBO1 device, select Pools, and click the Add icon.

b Inthe New Pool dialog box, configure the load balancing profile using the following configuration

settings.

Setting Value
Name VROPS_POOL
Algorithm LEASTCONN

Monitors VROPS_MONITOR

Hew Pool

Manme: # | WVROPS_POOL
Dascripton;
Algarilhrm. LEASTCOMN

Blgarithrm Paramelars

Maonftars: VROFS_NMOMNITOR

Mambers

¢ Under Members, click the Add icon to add the pool members.

d Inthe New Member dialog box, add one member for each node of the analytics cluster and click

OK.

Setting Value

Enable Member Selected

Name m  vrops-mstrn-01
m  vrops-repln-02
m  vrops-datan-03

IP Address = 192.168.11.31

= 192.168.11.32
= 192.168.11.33

State Enable
Port 443
Monitor Port 443
Weight 1

Max Connections 8

Min Connections 8

After you add the analytics cluster nodes to the pool, they will appear in the Members table.

e Inthe New Pool dialog box, click OK.
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9 Add a virtual server.

a On the Load Balancer tab of the LAXMGMT-LBO01 device, select Virtual Servers and click
the Add icon.

b In the New Virtual Server dialog box, configure the settings of the virtual server for the analytics
cluster and click OK.

Setting Value

Enable Virtual Server  Selected

Application Profile VROPS_HTTPS

Name VROPS_VIRTUAL_SERVER
IP Address 192.168.11.35

Protocol HTTPS

Port 443

Default Pool VROPS_POOL

Connection Limit 0

Connection Rate Limit 0

10 Configure auto-redirect from HTTP to HTTPS requests.
The NSX Edge can redirect users from HTTP to HTTPS without entering another URL in the browser.

a On the Load Balancer tab of the LAXMGMT-LBO01 device, select Application Profiles and click
the Add icon.

b In the New Profile dialog box, configure the application profile settings and click OK.

Setting Value
Name VROPS_REDIRECT
Type HTTP

HTTP Redirect URL  https://vrops-cluster-01.rainpole.local/vcops-web-ent/login.action
Persistence Source IP

Expires in (Seconds) 1800
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On the Load Balancer tab of the LAXMGMT-LBO01 device, select Virtual Servers and click the
Add icon.

Configure the settings of the virtual server for HTTP redirects and click OK.

Setting Value

Enable Virtual Server  Selected

Application Profile VROPS_REDIRECT
Name VROPS_REDIRECT
IP Address 192.168.11.35
Protocol HTTP

Port 80

Default Pool NONE

Connection Limit 0

Connection Rate Limit 0

Add an Authentication Source for the Child Active Directory in
Region B

Connect vRealize Operations Manager to the child Active Directory lax01.rainpole.local for central user
management and access control in Region B.

Procedure

1

Log in to vRealize Operations Manager by using the administration console.

a

b

Open a Web browser and go to https://vrops-cluster-01.rainpole.local.

Log in using the following credentials.

Setting Value
User name admin
Password vrops_admin_password

In the left pane of vRealize Operations Manager, click Administration and click Authentication
Sources.

On the Authentication Sources page, click the Add.

In the Add Source for User and Group Import dialog box, enter the settings for
the LAX01.RAINPOLE.LOCAL child Active Directory in Region B, and click OK.
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| Add Souwrce for User and Group Import T X
Sourca Display Name. | LAXI RAINPOLE LOCAL
Sourca Typa. :_u""-C1|||fE CHrectony =
Integrafion Mode: (») Basic () Advanced

Input domamdsubdomain o auio-discover hoat and Base DN

Domain/Subdomain: LAX01 RAINPOLE LOCAL|  [JusessLmLs
B ViThME e, OO
User Mams: | svcvrops
Such as DOMAINwsemame or sdmin@ifoo com
Password: | seesees
]

[+ Automatically synchronize user membarship for configured groups

Host [ Bes 11ax tax01 rainpols | « Fort 389
Subomaticaly retrieved from the domain
Base DN: ii!l::'l..ﬁil!l'.'ﬁ dec=RaAl HF'CILE_&I:E

Butomatc aly rebneved from the doman

|
Common Name! | userPTincipalName ¥

» Search Criteria

Test QK Cancel

Active Directory Setting
Source Display Name
Source Type

Integration Mode
Domain/Subdomain

Use SSL/TLS

User Name

Password

Settings under the Details section

Automatically synchronize user membership for configured groups

Host

Port

Base DN

Common Name

Value
LAX01.RAINPOLE.LOCAL
Active Directory

Basic
LAX01.RAINPOLE.LOCAL
Deselected
svc-vrops@rainpole.local

sve-vrops_password

Selected
dc51lax.lax01.rainpole.local

389

dc=LAX01,dc=RAINPOLE,dc=LOCAL

userPrincipalName

Click the Test button to test the connection to the domain controller, and in the Info success message

click OK.
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6

In the Add Source for User and Group Import dialog box, click OK.

Add vCenter Adapter Instances to vRealize Operations Manager
for Region B

After you deploy the remote collector nodes of vRealize Operations Manager in Region B, add vCenter
Adapter instances for the Management and Compute vCenter Server instances in Region B.

Prerequisites

Verify that the Management vCenter Server and Compute vCenter Server are running.

Verify that the Management vCenter Server and Compute vCenter Server are configured with the
rainpole.local Active Directory domain.

Create a custom read-only role for user svc-vrops.

Procedure

1

Log in to vRealize Operations Manager by using the administration console.
a Open a Web browser and go to https://vrops—-cluster-01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin
Password vrops_admin_password

In the left pane of vRealize Operations Manager, click Administration and click Solutions.

From the solution table on the Solutions page, select the VMware vSphere solution, and click
the Configure icon at the top.

& Solutions = &

& @ & Shew. | AlSalubons

() VMwars vSphers Manages vSphere objects ... 6.0.3774214 VMware Inc. Mot applicable

B vRealizs Automation Manag Manages vRealizs Aulomati... 203477386 Vhware Inc. Mot applicabls

The Manage Solution - VMware vSphere dialog box appears.
On the Configure Adapters page, from the Adapter Type table at the top, select vCenter Adapter.

The Instance Name list contains the instances of the vCenter adapter for Region A.
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5 Under Instance Settings, enter the settings for connection to vCenter Server.

a If you already have added another vCenter Adapter, click the Add icon on the left side to add an
adapter settings.

b Enter the name, description and FQDN of vCenter Server.

Setting Value for Management vCenter Server  Value for Compute vCenter Server
Name mgmt01vc51-lax01 comp01vc51-lax01

Description Management vCenter Server for Region B Compute vCenter Server for Region B
vCenter Server mgmt01vc51.l1ax01.rainpole.local comp01vc51.lax01.rainpole.local

¢ Click the Add icon on the right side, configure the collection credentials for connection to the
vCenter Server instances, and click OK.

Management vCenter Server
Credentials Attribute Value

Credential name m mgmt01vc51-lax01-credentials for Management vCenter Server

m compO01vc51-lax01-credentials for Compute vCenter Server
User Name svc-vrops@rainpole.local

Password svec-vrops-password
d Leave Enable Actions set to Enable so that vCenter Adapter can run actions on objects in the
vCenter Server from vRealize Operations Manager.
e Click Test Connection to validate the connection to vCenter Server instance.
The vCenter Server certificate appears.
f Inthe Review and Accept Certificate dialog box, verify the certificate information and click OK.
g Click OK in the Test Connection Info dialog box.

h Expand the Advanced Settings section of settings.
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i From the Collectors/Groups drop-down menu, select the LAX01 group.

w Mdvanced Settings

sollecton £

Collectors/Groups Lam|

Default collector groug

vRealize Operations Manager Collectorvrops-metm-01

yRealize Operations Manager Collector-vrops-detan-03

Enahle Collecting wSphere Distribuled Swilch yRealize Operations Manager Collectorvrops-rapln-02

Enable Collecting Virual Maching Faldar yHealme Operations Manager Collector-vrops-datan-04
yRealme Operations Manager Collector-vrops-rmica 51

Exclude virual Machines fram Capacity Caleulstions | yRealize Operations Manager Collectoryrops-rmieol-62

SPO04

yRealize Dperations Manager Collector-yrops-rmica k02

Fimde

Auto DiSCovery

Process Change Ewents

Enable Collecting ¥Sphere Distbuted Fort Group

Maximum Mumber Ofirtual Machines Callected

! wHealime Operations Manager Collector-vrops-rmica -0

j  Specify a user account with administrator privileges to register vRealize Operations Manager with
the vCenter Server instance.

Setting Value
Registration user administrator@vsphere.local
Registration password vsphere_admin_password

After the registration, vCenter Server users can launch vRealize Operations Manager from and
use health badges on the inventory objects in the vSphere Web Client.

6 Click Define Monitoring Goals.

7 In the Define Monitoring Goals page, under Enable vSphere Hardening Guide Alerts?, select
Yes, leave the default configuration for the other options, and click Save.
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Define Monitoring Goals

Please answer the following list of questions to create a new default palicy or Save to modify the existing default
palicy. To adjust advanced settings of the default policy or create a new policy, proceed to Administration = Polices

Page.

Which objects do you want to be alerted on in your environment?
Leam More

) Infrastructure objects except for Vitual Machines

() Virtual Machines only

(=) AllvSphere objects

Which type of alerts do you want to enable? (Select all that apply)
Learn More
[¥] Health alerts that usually require immediate attention.
[ Risk alerts indicating that you should look into any problems in the near future

[ Efficiency alerts indicating that you can reclaim resources.

Configure Memory Capacity based on?
Learn Mare

(») vSphere Default

() Most Agaressive

(_ Most Conservative

Enable vSphere Hardening Guide Alerts?
Leam Mare

®) Yes

(U No

Save

Cancel

8 Cl
9 CI

ick OK in the Default Policy Info dialog box.

ick Save Settings.

10 In the Review and Accept Certificate dialog box, verify the certificate information and click OK.

11 Click OK in the Adapter Instance Informaition dialog box.

12 Repeat Step 5 to Step 11 for the Compute vCenter Server.

13 In the Manage Solution - VMware vSphere dialog box, click Close.

14 On the Solutions page, select VMware vSphere from the solution table to view the collection state
and the collection status.

The Collection State column for the vCenter Adapters displays Collecting, and the Collection
Status column displays Data receiving.

& Solutions

gk & |Show: | All Salutions "

Hame

Daseription Provided by Licansing
B8 vRealize Automation Managerment Pack Manages vRealize Auto Whiware Inc Mot applicable
[ Mvrare v3phere Manages vSphere ohject Whiware Inc Mot applicable
VMware vSphere Solution Details
=

Adapter Type Adapter Instance Name Credential name ~ Collectar

wCenter Adapter compivesl-laxdi comp0lveal-laxd1-credentalls  wRealize Operations Manage
wCenter Adapter rarmtd1vest-laxd1 mgrmtdived1-laxdi-credentails  wRealize Operations Manage
wCenter Adapter rmarmtd1vedt-sfadl mgrmtd1ved1-sfol1-credentials  wRealize Operations Manage
wCenter Adapter compdivedl-sfont comp01vedl-sfodi-credentials  wRealize Operations Manage

VMware,

Inc.

Collection State
= Collecting
 Collecting
= Collecting

 Collecting

Adapter Status
(& Data receiving (1)

(¥ Data receiving (4)

Collection Status ¥
@ Data receiving
@ Data receiving
@ Data receiving

@ Data receiving
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Connect vRealize Operations Manager to the NSX Managers in
Region B

Configure the vRealize Operations Management Pack for NSX for vSphere to monitor the NSX
networking services deployed in each vSphere cluster in Region B and view the vSphere hosts in the
NSX transport zones. You can also access end to end logical network topologies between any two virtual
machines or NSX objects for better visibility into logical connectivity. Physical host and network

device relationship in this view also helps in isolating problems in the logical or physical network.

You configure only NSX-vSphere Adapters for collecting data from the NSX components in Region B. You
can access the information about the networking device topology in your environment without creating
Network Devices Adapter instances for Region B because this information is available from the Network
Devices Adapter in Region A.

Procedure

1 Configure User Privileges in NSX Manager for Integration with vRealize Operations Manager for
Region B
Assign the permissions that are required to access monitoring data from the Management NSX
Manager and Compute Manager in Region B in vRealize Operations Manager to the operations
local service account svc-vrops-nsx.

2 Add NSX-vSphere Adapter Instances to vRealize Operations Manager for Region B

Configure the connection between vRealize Operations Manager and the NSX instances for the
management cluster and for the shared edge and compute cluster in Region B.

Configure User Privileges in NSX Manager for Integration with vRealize
Operations Manager for Region B

Assign the permissions that are required to access monitoring data from the Management NSX Manager
and Compute Manager in Region B in vRealize Operations Manager to the operations local service
account svc-vrops-nsx.

Prerequisites

m  Ensure that SSH has been enabled on the Management NSX Manager and Compute NSX Manager
in Region B.

®  On a Windows host that has access to you data center, install a REST client, such as the RESTClient
add-on for Firefox.
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Procedure

1 Login to the NSX Manager by using a Secure Shell (SSH) client.

a

Open an SSH connection to the NSX Manager virtual machine.

NSX Manager Host name
NSX Manager for the management cluster mgmt01nsxm51.1ax01.rainpole.local

NSX Manager for the shared compute and edge cluster comp01nsxm51.lax01.rainpole.local

Log in using the following credentials.

Setting Value
User name admin

Password B mngnsx_admin_password

®  compnsx_admin_password

2 Create the local service account svc-vrops-nsx on the NSX Manager instances.

a

Run the following command to switch to Privileged mode of the NSX Manager.
enable

Enter the admin password when prompted and press Enter.

Switch to Configuration mode.

configure terminal

Create the service account svc-vrops-nsx.

user svc-vrops—nsx password plaintext svc-vrops—nsx_password

Assign the svc-vrops-nsx user access to NSX Manager from the vSphere Web Client.
user svc-vrops-nsx privilege web-interface

Leave the Configuration mode
exit

Commit these updates to the NSX Managers:

copy running-config startup-config

3 Assign the security_admin role to the svc-vrops-nsx service account.

a

b

Log in to the Windows host that has access to your data center.

In a Firefox browser, go to chrome: //restclient/content/restclient.html
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¢ From the Authentication drop-down menu, select Basic Authentication

d Inthe Basic Authorization dialog box, enter the following credentials, select Remember me and
click Okay.

Setting Value
User name admin

Password B mngnsx_admin_password

®  compnsx_admin_password

The Authorization: Basic XXX header appears in the Headers pane.

e Inthe Request pane, enter the following header details and click Okay.

Request Header Attribute Value
Name Content-Type

Value Application/xml

The Content-Type:application/xml header appears in the Headers pane.

f  Inthe Request pane, from the Method drop-down menu, select POST, and in the URL text box,
enter the following URL.

NSX Manager POST URL
NSX Manager for the https://mgmt01nsxm51.lax01.rainpole.local/api/2.0/services/usermgmt/role/svc-vrops-
management cluster nsx?isCli=true

NSX Manager for the shared https://comp01nsxm51.lax01.rainpole.local/api/2.0/services/usermgmt/role/svc-vrops-
edge and compute cluster nsx?isCli=true
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g

In the Request pane, paste the following request body in the Body text box and click Send.

<accessControlEntry>

<role>security_admin</role>

<resource>

<resourceld>globalroot-0</resourceld>

</resource>
</accessControlEntry>

Method  POST v | URL | https#/mgmt01nsxm&1.lax01 rainpole local/apif2 0/senices/usermgmt/role/svcvrops-nsx?isCli, % SEND
Headers il Remove A
Content-Type: appl X i Basic ¥V 1. %

Body

<accessControlEntry>
<role>security_admin</role>
<resource>
<resourceld=globalront-0<fresourceld>
</resource>

<laccessContralEntry>

[-] Response

Response Headers | Response Body (Raw) | Response Body (Highlight) | Response Body (Preview)

Status 204 No Content

Cache ntrol no-cache

Date
Strict-Transport-Security : max-
x-frame-options SAMEORIGIN

2017

14:40:38 GMT

1536000; includeSubDomains

The Status changes to 204 No Content.

h Repeat the step for the other NSX Manager.

Add NSX-vSphere Adapter Instances to vRealize Operations Manager for
Region B

Configure the connection between vRealize Operations Manager and the NSX instances for the
management cluster and for the shared edge and compute cluster in Region B.

Procedure

1 Log in to vRealize Operations Manager by using the administration console.

a

Open a Web browser and go to https://vrops-cluster-01.rainpole.local.

b Log in using the following credentials.

Setting
User name

Password

Value
admin

vrops_admin_password

2 Inthe left pane of vRealize Operations Manager, click Administration and click Solutions.
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3 On the Solutions page, select the Management Pack for NSX-vSphere from the solution table, and

click Configure.

& Solutions

4= & show Al Solutions
Hame =

" Management Pack for NS¥-vSphere

i management Pack for Storage Devices

Manages NSX-vSphere ..

Viware vCenter Storage.

Description Provided by Licensing

Viware Inc. Notapplicable

Wiiware Inc. Notapplicable

Management Pack for NSX-vSphere Solution Details

~
=

Adaptar Type
NS)X-vSphera Adapter
NS-vBphere Adapter

Network Devices Adapter

Adaptar Instanca H
Momt NSX Adapter - SFOD1
Comp NSX Adapter - SFO01

Network Devices Adapter

ama Craduntial nama Callactor

Credentials to MgmtvCenter . vRealize Operations Manage.

Credentials to ComputelEdg...  vRealize Operations Manage.

Network Devices Credentials  vRealize Operations Manage. .

= Gollecting
# Collecting

“ Collecting

Adapter Status
) Data receiving (3)

None Configured =

tus
© Data recenving
© Data receiving

© Data receiving

4 In the Manage Solution - Management Pack for NSX-vSphere dialog box, from the Adapter
Type table at the top, select NSX-vSphere Adapter.

5 Under Instance Settings, enter the settings for connection to the NSX Manager for the management
cluster or to the NSX Manager for the shared edge and compute cluster.

a |If you already have added another NSX-vSphere Adapter, click the Add icon to add an adapter

settings.

b Enter the name, the FQDN of the NSX Manager and the FQDN of the vCenter Server instance
that is connected to the NSX Manager.

Setting

Display Name
Description

NSX Manager Host
VC Host

Enable Log Insight
integration if
configured

Value for the NSX Manager for the
Management Cluster

Mgmt NSX Adapter - LAX01
mgmt01nsxm51.lax01.rainpole.local
mgmt01vc51.1ax01.rainpole.local

false

Value for the NSX Manager for the Shared
Edge and Compute Cluster

Comp NSX Adapter - LAX01
comp01nsxm51.lax01.rainpole.local
comp01vc51.lax01.rainpole.local

false

¢ Click the Add icon next to the Credential text box, configure the credentials for the connection to
NSX Manager and vCenter Server, and click OK.

Setting

Credential name

NSX User Name

NSX Manager
Password

vCenter User
Name

vCenter Password

VMware, Inc.

Value for the NSX Manager for the
Management Cluster

Credentials to Mgmt VC and NSX Manager -
LAX01

SVC-Vrops-nsx

mgmt_nsx_manager_password

svc-vrops@rainpole.local

sve-vrops-password

Value for the NSX Manager for the Shared
Edge and Compute Cluster

Credentials to Compute VC and NSX Manager -
LAX01

SVC-Vrops-nsx

comp_nsx_manager_password

svc-vrops@rainpole.local

sve-vrops-password
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d Expand the Advanced Settings pane.

e Inthe Advanced Settings pane, click the Collectors/Groups drop-down men, select LAX01

f  Click Test Connection to validate the connection to the Management NSX Manager or Compute

NSX Manager.

The NSX Manager certificate appears.

g Click Save Settings.

h In the Review and Accept Certificate dialog box, verify the certificate information and click OK.

i Click OK in the Adapter Instance dialog box.

i Repeat these steps to create an NSX-vSphere Adapter for the NSX Manager for the shared edge

and compute cluster.

6 In the Manage Solution - Management Pack for NSX-vSphere dialog box, click Close.

The two NSX-vSphere Adapters for Region B are available on the Solutions page of the vRealize
Operations Manager user interface. The Collection State of the adapters is Collecting and

the Collection Status is Data receiving.

& Solutions

4 & |Sshow | All Solutions -

Name & Description Provided by

 Management Pack for NEX-vaphere Manages NSx-vSphere Whiware Inc.

il Manacement Pack for Storace Devices Whtware vCenter Storage. . Whiwars Inc

Management Pack for NSX-vSphere Solution Details

—~
L=

Adapter Type Adapter Instance Name ¥ Credentizl name

Metwork Devices Adapter Metwork Devices Adapter Metwork Devices Credentials

MEX-vSphere Adapter Mamt NS Adapter - SFO01 Credentials to Mgmt vCenter

MSX-vSphere Adapter Mamt NS Adapter - LAKO1 Credentials to MgmtVC and

MEX-vSphere Adapter Comp NS Adapter - SFO01 Credentials to Compute/Edg

MSX-vSphere Adapter Comp NS Adapter - LAXO1 Credentials to Compute YT a

Licenzing

Mot applicahle

Mot applicahle

Callector

wRealize Operations Manage.
wRealize Operations Manage.
wRealize Operations Manage.
wRealize Operations Manage.

wRealize Operations Manage.

Collection State
= Collecting
= Collecting
= Collecting
= Collecting

= Collecting

Adapter Status
~ Data receiving (3)

Mone Configured

Collection Status
@ Data recelving
@ Data recelving
@ Data recelving
@ Data recelving

@ Data recelving

Configure Service Account Privileges for Integration between
vRealize Operations Manager and vRealize Automation in Region

B

Configure the rights of the service accounts that vRealize Automation and vRealize Operations Manager

use to communicate with each other.

You use thses service accounts in the following cases:

®  When vRealize Operations Manager collects statistics about the tenant workloads in vRealize

Automation in Region B.

m  When vRealize Automation collects metrics to identify tenant workloads for reclamation in Region B.

Such workloads have low use of CPU, memory use, or disk space.

VMware, Inc.
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Configure User Privileges in vRealize Automation for Integration with
vRealize Operations Manager in Region B

Assign the permissions that are required to access monitoring data from vRealize Automation in vRealize
Operations Manager to the svc-vrops-vra operations service account.

Procedure
1 Log in to the vRealize Automation Rainpole portal.
a Open a Web browser and go to https://vra0lsvr0l.rainpole.local/vcac/org/rainpole.

b Log in using the following credentials.

Setting Value
User name itac-tenantadmin
Password itac-tenantadmin_password

Domain Rainpole.local

2 Navigate to Infrastructure > Endpoints > Fabric Groups to assign fabric administrator role to the
svc-vrops-vra service account.

a On the Fabric Groups page, click LAX Fabric Group.

b On Edit Fabric Group page, enter svc-vrops-vra in Fabric Administrators search text box
and click the Search icon.

¢ Click sve-vrops-vra@rainpole.local in the search result list to assign the fabric administrator
role to the account, and click OK.

Configure User Privileges on vRealize Operations Manager for Tenant
Workload Reclamation in Region B

Configure read-only privileges for the svc-vra-vrops@rainpole.local service account on vRealize
Operations Manager. You configure these privileges so that vRealize Automation can pull metrics from
vRealize Operations Manager for reclamation of tenant workloads in Region B.

Procedure
1 Log in to vRealize Operations Manager by using the administration console.
a Open a Web browser and go to https://vrops—-cluster-01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin
Password vrops_admin_password

2 Inthe left pane of vRealize Operations Manager, click Administration, and click Access Control.

3 Onthe Access Control page, click the User Accounts tab.

VMware, Inc. 332



Deployment for Region B

Select the svec-vra-vrops@rainpole.local service account, and click Edit icon.

5 Onthe Assign Groups and Permissions page, to assign the ReadOnly role to the svc-vra-
vrops@rainpole.local service account, configure the following settings.

a Click the Objects tab.

b Under Select Object, select vCenter Adapter > comp01vc51-lax01 .

¢ Click OK.

Edit Permission

SelectRole:

Ressoy 7]

[ Assign this role to the user.
Pick objects or object hierarchies to assign
Select Object Hierarchies

[] Allow access to all objects in the system

= Custom Groups
& Applications
% Automation Tenant Business Group and Blue

Automation Tenant Business Group and Virtu

&5 Adapter Instance -

Custom Datacenters

Fabric View

Operating Systems

Remote Checks

Reservation View

vRealize Operations Clusters

vSphere Hosts and Clusters

1000 O0ooooooao
D3 KM W AR &

uSnhara Nahunrkinn

Select Object

Object +
[ & EP Ops adapter
[ & EP Ops adapter
[ & EP Ops adapter
[ & EP Ops adapter

v [m] (5! vCenter Adapter
M5 comp01vc01-sfa01
B (%) comp01ve51dax01
(5 mgmt01vc01-sfo01
(5 mgmto1ves1-lax01

- 56f18aad-Teaa-4eac-8
-8bded78-a156-4fad-9...
- bde247-2736-43cF0
-c26ee8ca-6264-4339-

¥ ][5 vCenter Python Actions Adapter

5 comp01vc01-sfa01
5 comp0ives1-lax01
(5 mgmt01vc01-sfo01
(5 mgmto1ves1-lax01

- Actions
- Actions
- Actions
- Actions

Effective Roles

ReadCnly

ok || cancel

Add Storage Devices Adapters in vRealize Operations Manager for

Region B

Configure a Storage Devices adapter for Region B to collect monitoring data about the storage devices in

the SDDC.

Procedure

1 Login to vRealize Operations Manager by using the administration console.

a Open a Web browser and go to https://vrops-cluster-01.rainpole.local.

b Log in using the following credentials.

Setting
User name

Password

Value

admin

vrops_admin_password

2 Inthe left pane of vRealize Operations Manager, click Administration and click Solutions.

3 On the Solutions page, select Management pack for Storage Devices from solution table and click

Configure.
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vmware vRealize Operations Manager Aboul | Help | admin+ ey
Bacl - @ © @ 3 & & Solutions ~Fe
rT— o @ diShow. [AlSolutions [=
] Cregentials [ Proved by "
5 Polcks B \Reaiize Automation Management Pack  Manapes vRealize Aulbmation objects suc... 2.0 VMware Inc. Notapplicable
€9 Inventory Explorer B operating Systems | Remote Service Mon: The End Foint Oparaions Managemant S0 1.0 VMware Inc. Notapplicable

4\ Cbject Relationships

2 Management Pack for Storage Devices  VMWare vGenter Storage Devices Soluion  5.0.4 VMware inc. Mot applicable

4 In the Manage Solution - Management Pack for Storage Devices dialog box, from the Adapter
Type table at the top, select Storage Devices.
5 Under Instance Settings, enter the settings for connection to the Management vCenter Server or to
the Compute vCenter Server.
a Click the Add icon to add an adapter settings.
b  Enter the name, description, and FQDN of the vCenter Server instance.
x Instance Settings
e Display Name [ torage mP LAX MGMT
:a:z:e“st::&r | mamtotves1 1ax01 rainpole joca ]
gr:ﬂ;cnmmunlw | P
Credental |credentar-storage MP Lax MaMT ~| 7
| Test Connection
P Advanced Settings
Setting Value for the Management Cluster Value for the Shared Edge and Compute Cluster
Name Storage MP LAX MGMT Storage MP LAX Compute
Description Connection to LAX Management vCenter  Connection to LAX Compute vCenter
vCenter Server mgmt01vc51.1ax01.rainpole.local comp01vc51.1ax01.rainpole.local
SNMP Community - -
Strings
¢ Click the Add icon, configure the credentials for connection to the Management vCenter Server to
the Compute vCenter Server, and click OK.
Setting Value for the Management Cluster Value for the Shared Edge and Compute Cluster
Credential name  Credential-Storage MP LAX MGMT  Credential-Storage MP LAX Compute
User Name svc-mpsd-vrops@rainpole.local svc-mpsd-vrops@rainpole.local
Password sve-mpsd-vrops-password sve-mpsd-vrops-password
d Click Test Connection to validate the connection to the Management vCenter Server or the
Compute vCenter Server.
VMware, Inc.
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e Inthe Review and Accept Certificate dialog box, verify the vCenter Server certificate

information and click OK.
f  Click OK in the Test Connection dialog box.

g Expand the Advanced Settings section of settings, and from the Collectors/Groups drop-down
menu, select the LAX01 remote collector group.

h Click Save Settings and click OK in the information box that appears.
i Repeat the steps for the other vCenter Server instance.

6 In the Manage Solution - Management Pack for Storage Devices dialog box, click Close.

The two Storage Devices adapters for Region B appear on the Solutions page of the vRealize
Operations Manager user interface. The Collection State of the adapters is Collecting and

the Collection Status is Data receiving.

& Solutions

& F & show All Solutions

20 Management Pack for Storage Devices Vhware vCenter Storage De. . 6.0.4 3666305 Viiware Inc. Notapplicabls

B Managament Pack for NSX-vSphere Manages NSX-vSphere obje. . 3.02.3765807 Viiware Inc. Wot applicable

(3 vaaware vSpners Mansges vSphere chiscts 5. . | 6.03774214 Vitware Inc. Wot applicable

Management Pack for Storage Devices Solution Details

age MP LAX Computs | Credential-Storage MP LAX | vRes

Storage MP LAX MGMT Credential-Storage MP LAX

Storage MP SF001 Comp | Storage MP SF001 Comp-.. | vRea

Storage MP SFO01MGMT | Storage MP SFO01 MGMT-

Region B vRealize Log Insight Implementation

Deploy vRealize Log Insight in a cluster configuration of 3 nodes in Region B. This configuration is set up
with an integrated load balancer and uses one master and two worker nodes.

Procedure

1 Deploy vRealize Log Insight in Region B
Start the deployment of vRealize Log Insight in Region B by deploying the master and worker nodes
and forming the vRealize Log Insight cluster.

2 Install a CA-Signed Certificate on vRealize Log Insight in Region B

vRealize Log Insight comes with a default self-signed certificate that is generated and signed at
installation time. After you start vRealize Log Insight in Region B, install a CA-signed certificate to
secure the communication of vRealize Log Insight.

3 Connect vRealize Log Insight to the vSphere Environment in Region B
Start collecting log information about the ESXi and vCenter Server instances in the SDDC in Region
B.
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Connect vRealize Log Insight to vRealize Operations Manager in Region B

Install and configure vRealize Log Insight Content Pack for vRealize Operations Manager in Region
B for troubleshooting vRealize Operations Manager by using dashboards and alerts in the vRealize
Log Insight Ul.

Connect vRealize Log Insight to the NSX Instances in Region B

Install and configure the vRealize Log Insight Content Pack for NSX for vSphere for log visualization
and alerting of the NSX for vSphere real-time operation in Region B. You can use the NSX-vSphere
dashboards to monitor logs about installation and configuration, and about virtual networking
services.

Connect vRealize Log Insight to vRealize Automation in Region B

Connect the vRealize Log to vRealize Automation to receive log information from the components of
vRealize Automation in Region B in the vRealize Log Insight Ul.

Install the vRealize Log Insight Content Pack for vSAN in Region B

Install the content pack for VMware vSAN to add the dashboards for viewing log information in
VvRealize Log Insight.

Configure Log Retention and Archiving in Region B

In vRealize Log Insight in Region B, configure log retention for one week and archiving on storage
sized for 90 days according to the vRealize Log Insight Design document.

Configure Event Forwarding Between Region A and Region B

According to vRealize Log Insight Design, vRealize Log Insight will not be failed over to the recovery
region, Region B. Use log event forwarding in vRealize Log Insight to retain real-time logs in the
protected region if one region becomes unavailable.

Deploy vRealize Log Insight in Region B

Start the deployment of vRealize Log Insight in Region B by deploying the master and worker nodes and
forming the vRealize Log Insight cluster.

Procedure

1

Prerequisites for Deploying vRealize Log Insight in Region B

Before you deploy vRealize Log Insight in Region B, verify that your environment satisfies the
requirements for this deployment.

Deploy the Virtual Appliance for Each Node in the vRealize Log Insight Cluster in Region B

Use the vSphere Web Client to deploy each vRealize Log Insight node as a virtual appliance on the
management cluster in Region B.

Configure a DRS Anti-Affinity Rule for vRealize Log Insight in Region B

To protect the vRealize Log Insight cluster in Region B from a host-level failure, configure vSphere
DRS to run the worker virtual appliances on different hosts in the management cluster.
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4 Start the vRealize Log Insight Instance in Region B
Configure and start the vRealize Log Insight master node in Region B. Before you form a cluster by
adding the worker nodes, vRealize Log Insight must be running.

5 Join the Worker Nodes to vRealize Log Insight in Region B
After you deploy the virtual appliances for vRealize Log Insight and start the vRealize Log Insight
instance on the master node in Region B, join the two worker nodes to form a cluster.

6 Enable the Integrated Load Balancer of vRealize Log Insight in Region B

After you join the master and the worker nodes to create a vRealize Log Insight cluster in Region B,
enable the Integrated Load Balancer (ILB) for balancing incoming ingestion traffic of syslog data
among the Log Insight nodes and for high availability.

7 Join vRealize Log Insight to the Active Directory in Region B

To propagate user roles in vRealize Log Insight that are maintained centrally and are inline with the
other solutions in the SDDC, configure vRealize Log Insight in Region B to use the Active Directory
(AD) domain as an authentication source.

Prerequisites for Deploying vRealize Log Insight in Region B

Before you deploy vRealize Log Insight in Region B, verify that your environment satisfies the
requirements for this deployment.

IP Addresses and Host Names

Verify that static IP addresses and FQDNSs for the vRealize Log Insight virtual application network are
available for Region B of the SDDC deployment.

For the application virtual network, allocate 3 static IP addresses for the vRealize Log Insight nodes and
one |IP address for the integrated load balancer. Map host names to the IP addresses.

Note Region B must be routable via the vSphere management network.

Table 4-2. IP Addresses and Host Name for the vRealize Log Insight Cluster in Region B

Role IP Address FQDN
Integrated load balancer VIP address 192.168.32.10 vrli-cluster-51.lax01.rainpole.local
Master node 192.168.32.11 vrli-mstr-51.1ax01.rainpole.local
Worker node 1 192.168.32.12 vrli-wrkr-51.1ax01.rainpole.local
Worker node 2 192.168.32.13 vrli-wrkr-52.1ax01.rainpole.local
Default gateway 192.168.32.1 -
DNS servers m 17217115 -

= 172.16.11.5
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Table 4-2. IP Addresses and Host Name for the vRealize Log Insight Cluster in Region B

(Continued)

Role
Subnet mask

NTP servers

IP Address FQDN

255.255.255.0 -

172.16.11.251
172.16.11.252
172.17.11.251
172.17.11.252

Deployment Prerequisites

ntp.sfo01.rainpole.local

ntp.lax01.rainpole.local

Prerequisite

Storage

Software Features

Installation Package

License

Active Directory

Certification Authority

E-mail account

Deploy the Virtual Appliance for Each Node in the vRealize Log Insight

Value

Download the .ova file of the vRealize Log Insight virtual appliance on the machine where you use the

Virtual disk provisioning
= Thin
Required storage per node

m  |nitial storage for node deployment:510 GB

vSphere

= Management vCenter Server

®  Management cluster with DRS and HA enabled.
NSX for vSphere

= Application virtual network for the 3-node vRealize Log Insight cluster

vSphere Web Client.

Obtain a license that covers the use of vRealize Log Insight.

Verify that you have a parent and child Active Directory domain controllers configured with the role-specific
SDDC users and groups for the rainpole.local domain.

Configure the Active Directory domain controller as a certificate authority for the environment.

Provide an email account to send vRealize Log Insight notifications from.

Cluster in Region B

Use the vSphere Web Client to deploy each vRealize Log Insight node as a virtual appliance on the

management cluster in Region B.
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Procedure

1 Log in to vCenter Server by using the vSphere Web Client.

a

Open a Web browser and go
to https://mgmt0lvc51.1lax01.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Navigate to the mgmt01vc51.lax01.rainpole.local vCenter Server object.

3 Right-click mgmt01vc51.1ax01.rainpole.local and select Deploy OVF Template.

4 On the Select source page, select Local file, click Browse and browse to the location of the
vRealize Log Insight . ova file on your local file system, and click Next.

5 On the Select name and folder page, make the following selections, and click Next.

a

Enter a name for the node according to its role.

Name Role
vrli-mstr-51  Master node
vrli-wrkr-51  Worker node 1

vrli-wrkr-52  Worker node 2

Select the inventory folder for the virtual appliance.

Object Value
vCenter Server mgmt01vc51.l1ax01.rainpole.local
Data center LAXO01

Folder VRLI51

6 On the Select a resource page, select the LAX01-Mgmt01 management cluster as the resource to
run the virtual appliance on, and click Next.

7 On the Review details page, examine the virtual appliance details, such as product, version,
download size, and disk size, and click Next.

8 On the Accept License Agreements page, accept the end user license agreements and click Next.

9 On the Select configuration page, from the Configuration drop-down menu, select
the Medium deployment configuration, and click Next.
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10 On the Select storage page, select the datastore for the vRealize Log Insight node.
By default, the virtual appliance disk is thin provisioned.
a From the VM Storage Policy drop-down menu, select Virtual SAN Default Storage Policy.
b From the datastore table, select the LAX01A-VSANO01-MGMTO01 vSAN datastore and click Next.

11 On the Setup networks page, select the distributed port group on the vDS-Mgmt distributed switch
that ends with Mgmt-RegionB01-VXLAN, and click Next.
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12 On the Customize template page, set the networking settings and the root user credentials for the

virtual appliance.

a Inthe Networking Properties section, configure the following networking settings.

Property

Host name

Default gateway
DNS server
DNS searchpath
DNS domain

Static IPv4 address

Subnet mask

Value

m  vrli-mstr-51.1ax01.rainpole.local for the master node
m  vrli-wrkr-51.1ax01.rainpole.local for the worker node 1

®  vrli-wrkr-52.1ax01.rainpole.local for the worker node 2
192.168.32.1

172.17.11.5,172.16.11.5
lax01.rainpole.local,rainpole.local

lax01.rainpole.local

® 192.168.32.11 for the master node
m 192.168.32.12 for the worker node 1
m 192.168.32.13 for the worker node 2

255.255.255.0

b In the Other Properties section, enter and confirm a password for the root user and click Next.

The password must contain at least 8 characters, and must include:

= One uppercase character

®  One lowercase character

®  One digit

m  One special character

Use this password if you log in to the console of the vRealize Log Insight virtual appliance.

Deploy OVF Template W
Doy Customize template.
Customize the deployment properties ofthis saMware solution
~ 13 Seledt source
~  1b Review details O Al properties have valid values Show nexl. Collapse all
1¢ Aczept License
© sgreements. = Metworking Properies 7 seltings
2 Destination Hosmame ThE hosmame o the flly qUaIMEd GOMAIN NaME 107 LS VAL Leave Dlank if DHCP 15 Gesiren
~  2a Selectname anafoider fri-metr-51/2x01 rainpollocal
e Network 11P Address  The IP address for his interface. Laave blank il DHCP is desired.
v 2c Selectstorage 182 188.32.11
 2d Setup networks Metwork 1 Netmask The netmask or prefix for this interface. Leave blank if BHCP is desired.
~ [255 2652550
+ 3 Ready to complete
Detautt Gateway The detault gateway agaress for this VI, Leave blank if DHCP is desired
192160.32.1
DNS The domain name servers for his VM (comma separated). Leave blank If DHCP is desired. WARNING: Do not
specify mars than two DN enfries or no DNS entries will b& configured]
17217116172 15,115
DNS searchpain The domain name senver searchpaih for his M (comma of space separated). Nole his opfion only works if DINS
is specified sbove.
D1 rainpole local rainpale loca
DNS domain The domain name server domain for this VK. Note this option only works if NS is specified above.
01 rainpoie local
~ Other Properties 2sengs
Root Password Argol password can be sat if desired and will averride any already set password Ifnot. bul guest customization is
running. men itwill be randamiy generated. Otnenwise the password will be blank, and wil uired ta cnange in
onsole before using SSH. For security reasons. Itis recommended o use a password thalis a minimum of
cters and contins 3 minimum of on: one lower, ane cigit and ane special character.
Enter password
Confirm password (o~
Back Hext Finisn Cancel
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13 On the Ready to complete page, click Finish.
The deployment of the virtual appliance starts.
14 Right-click the virtual appliance object and select the Power > Power On menu item.

15 Repeat the procedure to deploy the vRealize Log Insight virtual appliances for the remaining two
nodes in the cluster.

Configure a DRS Anti-Affinity Rule for vRealize Log Insight in Region B

To protect the vRealize Log Insight cluster in Region B from a host-level failure, configure vSphere DRS
to run the worker virtual appliances on different hosts in the management cluster.

Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1lax01. rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Navigate to the mgmt01vc51.lax01.rainpole.local vCenter Server object, and under the LAX01 data
center object select the LAX01-Mgmt01 cluster.

3 On the Configure tab, select VM/Host Rules.

4 In the VM/Host Rules list, click the Add button above the rules list, add a new anti-affinity rule
called vrli-antiaffinity-rule for the vrli-mstr-51, vrli-wrkr-51 and vrli-wrkr-52 virtual machines,
and click OK.

Rule Attribute Value

Name anti-affinity-rule-vrli
Enable rule Yes

Type Separate Virtual Machines
Members ®m  vrli-mstr-51

m vrli-wrkr-51

m  vrli-wrkr-52

Start the vRealize Log Insight Instance in Region B

Configure and start the vRealize Log Insight master node in Region B. Before you form a cluster by
adding the worker nodes, vRealize Log Insight must be running.
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Procedure

1

Open a Web browser and go to https://vrli-mstr-51.1ax01.rainpole.local.
The initial configuration wizard opens.

On the Setup page, click Next.

On the Choose Deployment Type page, click Start New Deployment.

After the deployment is launched, on the Admin Credentials page, set the email address and the
password of the admin user, and click Save and Continue.

The password must contain at least 8 characters, and contain one uppercase character, one
lowercase character, one number, and one special character.

On the License page, enter the license key, click Add New License Key, and click Continue.

On the General Configuration page, enter the following settings and click Save and Continue.

Setting Value
Email System Notifications to email address to receive system notifications
Send HTTP Post System Notifications To  https://vrli-cluster-51.1ax01.rainpole.local

On the Time Configuration page, enter the following settings, click Test and click Save and
Continue.

Setting Value
Sync Server Time With  NTP Server (recommended)

NTP Servers ntp.lax01.rainpole.local, ntp.sfo01.rainpole.local

VMware, Inc.

343



Deployment for Region B

8 On the SMTP Configuration page, specify the properties of an SMTP server to enable outgoing

alerts and system notification emails, and to test the email notification.

a Set the connection setting for the SMTP server that will send the email messages from vRealize
Log Insight.

Contact your system administrator for details about the email server.

SMTP Option Description

SMTP Server FQDN of the SMTP server

Port Server port for SMTP requests

SSL (SMTPS) Sets whether encryption should be enabled for the SMTP transport option connection.

STARTTLS Encryption  Enable or disable the STARTTLS encryption.

Sender Address that appears as the sender of the email.
Username User name on the SMTP server.
Password Password for the SMTP server you specified in Username.

b  To verify that the SMTP configuration is correct, enter a valid email address and click Send >
Test Email.

VRealize Log Insight sends a test email to the address that you provided.

9 On the Setup Complete page, click Finish.

VvRealize Log Insight starts operating in standalone mode.

Join the Worker Nodes to vRealize Log Insight in Region B

After you deploy the virtual appliances for vRealize Log Insight and start the vRealize Log Insight instance
on the master node in Region B, join the two worker nodes to form a cluster.

Procedure

1

For each worker node appliance, go to the initial setup Ul in your Web browser.

Worker Node HTTP URL

Worker node 1 https://vrli-wrkr-51.lax01.rainpole.local

Worker node 2  https://vrli-wrkr-52.1ax01.rainpole.local

The initial configuration wizard opens.

Click the Next button on the Welcome page.

On the Choose Deployment Type page, click Join Existing Deployment.

On the Join Existing Deployment page, enter the master node
FQDN vrli-mstr-51.1ax01.rainpole.local and click Go.

The worker node sends a request to the vRealize Log Insight master node to join the existing
deployment.
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After the worker node contacts the master node, click the Click here to access the
Cluster Management page link.

The login page of the vRealize Log Insight user interface opens.

Log in to the vRealize Log Insight Ul by using the following credentials.

Setting Value

User name admin

Password vrli_admin_password

The Cluster page opens in the Log Insight user interface.

On the right of the notification message about adding the worker node, click Allow.

After you join the first worker node to the cluster, the user interface displays a warning message that
another worker node must be added.

Repeat the steps to join the second worker node to the cluster.

After you add the second worker node, the Cluster page of the vRealize Log Insight Ul contains the
master and worker nodes as components of the cluster.

Enable the Integrated Load Balancer of vRealize Log Insight in Region B

After you join the master and the worker nodes to create a vRealize Log Insight cluster in Region B,
enable the Integrated Load Balancer (ILB) for balancing incoming ingestion traffic of syslog data among
the Log Insight nodes and for high availability.

Procedure

1

Log in to the vRealize Log Insight user interface.
a Open a Web browser and go to https://vrli-mstr-51.1ax01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin
Password vrli_admin_password

Click the configuration drop-down menu icon E and select Administration.
Under Management, click Cluster.
Under Integrated Load Balancer, click New Virtual IP Address.

In the New Virtual IP dialog box, enter the following settings and click Save.

Setting Value
IP 192.168.32.10
FQDN vrli-cluster-51.lax01.rainpole.local
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Join vRealize Log Insight to the Active Directory in Region B

To propagate user roles in vRealize Log Insight that are maintained centrally and are inline with the other
solutions in the SDDC, configure vRealize Log Insight in Region B to use the Active Directory (AD)
domain as an authentication source.

Figure 4-1. Procedure

Procedure
1 Login to the vRealize Log Insight user interface.
a Open a Web browser and go to https://vrli-cluster-51.1ax01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin
Password vrli_admin_password

2 On the Authentication page, select the checkbox to enable the support for Active Directory, then
configure the Active Directory settings.

a Configure the Active Directory connection settings according to the details from your IT
administrator.

Setting Value

Enable Active Directory support  Selected

Default Domain RAINPOLE.LOCAL

User Name svc-loginsight

Password svc_loginsight_password

Connection Type Standard

Require SSL Yes or No according to the instructions from the IT administrator

b Click Test Connection to verify the connection, and click Save.

Install a CA-Signed Certificate on vRealize Log Insight in Region B

vRealize Log Insight comes with a default self-signed certificate that is generated and signed at
installation time. After you start vRealize Log Insight in Region B, install a CA-signed certificate to secure
the communication of vRealize Log Insight.

vRealize Log Insight uses a certificate for the following communication:
m  Connection to the vRealize Log Insight Ul

= SSL syslog transfers
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= Communication from the Log Insight agents through the Ingestion API

VRealize Log Insight accepts only PEM encoded certificates that include the complete certification
chain. The private key must not be encrypted by a pass phrase.

Replace the Certificate to vRealize Log Insight in Region B

After you generate the PEM certificate chain file that contains the own certificate, the signer certificate
and the private key file, upload the certificate chain to vRealize Log Insight in Region B.

Procedure
1 Login to the vRealize Log Insight user interface.
a Open a Web browser and go to https://vrli-cluster-51.1lax01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin

Password vrli_admin_password

2 |n the vRealize Log Insight Ul, click the configuration drop-down menu icon B and
select Administration.

3 Under Configuration, click SSL.

4 On the SSL Configuration page, next to New Certificate File (PEM format) click Choose File,
browse to the location of the vrli.lax01.2.chain.pem file on your computer, and click Save.

The certificate is uploaded to vRealize Log Insight.
5 Ina Web browser, go to https://vrli-cluster-51.1ax01.rainpole.local.
A warning message that the connection is not trusted appears.

6 To review the certificate, click the padlock & icon in the address bar of the browser, and verify that the
Subject Alternative Name contains the names of the vRealize Log Insight cluster nodes.

7 Import the certificate in your Web browser.

For example, in Google Chrome under the HTTPS/TLS settings click the Manage certificates button,
and in the Certificates dialog box import vrli.lax01.2.chain.pem.

You can also use Certificate Manager on Windows or Keychain Access on MAC OS X.

Connect vRealize Log Insight to the vSphere Environment in
Region B

Start collecting log information about the ESXi and vCenter Server instances in the SDDC in Region B.
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Procedure

1

Connect vRealize Log Insight to vSphere in Region B

After you configure the svc-loginsight AD user with the vSphere privileges that are required for
retrieving log information from the vCenter Server instances and ESXi hosts, in Region B connect
vRealize Log Insight to vSphere.

Configure vCenter Server to Forward Log Events to vRealize Log Insight in Region B

You can configure each vCenter Server and Platform Services Controller appliance to forward
system logs and events to the vRealize Log Insight cluster. You can then view and analyze all syslog
information in the vRealize Log Insight web interface.

Connect vRealize Log Insight to vSphere in Region B

After you configure the svc-loginsight AD user with the vSphere privileges that are required for retrieving
log information from the vCenter Server instances and ESXi hosts, in Region B connect vRealize Log

Insight to vSphere.
Procedure
1 Log in to the vRealize Log Insight user interface.
a Open a Web browser and go to https://vrli-cluster-51.1ax01.rainpole.local.
b Log in using the following credentials.
Setting Value
User name admin
Password vrli_admin_password
2 (Click the configuration drop-down menu icon E and select Administration.
3 Under Integration, click vSphere.
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4 In the vCenter Servers pane, enter the connection settings for the Management vCenter Server and
for the Compute vCenter Server.

a Enter the host name, user credentials, and collection options for the vCenter Server instances,
and click Test Connection.

vCenter Server Option Value

Hostname = mgmt01vc51.lax01.rainpole.local

m comp01vc51.lax01.rainpole.local
Username svc-loginsight@rainpole.local
Password sve-loginsight_user_password
Collect vCenter Server events, tasks and alarms ~ Selected
Configure ESXi hosts to send logs to Log Insight ~ Selected

b Click Advanced Options and examine the list of ESXi hosts that are connected to the vCenter
Server instance to verify that you connect to the correct vCenter Server .

¢ Click Add vCenter Server to add a new settings form and repeat the steps to add the settings for
the second vCenter Server instance in Region B.

5 Click Save.
A progress dialog box appears.
6 Click OK in the confirmation dialog box that appears after vRealize Log Insight contacts the vCenter

Server instances.

You see the vSphere dashboards under the VMware - vSphere content pack dashboard category.

VMWare Log Insight Dashboards. Q Interactive Analytics

) VMvare -vSphere + Latest S minutes of data - || C Update =

] + Ada Fiter
1y Dazhnoards

Shared Dazhboards All vSphere events Q i - AnvSphers events by hostname Q i &%

 Vidware - vSphare

General E
General - Inventory
vCentar Sarver - Events I
. Al
vCenter Server - Tasks b | [T ——
VCenter Server - Alamms
vCanter Server - Appiication P Q i B vipher cmor vents by chster Q%

v&phere - Overview
vSphere - ESX|

vSphere - DRS / HA

vSphere - viotion

vSphere - Network / Firewall

Storage - Overview

Storage - SCSI Latency / Emors

Storage - SCSI Sense Codes

Storage - VBAN / WOL VSphere warning events Q i - vSphere waming events by cluster Q i &
Storage - NFS

Vinual Machine - Overview

Virtual Machine - Snapshots

Relevant vSphere queries [C -5
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Configure vCenter Server to Forward Log Events to vRealize Log Insight in
Region B

You can configure each vCenter Server and Platform Services Controller appliance to forward system
logs and events to the vRealize Log Insight cluster. You can then view and analyze all syslog information
in the vRealize Log Insight web interface.

In Region B, you configure the following vCenter Server and Platform Services Controller instances:

Appliance Type Appliance Management Interface URL

vCenter Server instances m  https://mgmt01vc51.1ax01.rainpole.local:5480

m  https://comp01vc51.lax01.rainpole.local:5480

Platform Services Controller instances ®  https://mgmt01psc51.lax01.rainpole.local:5480

= https://comp01psc51.lax01.rainpole.local:5480

Procedure

1 Redirect the log events from the appliance to vRealize Log Insight.

a

b

Open a Web browser and go to https://mgmt@lvc51.1lax01.rainpole.local:5480.

Log in using the following credentials.

Setting Value

User name  root

Password mgmtvc_root_password

In the Navigator, click Syslog Configuration.

On the Syslog Configuration page, click Edit, configure the following settings, and click OK.

Setting Value

Common Log Level *

Remote Syslog Host vrli-cluster-51.lax01.rainpole.local
Remote Syslog Port 514

Remote Syslog Protocol UDP

Repeat the steps for the other vCenter Server Appliance and Platform Services Controller
Appliances.

2 Verify that the appliances are forwarding their syslog traffic to vRealize Log Insight.

a

b

Open a Web browser and go to https://vrli-cluster-51.1ax01.rainpole.local.

Log in using the following credentials.

Setting Value
User name admin

Password vrli_admin_password
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¢ Inthe vRealize Log Insight user interface, click Dashboards and select VMware - vSphere from
the content pack dashboard drop-down menu.

d Verify that the vCenter Server and Platform Services Controller nodes are presented on the All
vSphere events by hostname widget of the General Overview dashboard.

Connect vRealize Log Insight to vRealize Operations Manager in
Region B

Install and configure vRealize Log Insight Content Pack for vRealize Operations Manager in Region B
for troubleshooting vRealize Operations Manager by using dashboards and alerts in the vRealize Log
Insight Ul.

Procedure

1 Install the vRealize Log Insight Content Pack for vRealize Operations Manager in Region B

Install the content pack for vRealize Operations Manager to add the dashboards for viewing log
information in vRealize Log Insight.

2 Configure the Log Insight Agent on vRealize Operations Manager to Forward Log Events to
vRealize Log Insight in Region B

After you install the content pack for vRealize Operations Manager, configure the Log Insight agent
on the remote collector nodes of vRealize Operations Manager in Region B to send audit logs and
system events to vRealize Log Insight.

Install the vRealize Log Insight Content Pack for vRealize Operations
Manager in Region B

Install the content pack for vRealize Operations Manager to add the dashboards for viewing log
information in vRealize Log Insight.

Procedure
1 Login to the vRealize Log Insight user interface.
a Open a Web browser and go to https://vrli-cluster-51.1ax01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin

Password vrli_admin_password

2 |n the vRealize Log Insight user interface, click the configuration drop-down menu icon B and
select Content Packs.

3 Under Content Pack Marketplace, select Marketplace.

4 In the list of content packs, locate the VMware - vRops 6.x content pack and click its icon.
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5 In the Install Content Pack dialog box, click Install.

After the installation is complete, the VMware - vRops 6.x content pack appears in the Installed Content
Pack list on the left.

Configure the Log Insight Agent on vRealize Operations Manager to Forward
Log Events to vRealize Log Insight in Region B

After you install the content pack for vRealize Operations Manager, configure the Log Insight agent on the
remote collector nodes of vRealize Operations Manager in Region B to send audit logs and system
events to vRealize Log Insight.
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Procedure

1 On your computer, create a 1iagent. ini file for each of the 2 remote collector nodes of vRealize
Operations Manager in Region B.

You can place each file in a node-specific folder.

a Create an empty liagent.ini file and paste the following template configuration.

; Client-side configuration of VMware Log Insight Agent
; See liagent-effective.ini for the actual configuration used by VMware Log Insight Agent

[server]

; Log Insight server hostname or ip address
; If omitted the default value is LOGINSIGHT
hostname=<YOUR LOGINSIGHT HOSTNAME HERE>

; Set protocol to use:

; cfapi - Log Insight REST API

; syslog — Syslog protocol

; If omitted the default value is cfapi

;proto=cfapi

; Log Insight server port to connect to. If omitted the default value is:
; for syslog: 512

; for cfapi without ssl: 9000

; for cfapi with ssl: 9543

;port=9000

;ssl - enable/disable SSL. Applies to cfapi protocol only.
; Possible values are yes or no. If omitted the default value is no.
;ssl=no

; Time in minutes to force reconnection to the server
; If omitted the default value is 30
; reconnect=30

[storage]

;max_disk_buffer — max disk usage 1limit (data + logs) in MB:
; 100 — 2000 MB, default 200

;max_disk_buffer=200

[logging]

;debug_level - the level of debug messages to enable:

; © — no debug messages

; 1 — trace essential debug messages

; 2 — verbose debug messages (will have negative impact on performace)
;debug_level=0

[filelog|messages]
directory=/var/log

include=messages;messages.?

[filelog|syslog]
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directory=/var/log
include=syslog;syslog.?

[filelog|COLLECTOR-collector]
tags = {"vmw_vr_ops_appname":"vROps",
"vmw_vr_ops_logtype" :"COLLECTOR","vmw_vr_ops_clustername":"<YOUR CLUSTER NAME HERE>",
"vmw_vr_ops_clusterrole":"Master","vmw_vr_ops_nodename":"<YOUR NODE NAME HERE>",
"vmw_vr_ops_hostname":"<YOUR VROPS HOSTNAME HERE>"}
directory = /data/vcops/log
include = collector.log*
exclude_fields=hostname

event_marker=A\d{43}-\d{2}-\d{2}[\s]\d{2}:\d{2}:\d{2}\,\d{3}

[filelog|COLLECTOR-collector_wrapper]

tags = {"vmw_vr_ops_appname":"vROps",

"vmw_vr_ops_logtype" :"COLLECTOR","vmw_vr_ops_clustername":"<YOUR CLUSTER NAME HERE>",
"vmw_vr_ops_clusterrole":"Master","vmw_vr_ops_nodename":"<YOUR NODE NAME HERE>",
"vmw_vr_ops_hostname":"<YOUR VROPS HOSTNAME HERE>"}

directory = /data/vcops/log

include = collector-wrapper.log*

exclude_fields=hostname

event_marker=A\d{43}-\d{2}-\d{2}[\s]\d{2}:\d{2}:\d{2}\.\d{3}

[filelog|COLLECTOR-collector_gc]

directory = /data/vcops/log

tags = {"vmw_vr_ops_appname":"vROps",

"vmw_vr_ops_logtype" :"COLLECTOR","vmw_vr_ops_clustername":"<YOUR CLUSTER NAME HERE>",
"vmw_vr_ops_clusterrole":"Master","vmw_vr_ops_nodename":"<YOUR NODE NAME HERE>",
"vmw_vr_ops_hostname":"<YOUR VROPS HOSTNAME HERE>"}

include = collector-gc*.log*

exclude_fields=hostname

event_marker=A\d{43}-\d{2}-\d{2} [\w]\d{2}:\d{2}:\d{2}\.\d{3}

[filelog|CALL_STACK-call_stack]
tags = {"vmw_vr_ops_appname":"vROps","vmw_vr_ops_logtype":"CALL_STACK",

"vmw_vr_ops_clustername":"<YOUR CLUSTER NAME HERE>","vmw_vr_ops_clusterrole":"Master",
"vmw_vr_ops_nodename" :"<YOUR NODE NAME HERE>","vmw_vr_ops_hostname":"<YOUR VROPS HOSTNAME
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HERE>"}

directory = /data/vcops/log/callstack
include = collector¥.txt
exclude_fields=hostname

In the node-specific 1iagent.ini file, change the following parameters and save the file.

Parameter Description

IP address or
FQDN of the Log
Insight VIP

hostname

Protocol that the
agent uses to
send events to
the Log Insight
server.

proto

Communication
port that the agent
uses to send

port

events to
the vRealize Log
Insight server.

vmw_vr_ops_clustername Name of the
vRealize
Operations

Manager cluster

Role of the
vRealize
Operations
Manager node

vmw_vr_ops_clusterrole

IP address or
FQDN of the
vRealize
Operations
Manager node

vmw_vr_ops_hostname

vmw_vr_ops_nodename Name of the
vRealize
Operations
Manager node
that is set during
node initial

configuration
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Location in
liagent.ini

[server] section

[server] section

[server] section

each [filelog|
section_name]
section

each [filelog|
section_name]
section

each [filelog|
section_name]
section

each [filelog|
section_name]
section

Configuration Instructions

Replace <YOUR LOGINSIGHT HOSTNAME HERE>
with vrli-
cluster-51.1ax01.rainpole.local.

Remove the ; comment in front of the
parameter to set the log protocol to cfapi.

Remove the ; comment in front of the
parameter to set the port to 9000.

Replace each <YOUR CLUSTER NAME HERE>
with vrops-cluster-01.

Set to Remote Collector.

Replace each <YOUR VROPS HOSTNAME NAME

HERE> with the following FQDN:

m  vrops-
rmtcol-51.1ax01.rainpole.local for
remote collector 1

= vrops-
rmtcol-52.1ax01.rainpole.local for
remote collector 2

Replace each <YOUR NODE NAME HERE> with
the following name:
®  vrops-rmtcol-51 for remote collector 1

®  vrops-rmtcol-52 for remote collector 2
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You change the [server] section as follows.

[server]

; Log Insight server hostname or ip address

; If omitted the default value is LOGINSIGHT
hostname=vrli-cluster-51.1ax01.rainpole.local

; Set protocol to use:

; cfapi - Log Insight REST API

; syslog - Syslog protocol

; If omitted the default value is cfapi

proto=cfapi

; Log Insight server port to connect to. If omitted the default value is:
; for syslog: 512

; for cfapi without ss1: 9000

; for cfapi with ssl: 9543

port=9000

;ssl - enable/disable SSL. Applies to cfapi protocol only.

; Possible values are yes or no. If omitted the default value is no.
;ssl=no

; Time in minutes to force reconnection to the server

; If omitted the default value is 30

; reconnect=30

For example, on the remote collector node vrops-rmtcol-51 you change the [filelog|
ANALYTICS-analytics] section that is related to the logs files of the analytics module as
follows.

[filelog |ANALYTICS-analytics]

tags = {"vmw_vr_ops_appname":"vROps",

"vmw_vr_ops_logtype":"COLLECTOR","vmw_vr_ops_clustername":"vrops—cluster-51",

"vmw_vr_ops_clusterrole":"Remote Collector","vmw_vr_ops_nodename":"vrops—-rmtcol-51",
"vmw_vr_ops_hostname": "vrops-rmtcol-51.1ax01.rainpole.local"}

directory = /data/vcops/log

include = analytics*.log*

exclude_fields=hostname

2 Enable SSH on each node of vRealize Operations Manager.

a Open a Web browser and go to

https://mgmt@lvc51.1lax01.rainpole.local/vsphere-client .

b Log in using the following credentials.

Setting Value

User name administrator@vsphere.local

Password vsphere_admin_password
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¢ Under the mgmtO1vc51.l1ax51.rainpole.local vCenter Server, navigate to the virtual appliance for
the node.

Virtual Appliance Name Role
vrops-rmtcol-51 Remote collector 1

vrops-rmtcol-52 Remote collector 2

d Right-click the appliance node and select Open Console to open the remote console to the
appliance.

e Press ALT+F1 to switch to the command prompt.

f  Log in using the following credentials.

Setting Value
User name  root

Password vrops_root_password

g Start the SSH service by running the command.

service sshd start

h Close the virtual appliance console.
3 Apply the Log Insight agent configuration.

a On the appliance, replace the 1iagent.ini file in the /var/1ib/loginsight-agent folder with
the node-specific file on your computer.

You can use scp, FileZilla or WinSCP.

b Restart the Log Insight agent on node by running the following console command as the root
user.

/etc/init.d/1liagentd restart

¢ Stop the SSH service on the virtual appliance by running the following command.

service sshd stop

4 Repeat the steps for the second remote collector node.
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5 Configure the Linux Agent Group for the vRealize Operations Manager components from the
vRealize Log Insight Web user interface.

a

b

Open a Web browser and go to https://vrli-cluster-51.1ax01.rainpole.local.

Log in using the following credentials.

Setting Value
User name admin

Password vrli_admin_password

Click the configuration drop-down menu icon and select Administration.
Under Management, click Agents.

From the drop-down menu on the top, select vRops 6.x - Sample from the Available Templates
section.

Click Copy Template.

In the Copy Agent Group dialog box, enter vRops6 — Agent Group in the name field and click
Copy.

In the agent filter fields, enter the following values pressing Enter after each host name.

Filter Operator Value

Hostname matches ® vrops-rmtcol-51.1ax01.rainpole.local

m  vrops-rmtcol-52.1ax01.rainpole.local
Click Refresh and verify that all the agents in the filter appear in the Agents list.
Click Save New Group at the bottom of the page.

Click the Dashboard tab and select the VMware - vRops 6.x dashboard from the drop-down
menu on the left.

You see log information about the operation of the remote collectors of vRealize Operations Manager in
Region B on the VMware - vROps 6.x Log Insight dashboards.

Connect vRealize Log Insight to the NSX Instances in Region B

Install and configure the vRealize Log Insight Content Pack for NSX for vSphere for log visualization and
alerting of the NSX for vSphere real-time operation in Region B. You can use the NSX-vSphere
dashboards to monitor logs about installation and configuration, and about virtual networking services.

Procedure

1 Install the vRealize Log Insight Content Pack for NSX for vSphere in Region B

Install the content pack for NSX for vSphere to add the dashboards for viewing log information in
VRealize Log Insight in Region B.
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2 Configure NSX Managers to Forward Log Events to vRealize Log Insight in Region B

Configure the NSX Manager for the management cluster and the NSX Manager for the shared edge
and compute cluster to send audit logs and system events to vRealize Log Insight in Region B.

3 Configure the NSX Controllers to Forward Events to vRealize Log Insight in Region B

Configure the NSX Controller instances for the management cluster and the shared compute and
edge cluster to forward log information to vRealize Log Insight in Region B by using the NSX REST
API. You can use a REST client, such as the RESTClient add-on for Firefox, to enable log
forwarding.

4 Configure the NSX Edge Instances to Foward Log Events to vRealize Log Insight in Region B

Configure the NSX Edge service gateways for vRealize Operations Manager, vRealize Log Insight
and vRealize Automation to forward log information to vRealize Log Insight in Region B.

Install the vRealize Log Insight Content Pack for NSX for vSphere in Region B

Install the content pack for NSX for vSphere to add the dashboards for viewing log information in vRealize
Log Insight in Region B.

Procedure
1 Login to the vRealize Log Insight user interface.
a Open a Web browser and go to https://vrli-cluster-51.1ax01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin

Password vrli_admin_password

2 |n the vRealize Log Insight user interface, click the configuration drop-down menu icon E and
select Content Packs.

3 Under Content Pack Marketplace, select Marketplace.
4 In the list of content packs, locate the VMware - NSX-vSphere content pack and click its icon.
5 In the Install Content Pack dialog box, accept the License Agreement and click Install.

After the installation is complete, the VMware - NSX-vSphere content pack appears in the
Installed Content Packs list on the left.

Configure NSX Managers to Forward Log Events to vRealize Log Insight in
Region B

Configure the NSX Manager for the management cluster and the NSX Manager for the shared edge and
compute cluster to send audit logs and system events to vRealize Log Insight in Region B.
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Procedure
1 On the Windows host that has access to the data center, log in to the NSX Manager Web interface.

a Open a Web browser and go to following URL.

NSX Manager URL
NSX Manager for the management cluster https://mgmt01nsxm51.1ax01.rainpole.local

NSX Manager for the shared compute and edge cluster  https://comp01nsxm51.lax01.rainpole.local

b Log in using the following credentials.

Setting Value
User name admin
Password nsx_manager_admin_password

2 On the main page of the appliance user interface, click Manage Appliance Settings.
3 Under Settings, click General, and in the Syslog Server pane, click Edit.

4 In the Syslog Server dialog box, configure vRealize Log Insight as a syslog server by specifying the
following settings and click OK.

Syslog Server Setting Value

Syslog Server vrli-cluster-51.1ax01.rainpole.local
Port 514
Protocol UDP

5 Repeat the steps for the other NSX Manager.
Configure the NSX Controllers to Forward Events to vRealize Log Insight in
Region B

Configure the NSX Controller instances for the management cluster and the shared compute and edge
cluster to forward log information to vRealize Log Insight in Region B by using the NSX REST API. You
can use a REST client, such as the RESTClient add-on for Firefox, to enable log forwarding.

Prerequisites

On a Windows host that has access to your data center, install a REST client, such as the RESTClient
add-on for Firefox.

Procedure
1 Log in to the Windows host that has access to your data center.

2 In a Firefox browser, go to chrome://restclient/content/restclient.html .
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3 Specify the request headers for requests to the NSX Manager.

a

b

From the Authentication drop-down menu, select Basic Authentication.

In the Basic Authorization dialog box, enter the following credentials, select Remember me and
click Okay.

Authentication Attribute Value
Username admin

Password mngnsx_admin_password

compnsx_admin_password
The Authorization:Basic XXX header appears in the Headers pane.

From the Headers drop-down menu, select Custom Header.

In the Request Header dialog box, enter the following header details and click Okay.

Request Header Attribute Value
Name Content-Type

Value application/xml

The Content-Type:application/xml header appears in the Headers pane.

4 Contact the NSX Manager to retrieve the IDs of the associated NSX Controllers.

a

b

In the Request pane, from the Method drop-down menu, select GET.

In the URL text box, enter the following URL, and click Send.

NSX Manager URL
NSX Manager for the management https://mgmt0@1lnsxm51.lax01.rainpole.local/api/2.0/vdn/controller
cluster

NSX Manager for the shared compute  https://compOlnsxm51.1ax01.rainpole.local/api/2.0/vdn/controller
and edge cluster

The RESTClient sends a query to the NSX Manager about the installed NSX controllers.

After the NSX Manager sends a response back, click the Response Body (Preview) tab
under Response.

The response body contains a root <controllers> XML element that groups the details about the
three controllers that form the controller cluster.
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d Within the <controllers> element, locate the <controller> element for each controller and write
down the content of the id element.

Controller IDs have the controller-id format where id represents the sequence number of the

controller in the cluster, for example, controller-2.

e Repeat the steps for the other NSX Manager.

Method | GE & URL  https:dmgmi0inzxm1. sfod . raingole locsVapi2.04dnic ntralle * v SEND
Headers []
Aurorzoten: Bk YRIARASYKT . < Comtent-Tynes applcaionionl

Body

[-] Response

Respanee Headsrs  ResporesBody (Rew) | Response Body (Highightl  Respanss Body (Freview)

~ <controllers> |
~ <controller>
<revision>{</revision>

ontroller-nade-1<fames=

p S controller
<cliemHandle/>
<isliniversal=fz|s=</isUniversal>
=universal Revision =0 =/universal Revision >
<id>controller1 <fid>
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5 For each NSX Controller, send a request to configure vRealize Log Insight as a remote syslog server.

a Inthe Request pane, from the Method drop-down menu, select POST, and in the URL text box,
enter the following URL.

NSX Controller in the Controller

NSX Manager Cluster POST URL
NSX Manager for the management NSX Controller 1 https://mgmt0@1lnsxm51.1lax01.rain
cluster pole.local/api/2.0/vdn/controll

er/controller-1/syslog

NSX Controller 2 https://mgmtO1lnsxm51.1ax01.rain
pole.local/api/2.0/vdn/controll
er/controller-2/syslog

NSX Controller 3 https://mgmtO@lnsxm51.1lax01.rain
pole.local/api/2.0/vdn/controll
er/controller-3/syslog

NSX Manager for the shared edge and  NSX Controller 1 https://comp@lnsxm51.1lax01.rain
compute cluster pole.local/api/2.0/vdn/controll
er/controller-1/syslog

NSX Controller 2 https://comp@lnsxm51.lax01. rain
pole.local/api/2.0/vdn/controll
er/controller-2/syslog

NSX Controller 3 https://comp@lnsxm51.1ax01.rain
pole.local/api/2.0/vdn/controll
er/controller-3/syslog

b Inthe Request pane, paste the following request body in the Body text box and click Send.

<controllerSyslogServers>
<syslogServer>vrli-cluster-51.1ax01.rainpole.local</syslogServer>
<port>514</port>
<protocol>UDP</protocol>
<level>INFO</level>

</controllerSyslogServer>

¢ Repeat the steps for the next NSX Controller.

MWethod  POST ¥ URL  hitpsiimgmiltinexmO1.sfo01 . rainpels locabiapy2.Oddn/contrallericontroller-1 fzyslag * v SEND

Headers [}

Cantent-Type: splcationtml Auenanizaticn: Base VWRIBAGVE

Body

<cor

lorSyslogSarer>
<zyslogSenversvii-cluster01 2fol1 rainpole. local</zyslogSemer>
<port=514</port>
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6 Verify the syslog configuration on each NSX Controller.

a Inthe Request pane, from the Method drop-down menu, select GET, and in the URL text box,
enter the controller-specific syslog URL from Step 5.

b After the NSX Manager sends a response back, click the Response Body (Preview) tab
under Response.

The response body contains a root <controllerSyslogServer> element that represents the settings
for the remote syslog server on the NSX Controller.

¢ Verify that the value of the <syslogServer> element is vrli-
cluster-51.1ax01.rainpole.local.

d Repeat the steps for the next NSX Controller.
Configure the NSX Edge Instances to Foward Log Events to vRealize Log

Insight in Region B

Configure the NSX Edge service gateways for vRealize Operations Manager, vRealize Log Insight and
vRealize Automation to forward log information to vRealize Log Insight in Region B.

Procedure
1 Login to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 From the Home menu, select Networking & Security.
3 From the Networking & Security menu on the left, click NSX Edges.
4 On the NSX Edges page, select the NSX Manager instance from the NSX Manager drop-down

menu.
NSX Manager Instance IP Address
NSX Manager for the management cluster 172.17.11.65

NSX Manager for the shared edge and compute cluster 172.17.11.66

The edge devices in the scope of the NSX Manager appear.
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5 Configure the log forwarding on each edge service gateway.

a Double-click the edge device to open its user interface.

Management NSX Edge Service Gateway Compute NSX Edge Service Gateway

LAXMGMT-ESGO01 LAXCOMP-ESGO1
LAXMGMT-ESG02 LAXCOMP-ESG02
LAXMGMT-LBO1 -

b On the NSX edge device page, click the Manage tab, click Settings and click Configuration.
¢ Inthe Details panel, click Change next to Syslog servers.

d Inthe Edit Syslog Servers Configuration dialog box, configure the following settings and click
OK.

Setting Value
Syslog server 1 192.168.32.10

Protocol udp

e Repeat the steps for the next NSX edge device.

The vRealize Log Insight user interface in Region B starts showing log data in the NSX-vSphere-
Overview dashboard available under the VMware - NSX-vSphere group of content pack dashboards.

Connect vRealize Log Insight to vRealize Automation in Region B

Connect the vRealize Log to vRealize Automation to receive log information from the components of
vRealize Automation in Region B in the vRealize Log Insight Ul.

Procedure

1 Install the vRealize Log Insight Content Pack for vRealize Automation, vRealize Orchestrator and
Microsoft SQL Server in Region B
Install the following content packs for vRealize Automation, vRealize Orchestrator and Microsoft

SQL Server to add the dashboards for viewing log information in vRealize Log Insight.

2 Configure the vRealize Automation Proxy Agents to Forward Log Events to vRealize Log Insight in
Region B

Install the vRealize Log Insight agent to collect and forward events to vRealize Log Insight in
Region B on the Windows virtual machines for the vSphere proxy agents.

Install the vRealize Log Insight Content Pack for vRealize Automation,
vRealize Orchestrator and Microsoft SQL Server in Region B

Install the following content packs for vRealize Automation, vRealize Orchestrator and Microsoft SQL
Server to add the dashboards for viewing log information in vRealize Log Insight.
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The content packs are available under the following names in the vRealize Log Insight user interface:
= VMware - vVRA 7
= VMware - Orchestrator 7.0.1+

= Microsoft - SQL Server

Procedure
1 Log in to the vRealize Log Insight user interface.
a Open a Web browser and go to https://vrli-cluster-51.1ax01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin

Password vrli_admin_password

2 |n the vRealize Log Insight user interface, click the configuration drop-down menu icon E and
select Content Packs.

Under Content Pack Marketplace, select Marketplace.
In the list of content packs, locate the VMware - vRA 7 content pack and click its icon.

In the Install Content Pack dialog box, click Install.

o g A~ W

Repeat the procedure to install the VMware - Orchestrator 7.0.1+ and Microsoft - SQL Server content
pack

After the installation is complete, the VMware - vRA 7, VMware - Orchestrator and Microsoft - SQL
Server content packs appear in the Installed Content Packs list on the left.

Configure the vRealize Automation Proxy Agents to Forward Log Events to
vRealize Log Insight in Region B

Install the vRealize Log Insight agent to collect and forward events to vRealize Log Insight in Region B on
the Windows virtual machines for the vSphere proxy agents.
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Procedure

1 Install Log Insight Windows Agents in all the vRealize Automation Windows VMs.

a

Open a Remote Desktop Protocol (RDP) connection to each of the following vRealize Automation
virtual machines.

vRealize Automation Component Host Name/VM Name
vSphere Proxy Agent vraO1ias51.lax01.rainpole.local

vSphere Proxy Agent vraO1ias52.lax01.rainpole.local

Log in using the following credentials.

Setting Value
User name  Windows administrator user
Password windows_administrator_password

On the Windows host, open a Web browser and go to
https://vrli-cluster-51.1lax01.rainpole.local.

Log in using the following credentials.

Setting Value
User name admin

Password vrli_admin_password

Click the Configuration drop-down menu icon E and select Administration.
Under Management, click Agents.
On the Agents page, click the Download Log Insight Agent Version link.

In the Download Log Insight Agent Version dialog box, click Windows MSI (32-bit/64-bit) and
save the Log Insight Agent.msi file to the Windows host.

Double-click the .ms1 file to run the installer.

In the VMware vRealize Log Insight Agent Setup wizard, accept the license agreement and
click Next.

With the Log Insight host name vrli-cluster-51.1ax01.rainpole.local shown in the Host text box,
click Install.

When the installation is complete, click Finish.
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2 Configure the Log Insight Windows Agents Group from the vRealize Log Insight user interface.

a

b

Open a Web browser and go to https://vrli-cluster-51.1ax01.rainpole.local.

Log in using the following credentials.

Setting Value
User name admin
Password vrli_admin_password

Click the configuration drop-down menu icon E and select Administration.
Under Management, click Agents.

From the drop-down on the top, select vRealize Automation 7 - Windows from the Available
Templates section.

Click Copy Template.

In the Copy Agent Group dialog box, enter vRA7 — Windows Agent Group in the name text
box and click Copy.

Configure the following agent filter.

Press Enter to separate the host names.

Filter Operator Values

Hostname matches  vraO1lias51
vra01lias52

Click Refresh and verify that all the agents listed in the filter appear in the Agents list.

Click Save New Group at the bottom of the page.

All VMware vRA 7 dashboards become available on the vRealize Log Insight Home page.

VIMWare Log Insight [ Dashboards ~ Q Interactive Analytics

RA - App Authoring

RA - Designer
RA - Extensibility
RA - Authentication

WRA- laaS
WRA - NSX

RA - Telemetry

VRA Tomcat events over time Waorkfiow
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Install the vRealize Log Insight Content Pack for vSAN in Region B

Install the content pack for VMware vSAN to add the dashboards for viewing log information in vRealize
Log Insight.

Procedure
1 Login to the vRealize Log Insight user interface.
a Open a Web browser and go to https://vrli-cluster-51.1ax01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin

Password vrli_admin_password

2 |n the vRealize Log Insight user interface, click the configuration drop-down menu icon E and select
Content Packs.

3 Under Content Pack Marketplace, select Marketplace.

4 In the list of content packs, locate the VMware - VSAN content pack and click its icon.
5 Inthe Install Content Pack dialog box, click Install.

After the installation is complete, the VMware - VSAN content pack appears in

the Installed Content Packs list on the left.

vSAN log information becomes available without additional configuration. The integration between
vRealize Log Insight and vSphere accommodates the transfer of vSAN log information automatically.

Configure Log Retention and Archiving in Region B

In vRealize Log Insight in Region B, configure log retention for one week and archiving on storage sized
for 90 days according to the vRealize Log Insight Design document.

Prerequisites

m  Create an NFS share of 1 TB in Region and export it as /V2D_vRLI_MgmtB_1TB.
m  The NFS server must support NFS v3.

m  The NFS partition must allow reading and writing operations for guest accounts.
= Verify that the mount does not require authentication.

m  Verify that the NFS share is directly accessible to vRealize Log Insight

m  |f using a Windows NFS server, allow unmapped user Unix access (by UID/GID).
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Procedure

1

Log in to the vRealize Log Insight user interface.

a

b

Open a Web browser and go to https://vrli-cluster-51.1ax01.rainpole.local.

Log in using the following credentials.

Setting Value
User name admin

Password vrli_admin_password

In the vRealize Log Insight user interface, click the configuration drop-down menu icon E and

select Administration.

Configure retention threshold notification.

Log Insight continually estimates how long data can be retained with the currently available pool of
storage. If the estimation drops below the retention threshold of one week, Log Insight immediately
notifies the administrator that the amount of searchable log data is likely to drop.

a

b

Cc

Under Configuration, click General.

On the General Configuration page, under the Alerts section select the Send a notification
when capacity drops below check box next to the Retention Notification Threshold settings,
and enter a 1-week period in the text box underneath.

Click Save.

Configure data archiving.

a

b

Under Configuration, click Archiving.
Select the Enable Data Archiving check box.

In the Archive Location text box, enter the path in the form
of nfs://nfs-server-address/V2D_vRLI_MgmtB_1TB to an NFS partition where logs will be
archived.

Click Test next to the Archive Location text box to verify that the share is accessible.

Click Save.

Configure Event Forwarding Between Region A and Region B

According to vRealize Log Insight Design, vRealize Log Insight will not be failed over to the recovery
region, Region B. Use log event forwarding in vRealize Log Insight to retain real-time logs in the protected
region if one region becomes unavailable.

See vRealize Log Insight Design and Logging Architecture in the VMware Validated Design Architecture
and Design documentation.
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Procedure

1

Configure Event Forwarding in Region A

You enable log forwarding from vRealize Log Insight in Region A to vRealize Log Insight in Region B
to prevent from losing Region A related logs in the event of disaster.

Configure Event Forwarding in Region B

You enable log forwarding from vRealize Log Insight in Region B to vRealize Log Insight in Region A
to prevent from losing Region B related logs in the event of disaster.

Add a Log Filter in Region A

Add a filter to avoid forwarding Region B log events forwarded to Region A back to the Log Insight
deployment in Region B. Using a filter prevents from looping when the Log Insight deployments in
Region A and Region B forward logs to each other.

Configure Event Forwarding in Region A

You enable log forwarding from vRealize Log Insight in Region A to vRealize Log Insight in Region B to
prevent from losing Region A related logs in the event of disaster.

You provide the following settings for log forwarding to vRealize Log Insight in Region B:

SSL certificate for Region B in the Java keystore of each vRealize Log Insight node in Region A.
Target URL, protocol and tagging
Disk cache

Disk cache represents the amount of local disk space to reserve for buffering events that you
configure to be forwarded. Buffering is used when the remote destination is unavailable or unable to
process the events being sent to it. If the local buffer becomes full and the remote destination is still
unavailable, then the oldest local events are dropped and not forwarded to the remote destination
even when the remote destination is back online.

Procedure

1

VMware, Inc.

Copy the certificate PEM file for vRealize Log Insight in Region B to the root directory of vrli-
mstr-51.1ax01.rainpole.local

a Use the scp command, FileZilla, or WinSCP to connect to vrli-mstr-51.1ax01.rainpole.local

b Log in using the following credentials.

Setting Value
user name root

Password  vrli_regionB_root_password

¢ Navigate to the \root directory on vrli-mstr-51.lax01.rainpole.local

d Copy the certificate PEM file vrli.lax01.2.chain.pem from your computer to the \root
directory on the master node.
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2

Import the root certificate in the Java keystore on each vRealize Log Insight node in Region A.

a Open an SSH session to the vRealize Log Insight node.

Name Role
vrli-mstr-01.sfo01.rainpole.local Master node
vrli-wrkr-01.sfo01.rainpole.local ~ Worker node 1

vrli-wrkr-02.sfo01.rainpole.local  Worker node 2

b Log in using the following credentials.

Setting Value
User name  root

Password vrli_regionA_root_password

¢ By using scp copy the SSL certificate from the master node of vRealize Log Insight in Region B.

scp root@vrli-
mstr-51.1ax01.rainpole.local:/root/vrli.lax01.2.chain.pem /root/vrli.lax01.2.chain.pem

d When prompted to accept the certificate, type yes

e When prompted for the root password, use the following credentials.

Setting Value
User name  root

Password vrli_regionB_root_password

f  Convertthe vrli.lax01.2.chain.pemfiletoa vrli.lax01.2.chain.crt file.

openssl x509 —-in /root/vrli.lax01.2.chain.pem -inform PEM -out /root/vrli.lax01.2.chain.crt

g Importthe vrli.1lax01.2.chain.crt in the Java keystore of the vRealize Log Insight node:

cd /usr/java/default/lib/security/

../../bin/keytool -import -alias loginsight -file /root/vrli.lax0l.2.chain.crt -keystore
cacerts

h  When prompted for a keystore password, type changeit
i When prompted to accept the certificate, type yes

i Repeat this operation on all vRealize Log Insight nodes in Region A and restart them.
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3 Log in to the vRealize Log Insight user interface.
a Open a Web browser and go to https://vrli-cluster-01.sfo01l.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin

Password vrli_admin_password
4 |n the vRealize Log Insight user interface, click the configuration drop-down menu icon E and
select Administration.
5 Under Management, click Event Forwarding.

6 On the Event Forwarding page, click New Destination and enter the following forwarding settings in
the New Destination dialog box.

Forwarding Destination Setting Value

Name SFOO01 to LAX01

Host vrli-cluster-51.lax01.rainpole.local
Protocol Ingestion API

Use SSL Selected

Tags tag="SFO01"

Advanced Settings

Port 9543
Disk Cache 2000 MB
Worker Count 8

New Destination

Name  SFOO1to LAXO1

Host  wrli-cluster-51lax01rainpale local

Protocol  Ingestion APl ~  # Use SSL @

Tags 189='SFOO1| @

¥ Forward complementary tags (@
Filter @

+ ADD FILTER

Port 9543 @

Disk Cache 2000 MB @

Worker Count

o
<

TEST

Test event forwarded successfully

CANCEL SAVE
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7

In the New Destination dialog box, click Test to verify that the connection settings are correct.

8 Click Save to save the forwarding new destination.

The Event Forwarding page in the vRealize Log Insight user interface starts showing a summary of the
forwarded events.

Configure Event Forwarding in Region B

You enable log forwarding from vRealize Log Insight in Region B to vRealize Log Insight in Region A to
prevent from losing Region B related logs in the event of disaster.

You provide the following settings for log forwarding to vRealize Log Insight in Region A:

SSL certificate from Region A in the Java keystore of each vRealize Log Insight node in Region B.
Target URL, protocol and tagging
Filtering

Add a filter to avoid forwarding log events back to the Log Insight deployment in Region A. Using a
filter prevents from looping when the Log Insight deployments in Region A and Region B forward logs
to each other.

Disk cache

Disk cache represents the amount of local disk space to reserve for buffering events that you
configure to be forwarded. Buffering is used when the remote destination is unavailable or unable to
process the events being sent to it. If the local buffer becomes full and the remote destination is still
unavailable, then the oldest local events are dropped and not forwarded to the remote destination
even when the remote destination is back online.

Procedure

1

Copy the certificate PEM file for vRealize Log Insight in Region A to the root directory of vrli-
mstr-01.sfo01.rainpole.local.

a Use the scp command, FileZilla, or WinSCP to connect to vrli-mstr-01.sfo01.rainpole.local

b Log in using the following credentials.

Setting Value
user name  root

Password  vrli_regionA_root _password

¢ Navigate to the \root directory on vrli-mstr-01.sfo01.rainpole.local.

d Copy the certificate PEM file vrli.sfo01.2.chain.pem on your computer to the \root directory
on the master node.

VMware, Inc. 374



Deployment for Region B

2

Import the root certificate in the Java keystore on each vRealize Log Insight node in Region B.

a Open an SSH session and go to the vRealize Log Insight node.

Name Role
vrli-mstr-51.lax01.rainpole.local Master node
vrli-wrkr-51.lax01.rainpole.local ~ Worker node 1

vrli-wrkr-52.lax01.rainpole.local ~ Worker node 2

b Log in using the following credentials.

Name Role
User name  root

Password vrli_regionB_root_password

¢ Using scp, remotely copy the the SSL certificate from the master node in Region A.

scp root@vrli-
mstr-01.sfo0l.rainpole.local:/root/vrli.sfo0l.2.chain.pem /root/vrli.sfo01.2.chain.pem

d When prompted to accept the certificate, type yes.

e When prompted for the root password, type the following

Setting Value
User name  root

Password vrli_regionA_root_password

f  Convert the vrli.sfo01.2.chain.pemfile into a vrli.sfo01.2.chain.crt file:

openssl x509 -in /root/vrli.sfo@1l.2.chain.pem -inform PEM -out /root/vrli.sfo01.2.chain.crt

g Importthe vrli.sfo01.2.chain.crt in the Java keystore of the vRealize Log Insight node.

cd /usr/java/default/lib/security/

../../bin/keytool -import -alias loginsight -file /root/vrli.sfo0l.2.chain.crt -keystore
cacerts

h  When prompted for a keystore password, type changeit.
i When prompted to accept the certificate, type yes.

i Repeat this operation on all vRealize Log Insight nodes and restart them.
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3 Log in to the vRealize Log Insight user interface.
a Open a Web browser and go to https://vrli-cluster-51.1ax01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin

Password vrli_admin_password
4 |n the vRealize Log Insight user interface, click the configuration drop-down menu icon E and
select Administration.
5 Under Management, click Event Forwarding.

6 On the Event Forwarding page, click New Destination and enter the following forwarding settings in
the New Destination dialog box.

Forwarding Destination Option Value

Name LAX01 to SFO01

Host vrli-cluster-01.sfo01.rainpole.local
Protocol Ingestion API

Use SSL Selected

Tags tag="LAX01'

Filter

Filter Type tag

Operator does not match

Value 'SFO01'

Advanced Settings

Port 9543
Disk Cache 2000 MB
Worker Count 8
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New Destination

Name  LAXO1to SFOO1

Host  wrli-cluster-01.sfoOlrainpole.local

Protocol  Ingestion APl ~ ¥ Use SSL (D)

Tags tag=LAXOT

¥ Forward complementary tags @

Filter X tag v does notmatch “SFO01

+ADD FILTER X CLEAR ALL FILTERS Run in Imeractive Analytics

Hide Advanced Semings

Port 9543

Disk Cache 2000 MB @

Worker Count 8 D

TEST

Test event forwarded successfully

CANCEL SAVE

7 In the New Destination dialog box, click Test to verify that the connection settings are correct.
8 Click Save to save the forwarding new destination.

The Event Forwarding page in the vRealize Log Insight user interface starts showing a summary of the

forwarded events.

Add a Log Filter in Region A

Add a filter to avoid forwarding Region B log events forwarded to Region A back to the Log Insight
deployment in Region B. Using a filter prevents from looping when the Log Insight deployments in Region
A and Region B forward logs to each other.

Procedure

1 Login to the vRealize Log Insight user interface.

a Open a Web browser and go to https://vrli-cluster-01.sfo01l.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin

Password vrli_admin_password

2 |n the vRealize Log Insight user interface, click the configuration drop-down menu icon E and
select Administration.

3 Under Management, click Event Forwarding.
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4 Add afilter to prevent from forwarding loops.

a Inthe Event Forwarding page of the vRealize Log Insight user interface, click the Edit icon of
the SFO01 to LAX01 destination.

b In the Edit Destination dialog box, click Add Filter and enter the following filter attributes.

Filter Attribute Value

Filter Type tag
Operator does not match
Value 'LAX01'

Edit Destination

Name  SFOO1to LAXO1

Host  wrli-cluster-51lax01rainpale local

Protocol  Ingestion APl ~  # Use SSL @

Tags 1taQ="SFOOT

Forward complementary tags (@

Filter X tag v  doesnoctmatch LAXOT

+ADD FILTER X CLEAR ALL FILTERS Run in Interactive Analytics

Show Advanced Setings

TEST

Test event forwarded successfully

CANCEL SAVE

5 Click Save.

The Event Forwarding page in the vRealize Log Insight user interface shows a summary of the
forwarded events.

Region B vSphere Update Manager Download Service
Implementation

Install the vSphere Update Manager Download Service (UMDS) on a Linux virtual machine to download
and store binaries and metadata in a shared repository in Region B.

Procedure

1 Configure PostgreSQL Database on Your Linux-Based Host Operating System for UMDS in Region
B

In Region B, on a virtual machine with Ubuntu 14.04 Long Term Support (LTS) where you plan to
install Update Manager Download Service (UMDS), install and configure a PostgreSQL database
instance .

2 Install UMDS on Ubuntu OS in Region B

After you install the PostgreSQL database on the UMDS virtual machine in Region B, install the
UMDS software.
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3 Set Up the Data to Download with UMDS in Region B

By default UMDS downloads patch binaries, patch metadata, and notifications for hosts. Specify
which patch binaries and patch metadata to download with UMDS in Region B.

4 Install and Configure the UMDS Web Server in Region B

The UMDS server in Region B downloads upgrades, patch binaries, patch metadata, and
notifications to a directory that you must share to vSphere Update Manager by using a Web server.

5 Use the UMDS Shared Repository as the Download Source in Update Manager in Region B

You configure Update Manager to use the UMDS shared repository in Region B as a source for
downloading ESXi patches, extensions, and notifications.

Configure PostgreSQL Database on Your Linux-Based Host
Operating System for UMDS in Region B

In Region B, on a virtual machine with Ubuntu 14.04 Long Term Support (LTS) where you plan to install
Update Manager Download Service (UMDS), install and configure a PostgreSQL database instance .

Prerequisites

m  Create a virtual machine for UMDS on the management cluster of Region B. See Virtual Machine
Specifications from the Planning and Preparation documentation.

m  Verify you have PostgreSQL database user credentials.

Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1lax01. rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Inthe vSphere Web Client, right-click the mgmt01umds51.1ax01.rainpole.local virtual machine and
select Open Console to open the remote console to the virtual machine.

3 Atthe command prompt, log in as the svc—umds user using svc-umds_password.

4 Install VMtools and Secure Shell (SSH) server, and end the session.

sudo apt-get update
sudo apt-get -y install SSH
exit

5 Log back into the UMDS virtual machine using SSH and the svc-umds service account credentials.
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6 Install and start PostgreSQL and its dependencies:

sudo apt-get -y install vim perl tar sed psmisc unixodbc postgresql postgresql-contrib odbc-
postgresql
sudo service postgresql start

7 Login as a PostgreSQL user, and create a database instance and a database user, by running the
following commands.

When prompted, enter and confirm the umds_db_user_password password.

sudo su - postgres
createdb umds_db
createuser -d -e —-r umds_db_user -P

8 Enable password authentication for the database user.

a Navigate to the folder that contains the PostgreSQL configuration file pg_hba. conf.

Linux system Default Location

Ubuntu 14.04 /etc/postgresql/postgres_version/main

cd /etc/postgresql/postgres_version/main

b Inthe PostgreSQL configuration file, enable password authentication for the database user by
inserting the following line right above local all all peer.

You can use the vi editor to make and save the changes.

#TYPE DATABASE USER ADDRESS METHOD

local umds_db umds_db_user md5

¢ Log out as a PostgreSQL user by running the following command.

logout
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9 Configure the PostgreSQL driver and the data source name (DSN) for connection to the UMDS
database.

a Edit the ODBC configuration file.
sudo vi /etc/odbcinst.ini
b Replace the file with the following content and save the change using :wqg.

[PostgreSQL]

Description=PostgreSQL ODBC driver (Unicode version)
Driver=/usr/1ib/x86_64-1inux-gnu/odbc/psqlodbcw. so
Debug=0

CommLog=1

UsageCount=1

¢ Edit the system file /etc/odbc.in1.
sudo vi /etc/odbc.ini
d Replace the file with the following content and save the change using :wq,

[UMDS_DSN]

;DB_TYPE = PostgreSQL

; SERVER_NAME = localhost

; SERVER_PORT 5432

; TNS_SERVICE = <database_name>
;USER_ID = <database_username>

Driver = PostgreSQL
DSN = UMDS_DSN
ServerName = localhost
5432
Server = localhost
Port = 5432

UserID = umds_db_user

PortNumber

User = umds_db_user
Database = umds_db

10 Create a symbolic link between the UMDS and the PostgreSQL by running the following command.
1n -s /var/run/postgresql/.s.PGSQL.5432 /tmp/.s.PGSQL.5432
11 Restart PostgreSQL.

sudo service postgresql restart

Install UMDS on Ubuntu OS in Region B

After you install the PostgreSQL database on the UMDS virtual machine in Region B, install the UMDS
software.
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Prerequisites
= Verify you have administrative privileges on the UMDS Ubuntu virtual machine.

® Mount the ISO file of the vCenter Server Appliance to the Linux machine.

Procedure
1 Log in to the UMDS virtual machine by using a Secure Shell (SSH) client.
a Open an SSH connection to mgmt01umds51.lax01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name svc-umds
Password svc-umds_password

2 Mount the vCenter Server Appliance ISO to the UMDS virtual machine.

sudo mkdir -p /mnt/cdrom
sudo mount /dev/cdrom /mnt/cdrom

3 Unarchive the VMware-UMDS-6.5.0.-build_number.tar.gz file:
tar -xzvf /mnt/cdrom/umds/VMware-UMDS-6.5.0-build_number.tar.gz -C /tmp
4 Run the UMDS installation script.

sudo /tmp/vmware-umds—distrib/vmware-install.pl

5 Read and accept the EULA.

6 Press Enter to install UMDS in the default directory /usr/local/vmware-umds and enter yes to
confirm directory creation.

7 Enter the UMDS proxy settings if needed according to the settings of your environment.

8 Press Enter to set the patch location to /var/1ib/vmware—-umds and enter yes to confirm directory
creation.

9 Provide the database details.

Option Description

Provide the database DSN UMDS_DSN

Provide the database username umds_db_user

Provide the database password umds_db_user_password

10 Type yes and press Enter to install UMDS.
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Set Up the Data to Download with UMDS in Region B

By default UMDS downloads patch binaries, patch metadata, and notifications for hosts. Specify which
patch binaries and patch metadata to download with UMDS in Region B.

Procedure
1 Log in to UMDS virtual machine by using a Secure Shell (SSH) client.
a Open an SSH connection to mgmt01umds51.lax01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name svc-umds
Password sve-umds_password

2 Navigate to the directory where UMDS is installed.
cd /usr/local/vmware-umds/bin
3 Disable the updates for older hosts and virtual appliances.

sudo ./vmware-umds -S -n
sudo ./vmware-umds -S -d embeddedEsx-5.5.0
sudo ./vmware-umds -S -d embeddedEsx-6.0.0

4 Configure automatic daily downloads by creating a cron job file.

cd /etc/cron.daily/
sudo touch umds-download
sudo chmod 755 umds-download

5 Edit the download command to the cron job.
sudo vi umds-download
6 Add the following lines to the file.

#!/bin/sh
/Jusr/local/vmware—-umds/bin/vmware—umds -D

7 Test the UMDS Download cron job.

sudo ./umds-download
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Install and Configure the UMDS Web Server in Region B

The UMDS server in Region B downloads upgrades, patch binaries, patch metadata, and notifications to
a directory that you must share to vSphere Update Manager by using a Web server.

The default folder to which UMDS downloads patch binaries and patch metadata on a Linux machine
is /var/1lib/vmware-umds. You share this folder out to the VUM instances within the region using the
Nginx Web server.

Procedure
1 Log in to UMDS virtual machine by using a Secure Shell (SSH) client.
a Open an SSH connection to mgmt01umds51.lax01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name svc-umds
Password sve-umds_password

2 Install the Nginx Web server with the following command.
sudo apt-get -y install nginx
3 Change the patch repository directory permissions by running the command.

sudo chmod -R 755 /var/lib/vmware-umds

4  Copy the default site configuration for use with the UMDS configuration.

sudo cp /etc/nginx/sites-available/default /etc/nginx/sites—-available/umds

5 Editthe new /etc/nginx/sites-available/umds site configuration file and replace the server {}
block with the following text.

server {
listen 80 default_server;
listen [::]1:80 default_server ipvéonly=on;

root /var/lib/vmware-umds;
index index.html index.htm;

# Make site accessible from http://localhost/
server_name localhost mgmt®@lumds51 mgmt@lumds51.1lax01.rainpole.local;

location / {
# First attempt to serve request as file, then
# as directory, then fall back to displaying a 404.
try_files $uri $uri/ =404;
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# Uncomment to enable naxsi on this location
# include /etc/nginx/naxsi.rules
autoindex on;

6 Disable the existing default site.

sudo rm /etc/nginx/sites-enabled/default
7 Enable the new UMDS site.

sudo 1n -s /etc/nginx/sites-available/umds /etc/nginx/sites—enabled/
8 Restart the Nginx Web service to apply the new configuration.

sudo service nginx restart

9 Ensure you can browse the files of the UMDS Web server by opening a web browser to
http://mgmt0lumds51.1ax01.rainpole.local.

Use the UMDS Shared Repository as the Download Source in
Update Manager in Region B

You configure Update Manager to use the UMDS shared repository in Region B as a source for
downloading ESXi patches, extensions, and notifications.

Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1lax01. rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 On the Home page of the vSphere Web Client, click the Update Manager icon.
3 From the Objects tab, click the mgmt01vc51.lax01.rainpole.local vCenter Server for Region B.

The Objects tab also displays all the vCenter Server system to which an Update Manager instance is
connected.

4 On the Manage tab, click Settings and select Download Settings.
5 On the Download sources page, click Edit.

An Edit Download Sources dialog box opens.
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6 Enter the following setting and click OK.

Setting Value
Use a shared repository Selected
URL http://mgmt01umds51.1ax01.rainpole.local

The vSphere Web Client performs validation of the URL.
7 Inthe Download Sources page, click Download Now to run the download patch definitions.

8 If you are deploying the management components in Region B, repeat the procedure to configure the
http://mgmt01umds51.lax01.rainpole.local repository for the comp01vc51.1ax01.rainpole.local vCenter
Server.
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