Deployment for Region A

Modified on 26 SEP 2017

VMware Validated Design 4.0
VMware Validated Design for Software-Defined Data

Center 4.0

vmware




Deployment for Region A

You can find the most up-to-date technical documentation on the VMware website at:
https://docs.vmware.com/
If you have comments about this documentation, submit your feedback to

docfeedback@vmware.com

VMware, Inc.

3401 Hillview Ave.
Palo Alto, CA 94304
www.vmware.com

Copyright © 2016, 2017 VMware, Inc. All rights reserved. Copyright and trademark information.

VMware, Inc.


https://docs.vmware.com/
mailto:docfeedback@vmware.com
http://pubs.vmware.com/copyright-trademark.html

Contents

1 About VMware Validated Design Deployment for Region A 4

Updated Information 5

2 Region A Virtual Infrastructure Implementation 7

Install and Configure ESXi Hosts in Region A 7

Deploy and Configure the Platform Services Controller and vCenter Server Components in Region
A 17

Deploy and Configure the Management Cluster NSX Instance in Region A 53

Deploy and Configure the Shared Edge and Compute Cluster Components in Region A 125

Deploy and Configure the Shared Edge and Compute Cluster NSX Instance in Region A 147

Deploy vSphere Data Protection in Region A 190

Replace Certificates in Region A 202

3 Region A Cloud Management Platform Implementation 208

Prerequisites for Cloud Management Platform Implementation in Region A 208
Configure Service Account Privileges in Region A 224

vRealize Automation Installation in Region A 228

vRealize Automation Default Tenant Configuration in Region A 269

vRealize Automation Tenant Creation in Region A 272

vRealize Orchestrator Installation in Region A 286

vRealize Business Installation in Region A 310

Cloud Management Platform Post-Installation Tasks in Region A 322

Content Library Configuration in Region A 329

Tenant Content Creation in Region A 331

4 Region A Operations Implementation 362

VMware, Inc.

Region A vRealize Operations Manager Implementation 362
Region A vRealize Log Insight Implementation 425

Region A vSphere Update Manager Download Service Implementation 478



About VMware Validated Design
Deployment for Region A

VMware Validated Design Deployment for Region A provides step-by-step instructions for installing,
configuring, and operating a software-defined data center (SDDC) based on the VMware Validated
Design for Software-Defined Data Center.

VMware Validated Design Deployment for Region A does not contain step-by-step instructions for
performing all of the required post-configuration tasks because they often depend on customer
requirements.

Intended Audience

The VMware Validated Design Deployment for Region A document is intended for cloud architects,
infrastructure administrators and cloud administrators who are familiar with and want to use VMware
software to deploy in a short time and manage an SDDC that meets the requirements for capacity,
scalability, backup and restore, and extensibility for disaster recovery support.

Required VMware Software

VMware Validated Design Deployment for Region A is compliant and validated with certain product
versions. See VMware Validated Design Release Notes for more information about supported product
versions.

VMware, Inc.



Updated Information

This Deployment for Region A document is updated with each release of the product or when necessary.

This table provides the update history of the Deployment for Region A document.

Revision Description

26 SEP 2017 =

EN-002468-03

EN-002468-02

VMware, Inc.

Added missing number in filename for the command to configure symbolic link between the UMDS and the
PostgreSQL. See Configure PostgreSQL Database on Your Linux-Based Host Operating System for UMDS in
Region A.

Step 6 omitted the configuration values for the PSC-TCP server pool. The correct configuration values have
been added to this step in the accompanying table. See Create Platform Services Controller Server Pools in
Region A.

Extended the permissions that are required for integrating vRealize Operations Manager and vRealize Log
Insight. See Configure User Privileges on vRealize Operations Manager for Integration with vRealize Log
Insight in Region A

Added step 9, which instructs users to configure the MTU value on the vMotion VMkernel adapter to 9000.
See Create a vSphere Distributed Switch for the Management Cluster in Region A.

Added step 9, which instructs users to configure the MTU value on the vMotion VMkernel adapter to 9000.
See Create a vSphere Distributed Switch for the Shared Edge and Compute Cluster in Region A.
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Revision

EN-002468-01

EN-002468-00

VMware, Inc.

Description

Step 1 incorrectly listed the FQDN as ending in .com. This has been corrected to read the
sfo01psc01.sfo01.rainpole.local. See Update the Platform Services Controller SSO Configuration and
Endpoints in Region A.

Steps 1b and 1c have been updated to make Bash your default command shell. See Replace the Platform
Services Controller Certificates in Region A.

The default gateway IP address was incorrectly listed as 172.16.11.1. The correct IP address is 172.16.11.253.
SeeDeploy the External Platform Services Controllers for the vCenter Servers in Region A.

Incorrectly instructed you to update host profile to the management cluster. It should instruct you to update the
host profile for the Compute cluster. See Update the Host Profile for the Compute Cluster in Region A.

Step 5h incorrectly instructed you to configure the UDLR interface. The correct interface to configure is DLR.
See Deploy NSX Edge Devices for North-South Routing in the Shared Edge and Compute Cluster in Region
A.

Step 9m incorrectly stated that three neighbors were added to the Neighbors table. The correct number of
neighbors added is four. See Enable and Configure Routing in the Shared Edge and Compute Cluster in
Region A

The Distributed Firewall Rules have been updated to allow the administrator network access to vRealize Log
Insight and vRealize Operations. See Create Distributed Firewall Rules, Create |IP Sets for All Components of
the Management Clusters in the SDDC, and Create Security Groups.

Step 10 incorrectly instructed you to save the vRealize Automation Server Pool. The correct pool member to
save is the Platform Services Controller Pool. See Create Platform Services Controller Server Pools in Region
A.

Steps 2 and 3 were duplicated. The duplicated step has been removed. See Configure Lockdown Mode on All
ESXi Hosts in Region A.

Added a step to power on vSphere Data Protection after appliance deployment. See Deploy the vSphere Data
Protection Virtual Appliance in Region A.

Use the UMDS Shared Repository as the Download Source in Update Manager in Region A now provides

instructions about adding the repository of the Update Manager Download Service in Region A to the Update
Manager on the Compute vCenter Server.

Initial release.



Region A Virtual Infrastructure
Implementation

The Virtual Infrastructure in Region A is implemented through the following high level procedures.

Procedure

1

Install and Configure ESXi Hosts in Region A

Start the deployment of your virtual infrastructure by installing and configuring all the ESXi hosts in
Region A.

Deploy and Configure the Platform Services Controller and vCenter Server Components in Region A
Deploy and configure the cluster components for both the management cluster and the shared edge
and compute cluster.

Deploy and Configure the Management Cluster NSX Instance in Region A

This design uses two separate NSX instances per region. One instance is tied to the Management
vCenter Server, and the other instance is tied to the Compute vCenter Server. Deploy and configure
the NSX instance for the management cluster in Region A.

Deploy and Configure the Shared Edge and Compute Cluster Components in Region A

Deploy and configure the shared edge and compute cluster components.

Deploy and Configure the Shared Edge and Compute Cluster NSX Instance in Region A

Deploy and configure the NSX instance for the shared edge and compute cluster in Region A.

Deploy vSphere Data Protection in Region A

Deploy vSphere Data Protection to provide the capability for backup and restore of SDDC
management components.

Replace Certificates in Region A

In this design, you replace user-facing certificates with certificates that are signed by a Microsoft
Certificate Authority (CA). By default, virtual infrastructure management components use TLS/SSL
certificates that are signed by the VMware Certificate Authority (VMCA). These certificates are not
trusted by end-user devices.

Install and Configure ESXi Hosts in Region A

Start the deployment of your virtual infrastructure by installing and configuring all the ESXi hosts in
Region A.

VMware, Inc.
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Procedure

1 Prerequisites for Installation of ESXi Hosts in Region A

Install and configure the ESXi hosts for the management cluster and the shared edge and compute
cluster by using the same process.

2 Install ESXi Interactively on All Hosts in Region A

Install all ESXi hosts for all clusters interactively.

3 Configure the Network on All Hosts in Region A

After the initial boot, use the ESXi Direct Console User Interface (DCUI) for initial host network
configuration and administrative access.

4 Configure vSphere Standard Switch on a Host in the Management Cluster in Region A

You must perform network configuration from the VMware Host Client only for the
mgmt01esx01 host. You perform all other host networking configuration after the deployment of the
vCenter Server system that manages the hosts.

5 Configure SSH and NTP on the First Host in Region A

Time synchronization issues can result in serious problems with your environment. Configure NTP
for each of your hosts in the management and the shared edge and compute clusters.

6 Set Up vSAN Datastore for the Management Cluster in Region A

Before you can use vSAN storage in your environment, you must set it up.

Prerequisites for Installation of ESXi Hosts in Region A

Install and configure the ESXi hosts for the management cluster and the shared edge and compute
cluster by using the same process.

Before you start:

= Make sure that you have a Windows host that has access to your data center. You use this host to
connect to your hosts and perform configuration steps.

= Ensure that routing is in place between the two regional management networks 172.16.11.0/24 and
172.17.11.0/24 as this will be needed to join the common SSO domain.

You must also prepare the installation files.
= Download the ESXi ISO installer.
m  Create a bootable USB drive that contains the ESXi Installation. See "Format a USB Flash Drive to

Boot the ESXi Installation or Upgrade" in vSphere Installation and Setup.

IP Addresses, Hostnames, and Network Configuration

The following tables contain all the values needed to configure your hosts.

VMware, Inc.
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Table 2-1. Management Cluster Hosts in Region A

FQDN IP Management VLAN  Default Gateway NTP Server

mgmt01esx01.sfo01.rainpole.local 172.16.11.101 1611 172.16.11.253 = ntp.sfoO1.rainpole.local

®  ntp.lax01.rainpole.local

mgmt01esx02.sfo01.rainpole.local 172.16.11.102 1611 172.16.11.253 ®  ntp.sfoO1.rainpole.local
= ntp.lax01.rainpole.local

mgmt01esx03.sfo01.rainpole.local 172.16.11.103 1611 172.16.11.253 = ntp.sfoO1.rainpole.local

= ntp.lax01.rainpole.local

mgmt01esx04.sfo01.rainpole.local 172.16.11.104 1611 172.16.11.253 m  ntp.sfoO1.rainpole.local

m  ntp.lax01.rainpole.local

Table 2-2. Shared Edge and Compute Cluster Hosts in Region A

FQDN IP Management VLAN Default Gateway NTP Server

comp01esx01.sfo01.rainpole.local 172.16.31.101 1631 172.16.31.253 = ntp.sfo01.rainpole.local

m  ntp.lax01.rainpole.local

comp01esx02.sfo01.rainpole.local 172.16.31.102 1631 172.16.31.253 m  ntp.sfo01.rainpole.local

= ntp.lax01.rainpole.local

compO01esx03.sfo01.rainpole.local 172.16.31.103 1631 172.16.31.253 = ntp.sfo01.rainpole.local

m  ntp.lax01.rainpole.local

comp01esx04.sfo01.rainpole.local 172.16.31.104 1631 172.16.31.253 = ntp.sfo01.rainpole.local

m  ntp.lax01.rainpole.local

Install ESXi Interactively on All Hosts in Region A

Install all ESXi hosts for all clusters interactively.

Procedure

1 Power on the mgmt0lesx01 host in Region A.

2 Mount the USB drive containing the ESXi ISO file, and boot from that USB drive.

3 On the Welcome to the VMware 6.5.0 Installation screen, press Enter to start the installation.
4 On the End User License Agreement (EULA) screen, press F11 to accept the EULA.
5

On the Select a Disk to Install or Upgrade screen, select the USB drive or SD card under local
storage to install ESXi, and press Enter to continue.

VMware, Inc.
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DELL IDSDM (mpx.wmhba32:CO:TO:LO)

(Esc) Cancel (F1) Details (F5) Refresh (Enter) Continue

Select the keyboard layout, and press Enter.
Enter the esxi_root_user_password, confirm, and press Enter.

On the Confirm Install screen, press F11 to start the installation.

© o0 N o

After the installation has completed successfully, unmount the USB drive, and press Enter to reboot
the host.

10 Repeat this procedure for all hosts in the data center, using the respective values for each host you
configure.

Configure the Network on All Hosts in Region A

After the initial boot, use the ESXi Direct Console User Interface (DCUI) for initial host network
configuration and administrative access.

Perform the following tasks to configure the host network settings:
m  Set network adapter (vmk0) and VLAN ID for the Management Network.
m  Set IP address, subnet mask, gateway, DNS server, and FQDN for the ESXi host.

Repeat this procedure for all hosts in the management and shared edge and compute pods. Enter the
respective values from the prerequisites section for each host that you configure. See Prerequisites for
Installation of ESXi Hosts in Region A.

Procedure

1 Open the DCUI on the physical ESXi host mgmt0lesx0Q1.
a Open a console window to the host.
b Press F2 to enter the DCUI.

¢ Enter root as login name, enter the esxi_root_user_password password, and press Enter.

VMware, Inc.
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2 Configure the network.
a Select Configure Management Network and press Enter.
b Select VLAN (Optional) and press Enter.

¢ Enter 1611 as the VLAN ID for the Management Network and press Enter.

VYLAN (optional)
If you are unsure hou to configure or use a VLAN, it is safe to
leave this option unset.

LAN ID (1-4094, or 4095 to access all VLANs): [ 1611 1

<Enter> DK <Esc> Cancel

d Select IPv4 Configuration and press Enter.

e Configure IPv4 network using the following settings, and press Enter.

Setting Value

Set static IPv4 address and network Selected
configuration

IPv4 Address 172.16.11.101
Subnet Mask 255.255.255.0
Default Gateway 172.16.11.253

Power Switch  Virtual Drives Keyboard Help

T
Conf igure Management Network IPv4 Conf igurat ion

Netuork Adapters Manual
YLAN (optional)

IPv4 Address: 172.16.11.101

Subnet Mask: 255.255.255.0
IPvb Conf igurat ion Default Gateway: 172.16.11.253
DNS Conf iguration

Custon DNS Suff ixes & an IPuv4 addre:
a 11y if your
jourr netuork a

f  Select DNS Configuration and press Enter.

VMware, Inc.
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g Configure the DNS by using the following settings, and press Enter.

Setting Value

Use the following DNS Server Selected

address and hostname

Primary DNS Server 172.16.11.5

Alternate DNS Server 172.16.11.4

Hostname mgmt01esx01.sfo01.rainpole.local

h Select Custom DNS Suffixes and press Enter.
i Ensure there are no suffixes listed, and press Enter.
3 After completing all host network settings, press Escape to exit, and press Y to confirm the changes.

4 Repeat this procedure for all hosts in the management and shared edge and compute pods.

Configure vSphere Standard Switch on a Host in the Management
Cluster in Region A

You must perform network configuration from the VMware Host Client only for the mgmt01esx01 host.
You perform all other host networking configuration after the deployment of the vCenter Server system
that manages the hosts.

You configure a vSphere Standard Switch with two port groups:
= The existing virtual machine port group.
= VMkernel port group.

This configuration provides connectivity and common network configuration for virtual machines that
reside on each host.

Procedure
1 Log in to the vSphere host using the VMware Host Client.
a Open a Web browser and go to https://mgmt0lesx01.sfo0l.rainpole.local.

b Log in using the following credentials.

Setting Value
User name root
Password esxi_root_user_password

2 Click OK to Join the Customer Experience Improvement Program.
3 Configure a VLAN for the VM Network Portgroup.

a In the Navigator, click Networking, click the Port Groups tab, choose the VM Network port
group, and click Edit Settings.

b  On the Edit port group - VM Network window, input 1611 for VLAN ID, and click OK.

VMware, Inc. 12
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Configure SSH and NTP on the First Host in Region A

Time synchronization issues can result in serious problems with your environment. Configure NTP for
each of your hosts in the management and the shared edge and compute clusters.

Procedure
1 Log in to the mgmt01esx01.sfo01.rainpole.local host using the VMware Host Client.

a Open a Web browser and go to mgmt@lesx01.sfo0l.rainpole.local.

Setting Value
User name root
Password esxi_root_user_password

2 Configure SSH options.

a Inthe Navigator, click Manage, click the Services tab, select the TSM-SSH service, and click the
Actions menu. Choose Policy and click Start and stop with host.

b  Click Start to start the service.
3 Configure the NTP Daemon (ntpd) options.
a In the Navigator, click Manage, click the System tab, click Time & date, and click Edit Settings.

b In the Edit Time configuration dialog box, select the Use Network Time Protocol (enable NTP
client) radio button, change the NTP service startup policy to Start and stop with host, and
enter ntp.sfo0l.rainpole.local,ntp.lax01.rainpole.local as NTP servers.

¢ Click Save to save these changes.

d Start the service by clicking Actions, hover over NTP service, and choose Start.

Set Up vSAN Datastore for the Management Cluster in Region A
Before you can use vSAN storage in your environment, you must set it up.

This process is divided into two main tasks:

= Bootstrap the first ESXi host from the command line and create the vSAN datastore.

m  After vCenter Server installation, perform vSAN configuration for all other hosts from the vSphere
Web Client.

VMware, Inc. 13
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Procedure
1 Open an SSH client to connect to the ESXi Shell on mgmt01esx01.sfo01.rainpole.local.
a Open a console window to the host.

b Log in using the following credentials.

Setting Value
login as: root
Password: esxi_root_user_password

2 Run the following command to determine the current vSAN storage policy.

esxcli vsan policy getdefault

[root@ngntBlesx@1:~1 esxcli vsan policy getdefault
olicy Class Policy Value

(("hostFailuresToTolerate™ i
(("hostFailuresToTolerate™ i
(("hostFailuresToTolerate™ i
(("hostFailuresToTolerate™ i1) ("forceProvisioning™ il))
(("hostFailuresToTolerate™ i1) ("forceProvisioning™ il))

3 Modify the default vSAN storage policy to force provisioning of the vSAN datastore without generating
errors.

esxcli vsan policy setdefault -c vdisk —-p "((\"hostFailuresToTolerate\" il) (\"forceProvisioning\"
ind”

esxcli vsan policy setdefault -c vmnamespace -p "((\"hostFailuresToTolerate\" il)
(\"forceProvisioning\" il))"

esxcli vsan policy getdefault

@ngntlesxBl:~]1 esxcli vsan poli t - ailure ate\” i X sioning\” i1))”
gntBlesxBl:~1 esxcli wsan policy 2 - tFai - visioning\” il

1:~1 esxcli vsan policy getdefault
licy Value

4 Generate the vSAN cluster UUID and create the vSAN cluster.

python —c 'import uuid; print (uuid.uuid4Q));’'

Note You need the $UUID_GENERATED from the generated output for the next command.

esxcli vsan cluster join -u <UUID_GENERATED>
esxcli vsan cluster get

VMware, Inc. 14
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1 python mport wuid: print str(uuid.ouid4();”
b430-93 5980ef
n stel 0 -u 914a3564-8aab-4c7c-b43l

c-b430-9381935980ef
on: B

f01b-f916-1140
56-d723

5 List the devices and determine the device name for the SSD and HDD.

These disks will be used to provision the vSAN datastore.
vdg -q

Identify all devices that can be used by vSAN.

Property SDD Value HDD Value
State Eligible for use by VSAN  Eligible for use by VSAN
IsSSD 1 0

VMware, Inc.
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partitions",

Qo003

s YHaa. SO0000396 a8
- i

: “Eiigih]e for use by

: "naa. 50005007 fobefe

: “Eiigih]e for use by

: “Eiigih]e for use by

1 "naa. s000cs00F 164003

: “Eiigih]e for use by
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6 Create vSAN datastore using available SSD and HDD disks determined from previous step.

esxcli vsan storage add -s SSD_Device_name —d HDD_Device Name

[root@ngntBlesxBl:~] esxcli vsan storage add -s naa.55cdZe484cB479f9 -d naa.5000c5887f0befe? -d naa.SO00cS007F 164cl3

7 Confirm that the vSAN datastore has been created.

esxcli storage filesystem list

[root@mgntBlesxBl:~1 esxcli storage filesystem list
Mount Point Volume Name uwip Mounted

LAXO1A-NFSO1-VDPO1 690159 3516 true
c47e3dib-242 true
ebof 03! 7 3 true

true

5-F76-8F8520c111bl 5 E 4 B true ufat

d793f c addc true vfa

'c-b43093 ef  vsanDatastore € c/c-b430 true

A vSAN datastore is now created and ready for the Management vCenter Server installation.

Deploy and Configure the Platform Services Controller
and vCenter Server Components in Region A

Deploy and configure the cluster components for both the management cluster and the shared edge and
compute cluster.

Procedure

1 Deploy the External Platform Services Controllers for the vCenter Servers in Region A

Two external Platform Services Controller instances must be deployed in Region A. One will be
associated with the management cluster, and one will be associated with the shared edge and
compute cluster. Work through this procedure twice, using the vCenter Server appliance 1SO file and
the customized data for each instance.

2 Join the Platform Services Controllers to Active Directory in Region A

After you have successfully installed the Platform Services Controller instances, you must add the
appliances to your Active Directory domain. After that, add the Active Directory domain as an identity
source to vCenter Single Sign-On. When you do, users in the Active Directory domain are visible to
vCenter Single Sign-On and can be assigned permissions to view or manage SDDC components.
This procedure will be done for the Platform Services Controllers for the management cluster and
the shared edge and compute cluster.

VMware, Inc. 17
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10

11

12

13

14

15
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Replace the Platform Services Controller Certificates in Region A

You replace the machine SSL certificate on each Platform Services Controller instance with a
custom certificate that is signed by the certificate authority (CA) available on the parent Active
Directory (AD) server.

Update the Platform Services Controller SSO Configuration and Endpoints in Region A

Before installing vCenter Server the Platform Services Controller endpoints must be updated to
reflect the name of the load balancers virtual IP.

Deploy the Management vCenter Server Instance in Region A

You can now install the vCenter Server appliance for the management applications and assign a
license.

Configure the Management Cluster in Region A

You must now create and configure the management cluster.

Create a vSphere Distributed Switch for the Management Cluster in Region A

After all ESXi hosts have been added to the clusters, create a vSphere Distributed Switch to handle
the traffic of the management applications in the SDDC. You must also create port groups to prepare
your environment to migrate the Platform Services Controller and vCenter Server instances to the
distributed switch.

Set vSAN Storage Policy in Region A

This step is to set the vSAN storage policy for the Platform Services Controller and vCenter Server
appliances.

Create vVSAN Disk Groups for the Management Cluster in Region A

vSAN disk groups must be created on each host that is contributing storage to the vSAN datastore.

Enable vSphere HA on the Management Cluster in Region A

After vSphere vSphere Distributed Switch has been created and connected with all hosts, enable
vSphere HA on the cluster.

Change Advanced Options on the ESXi Hosts in the Management Cluster in Region A

Change the default ESX Admins group to achieve greater levels of security and enable vSAN to
provision the Virtual Machine Swap files as thin to save space in the vSAN datastore.

Mount NFS Storage for the Management Cluster in Region A

You must mount an NFS datastore where vSphere Data Protection will later be deployed.
Create and Apply the Host Profile for the Management Cluster in Region A

Host Profiles ensure all hosts in the cluster have the same configuration.

Set vSAN Policy on Management Virtual Machines in Region A

After you apply the host profile to all of the hosts, set the storage policy of the Management Virtual
Machines to the vSAN Default Storage Policy.

Create the VM and Template Folders in Region A

Create folders to group objects of the same type for easier management.

18
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16 Create Anti-Affinity Rules for the Platform Services Controller in Region A

Anti-Affinity rules prevent virtual machines from running on the same host. This helps to maintain
redundancy in the event of host failures.

17 Create VM Groups to Define Startup Order in the Management Cluster in Region A

VM Groups allow you to define the startup order of virtual machines. Startup orders are used during
vSphere HA events such that vSphere HA powers on virtual machines in the correct order.

Deploy the External Platform Services Controllers for the vCenter
Servers in Region A

Two external Platform Services Controller instances must be deployed in Region A. One will be
associated with the management cluster, and one will be associated with the shared edge and compute
cluster. Work through this procedure twice, using the vCenter Server appliance ISO file and the
customized data for each instance.

Repeat this procedure for each platform services controller, using the respective values for each indicated
in the procedure steps.

Procedure
1 Log in to the Windows host that has access to your data center as an administrator.
2 Start the vCenter Server Appliance Installer wizard.
a Browse to the vCenter Server Appliance ISO file.
b Open the <dvd-drive>:\vcsa-ui-installer\win32\Installer.exe application file.
3 Complete Stage 1 of the vCenter Server Appliance Deployment wizard.
a Click Install to start the installation.
b Click Next on the Introduction page.

¢ Onthe End User License Agreement page, select the | accept the terms of the license
agreement check box, and click Next.

d On the Select deployment type page, click Platform Services Controller and click Next.

e On the Appliance deployment target page, enter the following settings and click Next.

Setting Value

FQDN or IP Address mgmt01esx01.sfo01.rainpole.local

HTTPS port 443
User name root
Password esxi_root_user_password

f Inthe Certificate Warning dialog box, click Yes to accept the host certificate.

VMware, Inc. 19
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g On the Set up appliance VM page, enter the following settings, and click Next.

Setting Management Value Edge/Compute Value
VM name mgmt01psc01 comp01psc01
Root password mgmitpsc_root_password comppsc_root_password

Confirm root password mgmipsc_root_password comppsc_root_password

h On the Select datastore page, select the vsanDatastore datastore, select the Enable Thin Disk
Mode check box, and click Next.

i On the Configure network settings page, enter the following settings and click Next.

Setting Management Value Edge/Compute Value

Network VM Network VM Network

IP version IPv4 IPv4

IP assignment static static

System name mgmt01psc01.sfo01.rainpole.local comp01psc01.sfo01.rainpole.local
IP address 172.16.11.61 172.16.11.63

Subnet mask or prefix length  255.255.255.0 255.255.255.0

Default gateway 172.16.11.253 172.16.11.253

DNS servers 172.16.11.5,172.16.11.4 172.16.11.5,172.16.11.4

i Onthe Ready to complete stage 1 page, review the configuration and click Finish to start the
deployment.

k  When the deployment completes, click Continue to proceed to second stage of the installation,
setting up the Platform Services Controller Appliance.

4 Complete Stage 2 of the Set Up Platform Services Controller Appliance wizard.
a Click Next on the Introduction page.

b On the Appliance configuration page, enter the following settings and click Next.

Setting Value
Time synchronization mode Synchronize time with NTP servers
NTP servers (comma-separated list)  ntp.sfo01.rainpole.local

SSH access Enabled

VMware, Inc. 20
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¢ On the SSO configuration page, enter the following settings, and click Next.

Setting Management Value Edge/Compute Value

SSO configuration Create a new SSO domain Join an existing SSO domain
Platform Services Controller  N/A mgmt01psc01.sfo01.rainpole.local
HTTPS port N/A 443

SSO domain name vsphere.local vsphere.local

SSO password sso_password sso_password

Confirm password sso_password N/A

Site name SFOO01 N/A

d Onthe SSO Site Name page, select Join an existing site radio button, choose SFO01 from the
SSO0 site name drop-down menu, and click Next. This page will only appear during the
deployment of the second Platform Services Controller. It will not occur during the initial
deployment.

e On the Configure CEIP page, verify that the Join the VMware's Customer Experience
Improvement Program (CEIP)check box is checked and click Next.

f  On the Ready to complete page, review the configuration and click Finish to complete the
setup.

g Click OK on the Warning.

5 Repeat this procedure for each platform services controller, using the respective values for each.

Join the Platform Services Controllers to Active Directory in
Region A

After you have successfully installed the Platform Services Controller instances, you must add the
appliances to your Active Directory domain. After that, add the Active Directory domain as an identity
source to vCenter Single Sign-On. When you do, users in the Active Directory domain are visible to
vCenter Single Sign-On and can be assigned permissions to view or manage SDDC components. This
procedure will be done for the Platform Services Controllers for the management cluster and the shared
edge and compute cluster.

Repeat this procedure twice, once for the of the management cluster and again for the shared edge and
compute cluster.
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Procedure
1 Log in to the Platform Services Controller administration interface.

a Open a Web browser and go to the URL for either the Management or Edge/Compute cluster.

Setting Management Value Edge/Compute Value

PSC Link  https://mgmt01psc01.sfo01.rainpole.local https://comp01psc01.sfo01.rainpole.local

b Click the link for Platform Services Controller web interface.

¢ Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Add the management Platform Services Controller instance to the Active Directory domain.
a Inthe Navigator, click Appliance Settings, click the Manage tab, and click Join.

b Inthe Join Active Directory Domain dialog box, enter the following settings and click OK.

Setting Value

Domain sfo01.rainpole.local

User name ad_admin_acct@sfo01.rainpole.local
Password ad_admin_password

3 Reboot the Platform Services Controller instance to apply the changes.
a Click the Appliance settings tab, and click the VMware Platform Services Appliance link.

b Log in to the VMware vCenter Server Appliance administration interface with the following

credentials.

Setting Value

User name root

Password psc_root_password

¢ On the Summary page, click Reboot.
d Inthe System Reboot dialog box, click Yes.
e Wait for the reboot process to finish.

4  After the reboot process finishes, log in to https://mgmt01psc0l.sfo01.rainpole.local again
using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password
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5 Verify that the Platform Services Controller has successfully joined the domain, click Appliance
Settings and click the Manage tab.

6 Add Active Directory as a vCenter Single Sign-On identity source for the Management cluster.
Note This step should only be performed on the Platform Services Controller for the Management
cluster. Do not repeat this step when joining the Edge/Compute Platform Services Controller to Active
Directory.
a Inthe Navigator, click Configuration and click the Identity Sources tab.
b Click the Add icon to add a new identity source.

¢ Inthe Add Identity Source dialog box, select the following settings and click OK.

Setting Value

Identity source type Active Directory (Integrated Windows Authentication)
Domain name SFOO01.RAINPOLE.LOCAL

Use machine account Selected

d Under Identity Sources, select the rainpole.local identity source and click Set as Default
Domain to make rainpole. local the default domain.

vmware Platform Services Controller Administrator@VSPHERELOCAL ~ | Help ~

Navigator |4 Configuration
G} Home
single Sign-on
&3 Users and Groups 4 Add | X Delete 4 Setas Default Domain
B confguration Name Server URL Type Domain Alias
Certificates
I Certificate Store
% Certificate Authority

Policies Identity Sources Certificates SAML Service Provider

- - vsphere local -
- - Local 08 localos -
Active Directory (Integrated
[ certificate Management rainpole local = rainpole local RAINPOLE
Windows Authentication)

85 Appliance Setiings

e In the confirmation dialog box, click Yes.

7 Repeat steps 1 thru 5 of this procedure for the Platform Services Controller for the shared edge and
compute cluster.

Replace the Platform Services Controller Certificates in Region A

You replace the machine SSL certificate on each Platform Services Controller instance with a custom
certificate that is signed by the certificate authority (CA) available on the parent Active Directory (AD)
server.

You must repeat this procedure twice: first on the Platform Services Controller for the Management
vCenter Server (mgmt01psc01.sfo01.rainpole.local), and then on the Platform Services Controller for the
Compute vCenter Server (comp01psc01.sfo01.rainpole.local).
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Table 2-3. Certificate-Related Files on Platform Services Controllers

Platform Services Controller Certificate File Name Replacement Order

mgmt01psc01.sfo01.rainpole.local m  sfo01psc01.sfo01.1.cer First

m  sfo01psc01.sfo01.key
m  root64.cer

comp01psc01.sfo01.rainpole.local m  sfo01psc01.sfo01.1.cer Second

m  sfo01psc01.sfo01.key

m  root64.cer

Procedure

1

Change the Platform Services Controller command shell to the Bash shell to allow secure copy (scp)
connections.

a

b

C

SSH to mgmt01pscOl.sfo0l.rainpole.local and login using the following credentials.

Setting Value
Username root
Password mgmtpsc_root_password

Enter shell and press Enter.

Run the command chsh -s "/bin/bash”™ root.

Copy the generated certs to the Platform Services Controller.

a

b

Use the scp command to copy the contents of the folder
C:\CertGenVVD\SignedByMCSACerts\sfo0@lpscOl.sfo01l to the folder /tmp/certs.

Use the scp command to copy the Root64. cer file from the folder
C:\CertGenVVD\SignedByMCSACerts\RootCA to the folder/tmp/certs.

Replace the certificate on the Platform Services Controller.

a

Start the vSphere Certificate Manager utility on the Platform Services Controller.
/usr/lib/vmware-vmca/bin/certificate-manager

Select Option 1 (Replace Machine SSL certificate with Custom Certificate).

Enter the default vCenter Single Sign-On user name administrator@vsphere.local and the
vsphere_admin password.

Select Option 2 (Import custom certificate(s) and key(s) to replace existing Machine SSL
certificate).

When prompted for the custom certificate enter /tmp/certs/sfo0lpsc0l.sfo0l.1.cer.
When prompted for the custom key enter /tmp/certs/sfo0lpsc01.sfo0l.key.

When prompted for the signing certificate enter /tmp/certs/Root64.cer.
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h  When prompted to Continue operation enter Y.
i The Platform Services Controller services will restart automatically.

4 Repeat steps 3 thru Step 3 to replace the certificate on comp01psc01.sfo01.rainpole.local.

Update the Platform Services Controller SSO Configuration and
Endpoints in Region A

Before installing vCenter Server the Platform Services Controller endpoints must be updated to reflect the
name of the load balancers virtual IP.

Prerequisites

Before completing this procedure a DNS A record must be created. This A record is the FQDN of the load
balancer with the IP address of mgmt01psc01.sfo01.rainpole.local. After the load balancer is setup this
DNS record is changed to the virtual IP of the load balancer.

Procedure

1 Create a DNS record for the load balancer FQDN. Create a DNS A record using the values listed
below.

a Open a remote desktop connection to your DNS server.

b Create a DNS A record with the values below:

FQDN IP

sfo01psc01.sfo01.rainpole.local  172.16.11.61

Note After the load balancer is configured the IP address will be updated to reflect the load
balancer's VIP instead of the IP address of mgmt01psc01.sfo01.rainpole.local

2 Update the Platform Services Controller SSO configuration on
mgmtO1lpscOl.sfo0Ol.rainpole.local.

a Open an SSH connection to mgmt@1psc01.sfo0l.rainpole.local.

b Log in using the following credentials.

Setting Value
User name  root

Password  mgmtpsc_root_password

¢ Entercd /usr/lib/vmware-sso/bin/ and press Enter.

d Enter python updateSSOConfig.py —-1lb-fqdn=sfo0lpsc0l.sfo0l.rainpole.local and
press Enter.
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3 Update the Platform Services Controller SSO configuration on
comp@lpscOl.sfoll.rainpole.local.

a Open an SSH connection to comp01psc0l.sfo0l.rainpole.local.

b Log in using the following credentials.

Setting Value
User name root
Password comppsc_root_password
¢ Entercd /usr/lib/vmware-sso/bin/and press Enter.

d Enter python updateSSOConfig.py —--1b-fqdn=sfo0lpsc0l.sfo0l.rainpole.local and
press Enter.

4  Update the Platform Services Controller endpoints.
Only perform this procedure on one of the Platform Services Controllers.
a Open an SSH connection to mgmt01psc01.sfo01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name  root
Password  mgmtpsc_root_password
¢ Entercd /usr/lib/vmware-sso/bin/ and press Enter.

d Enter
python UpdatelLsEndpoint.py -1b-fqdn=sfo0lpsc0l.sfo01l.rainpole.local —-
user=Administrator@vsphere.local and press Enter.

e Enter the vsphere_admin_password when prompted.

Deploy the Management vCenter Server Instance in Region A

You can now install the vCenter Server appliance for the management applications and assign a license.

Procedure
1 Start the vCenter Server Appliance Deployment wizard.

a Browse to the vCenter Server Appliance ISO file.

b Open the <dvd-drive>:\vcsa-ui-installer\win32\Installer application file.
2 Complete the vCenter Server Appliance Deployment wizard.

a Click Install to start the installation.

b Click Next on the Introduction page.
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¢ Onthe End User License Agreement page, select the | accept the terms of the license
agreement check box and click Next.

d On the Select deployment type page, under External Platform Services Controller, select
the vCenter Server (Requires External Platform Services Controller) radio button and click

Next.

e On the Appliance deployment target page, enter the following settings and click Next.

Setting

ESXi host or vCenter Server name
HTTPS port

User name

Password

Value
mgmt01esx01.sfo01.rainpole.local
443

root

esxi_root_user_password

f In the Certificate Warning dialog box, click Yes to accept the host certificate.

g Onthe Set up appliance VM page, enter the following settings and click Next.

Setting
VM name
Root password

Confirm root password

Value
mgmt01vc01
mgmtvc_root_password

mgmtvc_root_password

h  On the Select deployment size page, select Small vCenter Server and click Next.

i Onthe Select datastore page, select the vsanDatastore datastore, select the Enable Thin Disk

Mode check box, and click Next.

j  Onthe Configure network settings page, enter the following settings and click Next.

Setting

Network

IP version

IP assignment

System name

IP address

Subnet mask or prefix length
Default gateway

DNS servers

Value

VM Network

IPv4

static
mgmt01vc01.sfo01.rainpole.local
172.16.11.62

255.255.255.0

172.16.11.253
172.16.11.5,172.16.11.4

k  On the Ready to complete stage 1 page, review the configuration and click Finish to start the

deployment.

I Once the deployment completes, click Continue to proceed to stage 2 of the installation.
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3 Install - Stage 2: Complete the Set Up vCenter Server Appliance wizard.

a

b

d

e

4 Add new licenses for this vCenter Server instance and the management cluster ESXi hosts.

a

Click Next on the Introduction page.

On the Appliance configuration page, enter the following settings and click Next.

Setting Value

Time synchronization mode Synchronize time with NTP servers
NTP servers (comma-separated list) ntp.sfo01.rainpole.local

SSH access Enabled

On the SSO configuration page, enter the following settings and click Next.

Setting Value

Platform Services Controller sfo01psc01.sfo01.rainpole.local
HTTPS port 443

SSO domain name vsphere.local

SSO password sso_password

On the Ready to Complete page, review your entries and click Finish.

Click OK on the Warning.

Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

Click the Home icon above the Navigator and choose the Administration menu item.

On the Administration page, click Licenses and click the Licenses tab.
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e

g
h

® O ® | Busphere web Ciient x

Click the Create New Licenses icon to add license keys.

i |[oe]

€ 2 C (X hips//veenter05.vmware.local:9443/vsphere-client/?csp#extensionld%3Dvsphere license.cis license.licensing Tab%3Bcontext%3Dcom.vmwa.... .7

vmware' vSphere Web Client  #= U | Administrator@VSPHERELOCAL ~ | Hep ~ | (EYETED

Licenses

3 Home License provider: | All 6.0 vCenter Server instances |+ | @
Administration
~ Access Control

Roles fa
Iuicanse Key Product

Giobal Permissions s
Create New Licenses !
~ Single Sign-On " s | This list is empty.

Getting Started ‘ Licenses ‘ Products  Assels

3 | ssesBosd ul pom (0) ',

Users and Groups
Configuration

suueny (1)

~ Licensing

Reports
~ Solutions

Client Plug-ins

vCenter Server Extensions
~ Deployment

System Configuration

On the Enter license keys page, enter license keys for vCenter Server, ESXi and vSAN, one per

line, and click Next.

On the Edit license name page, enter a descriptive name for each license key and click Next.

On the Ready to complete page, review your entries and click Finish.

5 Assign the newly added licenses to the vCenter Server asset.

a

b

Cc

Click the Assets tab.

Select the vCenter Server instance, and click the Assign License icon.

O | Administrator@VSPHERELOCAL ~ | Hep ~ | (G

f=

vmware* vSphere Web Client

Navigator & Licenses
4 Home. License provider: | All 6.0 vCenter Server instances |~ | @ Go to My VMware
Administration .
o (=] Getting Started  Licenses  Products | Assets
e VCenter Server systems | Hosts | Custers | Soltions
Global Permissions
~ Singe Sign-On %, B | @wicions - Q Fie he
D ad Srcleal 5‘“ Assign License ‘:‘:‘m p:mm lm_y X‘:
Configuration | —t———__ E
~ Licensing
I Licenses
Reports
~ Solutions
Clent Plug-ins
vCenter Server Extensions
~ Deployment
System Configuration >
F7 Y 1itoms (&~

Select the vCenter Server license that you entered in the previous step, and click OK.
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6 Assign the vCenterAdmins domain group to the vCenter Server Administrator role.

a

b

In the Navigator, click Administration.

In the Administration window, click Global Permissions.

In the Global Permissions box, click the Add button.

In the Global Permissions Root - Add Permissions window, click the Add button.
Select sfo01.rainpole.local from the Domain drop down list.

Enter vCenterAdmins in the Search field and press Enter.

Select the vCenterAdmins group, click the Add button, and then click OK.

Ensure Administrator is selected and the Propagate to children check box is selected under
Assigned Role and click OK.

Global Permission Root - Add Permissi 2w

Selectthe users or groups on the left and the role to assign to them on the right
Users and Groups Assigned Role

The users or groups listed below are The users or groups obtain the permissions on the selected
assigned the role selected on the righton | objects as defined by their assigned role.
‘Global Permission Root'

| Administrator =
User/Group Role Propa
&% sfo01rain.. Administt.  Yes v V All Privileges
» v Alarms

» v AutoDeploy

» v Certificates

» v Content Library

» v Cryptographic operations

» v Datacenter

» v Datastore

» v Datastore cluster

» v Distributed switch

» v ESX AgentManager

» v Extension

» v External stats provider

» v Folder

» v Global

» v Health update provider
Description: All Privileges
[ Propagate to children

| Add.. | Remove View Children

[ ok || Cancel

Configure the Management Cluster in Region A

You must now create and configure the management cluster.

This process consists of the following actions:

= Create the cluster.

= Configure DRS.

= Enable vSAN for the cluster.
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= Add the hosts to the cluster.

= Add a host to the active directory domain.

m  Reset the vSAN Storage Policy to default for the ESXi host that is used for Bootstrap.
m  Create vSAN disk groups.

= Mount the NFS volume for vSphere Data Protection Backups.

m  Change the default ESX Admin group.

= Enable and configure vSphere HA

= Create and apply a host profile.

m  Set the Platform Services Controller and vCenter Server appliances to the default vSAN storage
policy.

Procedure
1 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc0l.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Create a Datacenter object.
a Inthe Navigator, click Hosts and Clusters.
b Right-click mgmt01vc01.sfo01.rainpole.local and click New Datacenter.

¢ Inthe New Datacenter dialog box, enter SFO01 as Datacenter name and click OK.
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3 Create the management cluster.

a

b

Right-click the SFO01 datacenter and click New Cluster.

In the New Cluster wizard, enter the following values and click OK.

Setting Value
Name SFO01-Mgmt01
DRS Turn ON Selected
Other DRS options Default values
vSphere HA  Turn ON Deselected
EVC Set EVC mode to the lowest available setting supported for the hosts in the
cluster
vSAN Turn ON Selected

Add disks to storage Manual

%] New Cluster 2 »

Marne |3FO01-Mgmt01
Lacation SFO01

~ DRS [ Turn ON
Automation Level | Fully automated | T |
Migration Threshold Consenvative ———="——— Agaressive

b vSphere HA ] Turn ON

b EWC [ Intel® "Sandy Bridge” Generation | -]

~ irtual SAN [ Turn ON

Add disks to storage 7
? | Manual | = |

All empty disks on the included hosts will be automatically claimed by
Virtual SAN.

Remote disks will notbe claimed in Automatic mode.

LEEmEiE #license must he assigned to the cluster in order to create disk

groups or consume disks automatically.

iy

oK || cancel ]

B sl

4 Add a host to the management cluster.

a

b

Right-click the SFO01-Mgmt01 cluster, and click Add Host.

On the Name and location page, enter mgmt@lesx01.sfo01.rainpole.local in the Host
name or IP address text box and click Next.

On the Connection settings page, enter the following credentials and click Next.

Setting Value
User name root
Password esxi_root_user_password

VMware, Inc.

32



Deployment for Region A

h

In the Security Alert dialog box, click Yes.
On the Host summary page, review the host information and click Next.

On the Assign license page, select the ESXi license key that you entered during the vCenter
Server deployment and click Next.

On the Lockdown mode page, click Next.
On the Resource pool page, click Next.

On the Ready to complete page, review your entries and click Finish.

5 Repeat the previous step for the three remaining hosts to add them to the management cluster.

Setting Value

Host 2 mgmt01esx02.sfo01.rainpole.local
Host 3 mgmt01esx03.sfo01.rainpole.local
Host 4 mgmt01esx04.sfo01.rainpole.local

6 Add an ESXi host to the active directory domain

a

In the Navigator, click Hosts and Clusters and expand the entire
mgmt01vc01.sfo01.rainpole.local tree.

Select the mgmt01esx01.sfo01.rainpole.local host.

Click the Configure tab.

Under System, select Authentication Services.

In the Authentication Services panel, click the Join Domain button.

In the Join Domain dialog box, enter the following settings and click OK.

Setting Value

Domain sfo01.rainpole.local

Using credentials Selected

User name ad_admin_acct@sfo01.rainpole.local
Password ad_admin_password

7 Set the Active Directory Service to Start and stop with host.

a

In the Navigator, click Hosts and Clusters and expand the entire
mgmt01esx01.sfo01.rainpole.local tree.

Select the mgmt01esx01.sfo01.rainpole.local host.
Click the Configure tab.

Under System, select Security Profile.
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e

f

Click the Edit button next to Services.

Select the Active Directory service and change the Startup Policy to Start and stop with
host and click OK.

8 Rename the vSAN datastore.

Select the SFO01-Mgmt01 cluster.
Click the Datastores tab.
Select vsanDatastore, and select Actions > Rename.

In the Datastore - Rename dialog box, enter SFOO1A-VSANO1-MGMTO1 as the datastore name,
and click OK.

Create a vSphere Distributed Switch for the Management Cluster
in Region A

After all ESXi hosts have been added to the clusters, create a vSphere Distributed Switch to handle the
traffic of the management applications in the SDDC. You must also create port groups to prepare your
environment to migrate the Platform Services Controller and vCenter Server instances to the distributed

switch.

Procedure

1 Log in to the Management vCenter Server by using the vSphere Web Client.

a

Open a Web browser and go
to https://mgmt01lvcO0l.sfo0l.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Create vSphere Distributed Virtual Switch.

In the Navigator, click Networking and expand the mgmt01vc01.sfo01.rainpole.local tree.

Right-click the SFO01 datacenter, and select Distributed Switch > New Distributed Switch to
start the New Distributed Switch wizard .

On the Name and location page, enter vDS-Mgmt as the name and click Next.

On the Select version page, ensure the Distributed switch: 6.5.0 radio button is selected and
click Next.
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e On the Edit settings page, enter the following values and click Next.

Setting Value
Number of uplinks 2

Network 1/0 Control Enabled
Create a default port group Deselected

f  On the Ready to complete page, review your entries and click Finish.

3 Edit the settings of the vDS-Mgmt distributed switch.

a Right-click the vDS-Mgmt distributed switch, and select Settings > Edit Settings.

b Click the Advanced tab.
¢ Enter 9000 as MTU (Bytes) value, and click OK.
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4  Create port groups in the vDS-Mgmt distributed switch for the management traffic types.

a Right-click the vDS-Mgmt distributed switch, and select Distributed Port Group > New
Distributed Port Group.

b Create port groups with the following settings and click Next.

Port Group Name Port Binding VLAN Type VLAN ID
vDS-Mgmt-Management Ephemeral - no binding VLAN 1611
vDS-Mgmt-vMotion Static binding VLAN 1612
vDS-Mgmt-VSAN Static binding VLAN 1613
vDS-Mgmt-NFS Static binding VLAN 1615
vDS-Mgmt-VR Static binding VLAN 1616
vDS-Mgmt-Ext-Management  Static binding VLAN 130
vDS-Mgmt-Uplink01 Static binding VLAN 2711
vDS-Mgmt-Uplink02 Static binding VLAN 2712

Note The port group for VXLAN traffic is automatically created later during the configuration of
the NSX Manager for the management cluster.

2, New Distributed Port Group 2 n

Configure settings
Set general properties of the new port group.

3 Readyto complete

+~ 1 Selectname and location

Port binding: Static binding v
Port allocation: Elastic v

© Eiastic port groups automatically increase or decrease the number of ports as needed

Number of ports: 8 =1

Network resource pool: (default) -
VLAN

VLAN type: WA v

VLAN ID: |2711|—T|
Advanced

[[] Customize default policies configuration

Back Next Cancel

¢ On the Ready to complete page, review your entries, and click Finish.

d Repeat this step for each port group.
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5 Change the port groups to use the Route Based on Physical NIC Load teaming algorithm.

a Right-click the vDS-Mgmt distributed switch and select Distributed Port Group > Manage
Distributed Port Groups.

b On the Select port group policies page, select Teaming and failover and click Next.
¢ Click the Select distributed port groups button, add all port groups and click Next.

d On the Teaming and failover page, select Route based on physical NIC load from the Load
balancing drop-down menu and click Next.

e Click Finish.

6 Connect the ESXi host, mgmt01esx01.sfo01.rainpole.local, to the vDS-Mgmt distributed switch by
migrating their VMkernel and virtual machine network adapters.

a Right-click the vDS-Mgmt distributed switch,and click Add and Manage Hosts.

b On the Select task page, select Add hosts and click Next.

¢ Onthe Select hosts page, click New hosts.

d Inthe Select new hosts dialog box, select mgmt01esx01.sfo01.rainpole.local and click OK.
e On the Select hosts page, click Next.

f  On the Select network adapter tasks page, ensure that Manage physical adapters
and Manage VMkernel adapters check boxes are selected, and click Next.

g On the Manage physical network adapters page, click vmnic1 and click Assign uplink.
h In the Select an Uplink for vmnic1 dialog box, select Uplink 1 and click OK.
i Onthe Manage physical network adapters page, click Next.
7 Configure the VMkernel network adapters, edit the existing, and add new adapters as needed.
a Onthe Manage VMkernel network adapters page, click vmkO0 and click Assign port group.
b Select vDS-Mgmt-Management and click OK.

¢ Onthe Manage VMkernel network adapters page, click On this switch and click New
adapter.

d Onthe Add Networking page, select Select an existing network, browse to select the vDS-
Mgmt-vSAN port group, click OK, and click Next.

e Onthe Port properties page, select the Virtual SAN check box and click Next.

f  On the IPv4 settings page, select Use static IPv4 settings, enter IP address
172.16.13.101, enter subnet 255.255.255.0, and click Next.

g Click Finish.
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j

Repeat steps 7c. - 7f. to create the remaining VMkernel network adapters.

Port Group Port Properties IPv4 Address Netmask

vDS-Mgmt-VR m  vSphere Replication traffic 172.16.16.101  255.255.255.0
m  vSphere Replication NFC traffic

vDS-Mgmt-NFS  N/A 172.16.15.101  255.255.255.0

On the Analyze impact page, click Next.

On the Ready to complete page, review your entries and click Finish.

8 Create the vMotion VMkernel adapter.

a

h

In the Navigator, click Host and Clusters and expand the mgmt01vc01.sfo01.rainpole.local
tree.

Click on mgmt01esx01.sfo01.rainpole.local.
Click the Configure tab then select VMkernel adapters.
Click the Add host networking icon and select VMkernel Netowrk Adapter and click Next.

On the Add Networking page, select Select an existing network, browse to select the vDS-
Mgmt-vMotion port group, click OK, and click Next.

On the Port properties page, select vMotion from the TCP/IP Stack drop-down and click Next.

On the IPv4 settings select Use static IPv4 settings enter IP address 172.16.12.101, enter
subnet 255.255.255.0, and click Next.

Click Finish.

9 Configure the MTU on the vMotion VMkernel adapter.

a
b

Cc

Select the vMotion VMkernel adapter created in the previous step, and click Edit Settings.
Click the NIC Settings page.
Enter 9000 for the MTU value and click OK.

10 Configure the vMotion TCP/IP stack.

a
b

Cc

Click TCP/IP configuration.
Select vMotion and click the edit icon.

Click on Routing and enter 172.16.12.253 for the default gateway and click OK.

11 Migrate the Management Platform Services Controller and vCenter Server instances from the
standard switch to the distributed switch.

a

In the Navigator, click Networking and expand the mgmt01vc01.sfo01.rainpole.local tree.

b Right-click the vDS-Mgmt distributed switch and click Migrate VM to Another Network.
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e

On the Select source and destination networks page, browse the following networks and click
Next.

Setting Value
Source network VM Network
Destination network vDS-Mgmt-Management

On the Select VMs to migrate page, select mgmt01psc01.sfo01.rainpole.local,
comp01psc01.sfo01.rainpole.local and mgmt01vc01.sfo01.rainpole.local, and click Next.

On the Ready to complete page, review your entries and click Finish.

12 Define Network I/O Control shares for the different traffic types on the vDS-Mgmt distributed switch.

a

Click the vDS-Mgmt distributed switch, click the Configure tab, and click Resource Allocation >
System traffic.

Under System Traffic, configure each of the following traffic types with the following values.

Traffic Type Physical adapter Shares
Virtual SAN Traffic High
NFS Traffic Low
vMotion Traffic Low
vSphere Replication (VR) Traffic Low
Management Traffic Normal
vSphere Data Protection Backup Low
Traffic

Virtual Machine Traffic High
Fault Tolerance Traffic Low
iSCSI Traffic Low

13 Migrate the last physical adapter from the standard switch to the vDS-Mgmt distributed switch.

a

b
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In the Navigator, click Networking and expand the SFO01 datacenter.

Right-click the vDS-Mgmt distributed switch and select Add and Manage Hosts.

On the Select task page, select Manage host networking, and click Next.

On the Select hosts page, click Attached hosts.

In the Select member hosts dialog box, select mgmt01esx01.sfo01.rainpole.local, and click OK.
On the Select hosts page, click Next.

On the Select network adapter tasks page, select Manage physical adapters only, and
click Next.

On the Manage physical network adapters page, select vmnic0, and click Assign uplink.

In the Select an Uplink for vmnic1 dialog box, select Uplink 2, and click OK, and click Next.
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j
k

On the Analyze Impact page, click Next.

On the Ready to complete page, click Finish.

14 Enable vSphere Distributed Switch Health Check.

a
b
c

d

In the Navigator, click Networking and expand the SFO01 datacenter.
Select the vDS-MGMT distributed switch and click the Configure tab.

In the Navigator select Health check and click the Edit button.

Select Enabled for VLAN and MTU and Teaming and failover and click OK.

15 Delete the vSphere Standard Switch.

a

In the Navigator, click on Hosts and Clusters and expand the
mgmt01vc01.sfo01.rainpole.local tree.

Click on mgmt01esx01.sfo01.rainpole.local and then click the Configure tab.

On the Configure page, select Virtual switches, choose vSwitch0, and then click on the
Remove selected switch icon.

In the Remove Standard Switch dialog box, click Yes to confirm the removal.

Set vSAN Storage Policy in Region A

This step is to set the vSAN storage policy for the Platform Services Controller and vCenter Server
appliances.

Procedure

1 Log in to the Management vCenter Server by using the vSphere Web Client.

a

Open a Web browser and go
to https://mgmt01lvcO0l.sfo0l.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Reset the vSAN Storage Policy to default for the ESXi host that is used for bootstrap.

a

b

Open an SSH connection to the ESXi host mgmt0@lesx01.sfo0l.rainpole.local.

Log in using the following credentials.

Setting Value
User name  root

Password esxi_root_user_password

VMware, Inc. 40



Deployment for Region A

¢ Run the following command to determine the current vSAN storage policy.

esxcli vsan policy getdefault

ragrat0le

d Modify the default vSAN storage policy to force provisioning of vSAN datastore.

esxcli vsan policy setdefault -c vdisk -p "((\"hostFailuresToTolerate\" il))"
esxcli vsan policy setdefault -c vmnamespace -p "((\"hostFailuresToTolerate\" il))"

esxcli vsan policy getdefault

Create VSAN Disk Groups for the Management Cluster in Region A

vSAN disk groups must be created on each host that is contributing storage to the vSAN datastore.

Procedure
1 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc0l.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Inthe Navigator, select Hosts and Clusters and expand the mgmt01vc01.sfo01.rainpole.local

tree.
3 Click on the SFO01-Mgmt01 cluster and click the Configure tab.
4 Under Virtual SAN, click Disk Management.

5 Click on mgmt01esx02.sfo01.rainpole.local and click on the Create a New Disk Group button.
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In the Create Disk Group window, select a flash disk for the cache tier, two hard disk drives for the
capacity tier and click OK.

Repeat steps 5 and 6 for mgmt01esx03.sfo01.rainpole.local and
mgmt01esx04.sfo01.rainpole.local.

Assign a license to vSAN.
a Right Click the SFO01-Mgmt01 cluster and select Assign License.

b Inthe SFO01-Mgmt01 - Assign License window select the previously added VSAN License
and click OK.

Enable vSphere HA on the Management Cluster in Region A

After vSphere vSphere Distributed Switch has been created and connected with all hosts, enable
vSphere HA on the cluster.

Procedure

1

o a A~ W

Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

In the Navigator, click Host and Clusters.

a Expand the mgmt01vc01.sfo01.rainpole.local inventory.

b Select the SFO01-Mgmt01 cluster.

Click the Configure tab and click vSphere Availability.

Click Edit.

In the Edit Cluster Settings dialog box, select the Turn on vSphere HA check box.

Under Virtual Machine Monitoring, under Failures and Responses, select the following values:

Setting Value

Enable Host Monitoring Selected

Host Failure Response Restart VMs

Response for Host Isolation Power off and restart VMs
Datastore with PDL Disabled

Datastore with APD Disabled

VM Monitoring VM Monitoring Only
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7 Click Admission Control.

8 Under Admission Control enter the following settings.

Setting Value

Host failures cluster tolerates 1

Define host failover capacity by Cluster resource percentage
Override calculated failover capacity Deselected

Performance degradation VMs tolerate  100%

9 Click OK.

Change Advanced Options on the ESXi Hosts in the Management
Cluster in Region A

Change the default ESX Admins group to achieve greater levels of security and enable vSAN to provision
the Virtual Machine Swap files as thin to save space in the vSAN datastore.

Procedure

1 Log in to the Management vCenter Server by using the vSphere Web Client.

a

Open a Web browser and go
to https://mgmt01lvc0l.sfo0l.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Change the default ESX Admins group.

In the Navigator, click Hosts and Clusters.

Expand the entire mgmt01vc01.sfo01.rainpole.local vCenter inventory tree, and select the
mgmt01esx01.sfo01.rainpole.local host.

Click the Configure tab, click System > Advanced System Settings.
Click the Edit button.
In the filter box, enter esxAdmins and wait for the search results.

Change the value of Config.HostAgent.plugins.hostsvc.esxAdminsGroup to SDDC-Admins
and click OK.

3 Provision Virtual Machine swap files on vSAN as thin.

a

b

In the Navigator, click Hosts and Clusters.

Expand the entire mgmt01vc01.sfo01.rainpole.local vCenter inventory tree, and select the
mgmt01esx01.sfo01.rainpole.local host.
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Click the Configure tab, click System > Advanced System Settings.
Click the Edit button.
In the filter box, enter vsan. swap and wait for the search results.

Change the value of VSAN.SwapThickProvisionDisabled to 1 and click OK.

4 Disable the SSH warning banner.

In the Navigator, click Hosts and Clusters.

Expand the entire mgmt01vc01.sfo01.rainpole.local vCenter inventory tree, and select the
mgmt01esx01.sfo01.rainpole.local host.

Click the Configure tab, click System > Advanced System Settings.
Click the Edit button.
In the filter box, enter ssh and wait for the search results.

Change the value of UserVars.SuppressShellWarning to 1 and click OK.

Mount NFS Storage for the Management Cluster in Region A

You must mount an NFS datastore where vSphere Data Protection will later be deployed.

Procedure

1 Login to the Management vCenter Server by using the vSphere Web Client.

a

a A WO DN

Open a Web browser and go
to https://mgmt01lvcO0l.sfo0l.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

In the Navigator, click Host and Clusters and expand the mgmt01vc01.sfo01.rainpole.local tree.
Click on mgmt01esx01.sfo01.rainpole.local.
Click on Datastores.

Click the Create a New Datastore icon.

The New Datastore wizard opens.

6 On the Type page, select NFS and click Next.

7 On the Select NFS version page, select NFS 3 and click Next.
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8 On the Name and configuration page, enter the following datastore information and click Next.

Setting Value

Datastore Name SFO01A-NFS01-VDPO1

Folder /V2D_vDP_MgmtA _4TB

Server 172.16.15.251

Create and Apply the Host Profile for the Management Cluster in
Region A

Host Profiles ensure all hosts in the cluster have the same configuration.

Procedure

1 Log in to the Management vCenter Server by using the vSphere Web Client.

a

Open a Web browser and go
to https://mgmt01vcO0l.sfo0l.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Create a Host Profile from mgmt01esx01.sfo01.rainpole.local.

a

d

In the Navigator, select Hosts and Clusters and expand the mgmt01vc01.sfo01.rainpole.local
tree.

Right-click mgmt01esx01.sfo01.rainpole.local and choose Host Profiles > Extract Host
Profile.

In the Extract Host Profile window, enter SFO01-Mgmt01 as the name of the host profile and
click Next.

On the Ready to complete page, click Finish.

3 Attach the Host Profile to the management cluster.

a

In the Navigator, select Hosts and Clusters and expand the mgmt01vc01.sfo01.rainpole.local
tree.

Right-click the SFO01-Mgmt01 cluster, and choose Host Profiles > Attach Host Profile.

In the Attach Host Profile window, click SFO01-Mgmt01, select the Skip Host Customization
box, and click Finish.
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4  Create Host Customizations for the hosts in the management cluster.
a Click on the Home icon and choose Policies and Profiles from the drop down menu.
b In the Navigator, click Host Profiles.

¢ Right-click SFO01-Mgmt01 and choose Export Host Customizations. Click Save.

d Choose a safe place to store the SFO01-Mgmt01_host_customizations.csv that is generated.

e Open the file with Excel.
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Edit the Excel file to include the following values.

ESXi Host

mgmt01esx01.sfo01.
mgmt01esx02.sfo01.
mgmt01esx03.sfo01.

mgmt01esx04.sfo01.

rainpole.local
rainpole.local
rainpole.local

rainpole.local

Active Directory
Configuration
Username

Password
ad_admin_password
ad_admin_password

ad_admin_password

ad_admin_password

Active Directory Configuration

ad_admin_acct@sfo01.rainpole.local
ad_admin_acct@sfo01.rainpole.local
ad_admin_acct@sfo01.rainpole.local

ad_admin_acct@sfo01.rainpole.local

NetStack Instance
defaultTcpipStack-
>DNS
configuration

Name for this host
mgmt01esx01
mgmt01esx02
mgmt01esx03

mgmt01esx04

ESXi Host

mgmt01esx01.sfo01.
mgmt01esx02.sfo01.
mgmt01esx03.sfo01.

mgmt01esx04.sfo01.

rainpole.local
rainpole.local
rainpole.local

rainpole.local

Host virtual NIC vDS-Mgmt:vDS-Mgmt-
Management:management->IP
address settings Host IPv4 address

172.16.11.101
172.16.11.102
172.16.11.103

172.16.11.104

Host virtual NIC vDS-Mgmt:vDS-
Mgmt-Management:management->IP
address settings SubnetMask

255.255.255.0
255.255.255.0
255.255.255.0

255.255.255.0

ESXi Host

mgmt01esx01.sfo01.
mgmt01esx02.sfo01.
mgmt01esx03.sfo01.

mgmt01esx04.sfo01.

rainpole.local
rainpole.local
rainpole.local

rainpole.local

Host virtual NIC vDS-Mgmt:vDS-
Mgmt-NFS:<UNRESOLVED>->IP
address settings Host IPv4
address

172.16.15.101
172.16.15.102
172.16.15.103

172.16.15.104

Host virtual NIC vDS-Mgmt:vDS-Mgmt-
NFS:<UNRESOLVED>->IP address
settingsSubnetMask

255.255.255.0
255.255.255.0
255.255.255.0

255.255.255.0

ESXi Host

mgmt01esx01.sfo01.
mgmt01esx02.sfo01.
mgmt01esx03.sfo01.

mgmt01esx04.sfo01.

rainpole.local
rainpole.local
rainpole.local

rainpole.local

Host virtual NIC vDS-Mgmt:vDS-Mgmt-

VR:vSphereReplication,vSphereReplicationNFC-

>|P address settingsHost IPv4 address
172.16.16.101
172.16.16.102
172.16.16.103

172.16.16.104

Host virtual NIC vDS-Mgmt:vDS-Mgmt-

VR:vSphereReplication,vSphereReplicationh

>|P address settingsSubnetMask

255.255.255.0

255.255.255.0

255.255.255.0

255.255.255.0

ESXi Host
mgmt01esx01.sfo01.

mgmt01esx02.sfo01.

VMware, Inc.

rainpole.local

rainpole.local

Host virtual NIC vDS-Mgmt:vDS-Mgmt-
VSAN:vsan->IP address settings Host
IPv4 address

172.16.13.101

172.16.13.102

Host virtual NIC vDS-Mgmt:vDS-
Mgmt-VSAN:vsan->IP address
settings SubnetMask

255.255.255.0

255.255.255.0
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Host virtual NIC vDS-Mgmt:vDS-Mgmt-  Host virtual NIC vDS-Mgmt:vDS-
VSAN:vsan->IP address settings Host Mgmt-VSAN:vsan->IP address

ESXi Host IPv4 address settings SubnetMask
mgmt01esx03.sfo01.rainpole.local 172.16.13.103 255.255.255.0
mgmt01esx04.sfo01.rainpole.local 172.16.13.104 255.255.255.0

Host virtual NIC vDS-Mgmt:vDS-Mgmt-  Host virtual NIC vDS-Mgmt:vDS-
vMotion:vmotion->IP address settings Mgmt-vMotion:vmotion->IP address

ESXi Host Host IPv4 address settings SubnetMask
mgmt01esx01.sfo01.rainpole.local 172.16.12.101 255.255.255.0
mgmt01esx02.sfo01.rainpole.local 172.16.12.102 255.255.255.0
mgmt01esx03.sfo01.rainpole.local 172.16.12.103 255.255.255.0
mgmt01esx04.sfo01.rainpole.local 172.16.12.104 255.255.255.0

When you have updated the Excel file, save it in the CSV file format and close Excel.
Click the Configure tab.

Click the Edit Host Customizations button.

On the Select hosts page, click Next.

On the Customize hosts page, click the Browse button to find the customization CSV file where
it was stored, and then click Finish.

5 Remediate the hosts in the management cluster.

a

On the Policies and Profiles page, click SFO01-Mgmt01, click the Monitor tab, and then click
the Compliance tab.

Click SFO01-Mgmt01 in the Host/Cluster column and click Check Host Profile Compliance.
This compliance test will show that the first host is Compliant, but the other hosts are Not
Compliant.

Click on each of the non-compliant hosts, click Remediate Hosts Based on its Host Profile,
and then click Finish on the wizard that appears.

All hosts should show a Compliant status in the Host Compliance column.

6 Schedule nightly compliance checks.

a

On the Policies and Profiles page, click SFO01-Mgmt01, click the Monitor tab, and then click
the Scheduled Tasks subtab.

Click Schedule a New Task then click Check Host Profile Compliance.
In the Check Host Profile Compliance (scheduled) window click Scheduling Options.
Enter SFO01-Mgmt01 Complance Check in the Task Name field.

Click the Change button on the Configured Scheduler line.
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f In the Configure Scheduler window select Setup a recurring schedule for this action and
change the Start time to 10:00 PM and click OK.

g Click OK in the Check Host Profile Compliance (scheduled) window.

Set vSAN Policy on Management Virtual Machines in Region A

After you apply the host profile to all of the hosts, set the storage policy of the Management Virtual
Machines to the vSAN Default Storage Policy.

Set the Platform Services Controller and vCenter Server appliances to the default vSAN storage policy.

Procedure
1 Login to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcO0l.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

In the Navigator, click Hosts and Clusters.
Expand the mgmt01vc01.sfo01.rainpole.local tree.
Select the mgmt01psc01 virtual machine.

Click the Configure tab, click Policies, and click Edit VM Storage Policies.

o g h~h W0 N

In the mgmt01psc01:Manage VM Storage Policies dialog box, from the VM storage policy drop
down menu, select Virtual SAN Default Storage Policy, and click Apply to all.

~

Click OK to apply the changes.
8 Verify that the Compliance Status column shows a Compliant status for all items in the table.

9 Repeat this step to apply the Virtual SAN Default Storage Policy on comp01psc01 and mgmt01vc01
virtual machines.
Create the VM and Template Folders in Region A

Create folders to group objects of the same type for easier management.

You repeat this procedure eight times to create all of the management application folders listed in the
following table.

VMware, Inc. 49



Deployment for Region A

Table 2-4. Folders for the Management Applications in Region A

Management Applications Folder
vCenter Server and Platform Services Controllers MGMTO1
vRealize Automation, vRealize Orchestrator, and vRealize Business VvRAO1

vRealize Automation (Proxy Agent) and vRealize Business (Data Collector) = vRAO1IAS

vRealize Operations Manager VvROps01
vRealize Operations Manager (Remote Collectors) vROpsO01RC
vRealize Log Insight VRLIO1

NSX Manager, Controllers, and Edges NSX01
VMware Site Recovery Manger and vSphere Data Protection BCDRO1
Procedure

1 Log in to the Management vCenter Server by using the vSphere Web Client.

a

Open a Web browser and go
to https://mgmt01lvcO0l.sfo0l.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Create folders for each of the management applications.

e

3 Move the vCenter Server and Platform Services Controller virtual machines to the MGMTO1 folder.

In the Navigator, click VMs and Templates.

Expand the mgmt01vc01.sfo01.rainpole.local control tree.

Right-click the SFO01 data center, and select New Folder > New VM and Template Folder.

In the New Folder dialog box enter MGMTO1 as the name to label the folder and click OK.

Repeat this step to create the remaining folders.

In the Navigator, click VMs and Templates.
Expand the mgmt01vc01.sfo01.rainpole.local tree.
Expand the Discovered Virtual Machines folder.

Drag mgmt01vc01, mgmt01psc01, and comp01psc01 to the MGMTO1 folder.
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4 Delete the Discovered Virtual Machines folder.
a Inthe Navigator, click VMs and Templates.
b Expand the mgmt01vc01.sfo01.rainpole.local tree.

¢ Right-click the Discovered Virtual Machines folder and choose Remove from Inventory.

Create Anti-Affinity Rules for the Platform Services Controller in
Region A

Anti-Affinity rules prevent virtual machines from running on the same host. This helps to maintain
redundancy in the event of host failures.

Procedure
1 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01vc0l.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 In the Navigator, select Hosts and Clusters and expand the mgmt01vc01.sfo01.rainpole.local
control tree.

3 Select the SFO01-Mgmt01 cluster and click the Configure tab.
4 On the Configure page, click VM/Host Rules.
5 On the VM/Host Rules page, click the Add button to create a new VM/Hosts Rule.

6 In the Create VM/Host Rule dialog, enter anti-affinity-rule-psc in the Name field, ensure the
Enable rule checkbox is selected, select Separate Virtual Machines from the Type drop down
menu, and click the Add button.

7 In the Add Rule Member dialog, select mgmt01psc01 and comp01psc01 and click OK.
8 Click OK to create the rule.

Create VM Groups to Define Startup Order in the Management
Cluster in Region A

VM Groups allow you to define the startup order of virtual machines. Startup orders are used during
vSphere HA events such that vSphere HA powers on virtual machines in the correct order.
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Procedure

1 Log in to the Management vCenter Server by using the vSphere Web Client.

a

Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Inthe Navigator, select Host and Clusters and expand the mgmt01vc01.sfo01.rainpole.local tree.

3 Create a VM Group for the Platform Services Controllers.

a

b

Select the SFO01-Mgmt01 cluster and click the Configure tab.
On the Configure page, click VM/Host Groups.
On the VM/Host Groups page, click the Add button.

In the Create VM/Host Group dialog, enter Platform Services Controllers in the Name
field, select VM Group from the Type drop down, and click the Add button.

In the Add VM/Host Group Member dialog, select mgmt01psc01 and comp01psc01 and click
OK.

4 Create a VM Group for the vCenter Server virtual machine.

a

b

e

Select the SFO01-Mgmt01 cluster and click the Configure tab.
On the Configure page, click VM/Host Groups.
On the VM/Host Groups page, click the Add button.

In the Create VM/Host Group dialog, enter vCenter Servers in the Name field, select VM
Group from the Type drop down, and click the Add button.

In the Add VM/Host Group Member dialog, select mgmt01vc01 and click OK.

5 Create a Rule to power on the Platform Services Controllers followed by the vCenter Servers.

a

b

Select the SFO01-Mgmt01 cluster and click the Configure tab.
On the Configure page, click VM/Host Rules.
On the VM/Host Rules page, click the Add button.

In the Create VM/Host Rule dialog, enter SDDC Management Virtual Machines in the Name
field, ensure the Enable rule check box is selected, select Virtual Machines to Virtual
Machines from the Type drop down.

Select Platform Services Controllers from the First restart VMs in VM group drop down.

Select vCenter Servers from the Then restart VMs in VM group and click OK.
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Deploy and Configure the Management Cluster NSX
Instance in Region A

This design uses two separate NSX instances per region. One instance is tied to the Management
vCenter Server, and the other instance is tied to the Compute vCenter Server. Deploy and configure the
NSX instance for the management cluster in Region A.

Procedure

1 Deploy the NSX Manager for the Management Cluster NSX Instance in Region A
For this implementation NSX Manager and vCenter Server have a one-to-one relationship. For every
instance of NSX Manager, there is one connected vCenter Server.

2 Deploy the NSX Controllers for the Management Cluster NSX Instance in Region A
After the NSX Manager is successfully connected to the Management vCenter Server, you must
promote it to the primary role and deploy the three NSX Controller nodes that form the NSX
Controller cluster.

3 Prepare the ESXi Hosts in the Management Cluster for NSX in Region A
You must install the NSX kernel modules on the management cluster ESXi hosts to be able to use
NSX.

4 Configure the NSX Logical Network for the Management Cluster in Region A

After all the deployment tasks are ready, you must configure the NSX logical network.

5 Update the Host Profile for the Management Cluster in Region A
When an authorized change is made to a host, the Host Profile must be updated to reflect the
changes.

6 Deploy the Platform Services Controllers Load Balancer in Region A
You configure load balancing for all services and components related to Platform Services
Controllers (PSC) using an NSX Edge load balancer.

7 Configure NSX Dynamic Routing in the Management Cluster in Region A

NSX for vSphere creates a network virtualization layer on top of which all virtual networks are
created. This layer is an abstraction between the physical and virtual networks. You configure NSX
dynamic routing within the management cluster, deploying two NSX Edge devices and a Universal
Distributed Logical Router (UDLR).

8 Distributed Firewall Configuration for Management Applications
Configuring a distributed firewall for use with your SDDC increases the security level of your
environment by allowing only the network traffic that is required for the SDDC to run. The firewall
rules you define allow access to management applications.

9 Test the Management Cluster NSX Configuration in Region A

Test the configuration of the NSX logical network using a ping test. A ping test checks if two hosts in
a network can reach each other.
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10 Deploy Application Virtual Networks in Region A

Deploy the application virtual networks.

11 Deploy the NSX Load Balancer in Region A

Deploy a load balancer for use by management applications connected to the AVN, Mgmt-
xRegionO@1-VXLAN.

Deploy the NSX Manager for the Management Cluster NSX
Instance in Region A

For this implementation NSX Manager and vCenter Server have a one-to-one relationship. For every
instance of NSX Manager, there is one connected vCenter Server.

First assign a domain service account that NSX uses to the vCenter Server Administrator role. After that
deploy the NSX Manager virtual appliance for the management cluster. After the NSX Manager is
deployed connect it to the Management vCenter Server instance.

Procedure
1 Assign an NSX Domain Service Account and Deploy the NSX Manager Appliance in Region A
Assign a domain service account for use by NSX to access the vCenter Server Administrator role.

2 Connect NSX Manager to the Management vCenter Server in Region A

After you deploy the NSX Manager virtual appliance for the management cluster, you connect the
NSX Manager to the Management vCenter Server.

3 Assign Administrative Access to NSX in Region A

Assign the administrator@vsphere.local account access to NSX.

Assign an NSX Domain Service Account and Deploy the NSX Manager
Appliance in Region A

Assign a domain service account for use by NSX to access the vCenter Server Administrator role.
Procedure
1 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc0l.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Inthe Navigator, click Administration and click Global Permissions.
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3 Click the Add icon.

vmware' vSphere Web Client =

Navigator X Glovalpemissions

wanoge |

ﬁ 7 %
£ VSPHERE LOCALIministalos Adninistator
& VSPHERELOCAL Read-only

& VSPHERELOC) fnSion-0c089009-2898-425+-ac68-067057bc330 Administator
& VSPHERELOG/ ator Administator
& VSPHERELOCALWp1G-0c099009-2698-425¢-2c68-06c70570c33d Adminitator

4 In the Global Permission Root - Add Permission dialog box, click Add.
5 In the Select Users/Groups dialog box, select rainpole.local from the Domain drop-down menu.
6 In the search box, enter svc—nsxmanager and press Enter.
7 Select sve-nsxmanager and click Add.
Select UsersiGroups
Select users from the list or type names in the Users text box. Click Check names to
validate your entries against the directory.
Domain: | rainpole.local | vl|
Users and Groups
|. Show Users First |v| |. Q, svc-nsxmanager
User/Group 2 a/ Description/Full name
& SVC-nsxmanager SVC-NsXmanager
Add
Users: |rainpoIe.local‘.svc—nsxmanager |
Groups: | |
Separate multiple names with semicolons | check names
OK ] [ Cancel ]
8 Click OK.

9 Inthe Global Permission Root - Add Permission dialog box, select Administrator as the
Assigned Role and select the Propagate to children check box.

10 Click OK.

11 In the Navigator, expand the entire mgmt01vc01.sfo01.rainpole.local tree control.
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12

13

14

15

16
17
18

19

20

Right-click the SFO01-Mgmt01 cluster and click Deploy OVF Template.

vmware: vSphere Web Client  #=

Navigator X | [ momt01ve0t.sto0trainpoledocal  Fy 71 T g | ghActions ~

4 Back Summary | Monitor  Configure Permissions Datacenters Hosts & Clusters  VMs
A ah
D £ a8 g mgmilivc04.sfold.rampole.local

! mgmidivcd1 sfol1 rainpole local [ " Virtual Machines: 3
» 15 SFO01 - Hosts: 4
a -

« [ SFO01-Mgmina .
f‘_mgmmmé ] Actions - SFO01-Mgmi1
T

@mamtotes 4 Add Host...

@ mamtdtes & Move Hosts into Cluster..

imgmm‘lea New Virlual Machine 3
(a comp01ps New vApp rE
(Gimamt01ps §9 New Resource Pool... O | = Version Information

On the Select template page, click the Browse button, select the VMware NSX Manager .ova file
and click Next.

On the Select name and location page, enter the following settings, and click Next.

Setting Value
Name mgmt01nsxmO01

Datacenter or folder NSXO01

On the Select a resource page, select the following values, and click Next.

Setting Value

Cluster  SFO01-Mgmt01

On the Review details page, review the extra configuration option check box, and click Next.
On the Accept License Agreements page, click Accept, and click Next.

On the Select storage page, enter the following settings and click Next.

Setting Value
VM storage policy vSAN Default Storage Policy
Datastore SFO01A-VSANO1-MGMTO1

On the Select networks page, under Destination Network, select vDS-Mgmt-Management and
click Next.

On the Customize template page, expand the different options, enter the following settings, and
click Next.

Setting Value

DNS Server List 172.16.11.5,172.16.11.4

Domain Search List sfo01.rainpole.local

Default IPv4 Gateway 172.16.11.253

Hostname mgmt01nsxm01.sfo01.rainpole.local
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Setting

Network 1 IPv4 Address
Network 1 Netmask
Enable SSH

NTP Server List

CLI "admin" User Password / enter
CLI "admin" User Password / confirm
CLI Privilege Mode Password / enter

CLI Privilege Mode Password / confirm

Value
172.16.11.65
255.255.255.0
Selected

= ntp.sfo01.rainpole.local

= ntp.lax01.rainpole.local
mgmtnsx_admin_password
mgmtnsx_admin_password
mgmtnsx_priviledge _password

mgmtnsx_priviledge _password

21 On the Ready to complete page, click Finish.

22 In the Navigator, expand the entire mgmt01vc01.sfo01.rainpole.local tree, select the

mgmt01nsxm01 VM, and click the Power on button.

Connect NSX Manager to the Management vCenter Server in Region A

After you deploy the NSX Manager virtual appliance for the management cluster, you connect the NSX

Manager to the Management vCenter Server.

Procedure

1 Log in to the Management NSX Manager appliance user interface.

a Open a Web browser and go to https://mgmt01lnsxm01.sfo0l.rainpole.local.

b Log in using the following credentials.

Setting Value

User name admin

Password  nsx_manager_admin_password

2 Click Manage vCenter Registration.

3 Under Lookup Service, click Edit.

4 In the Lookup Service dialog box, enter the following settings and click OK.

Setting Value
Lookup Service IP sfo01psc01.sfo01.rainpole.local
Lookup Service Port 443

SSO Administrator User Name administrator@vsphere.local

Password vsphere_admin_password

5 In the Trust Certificate? dialog box, click Yes.

6 Under vCenter Server, click Edit.
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7 Inthe vCenter Server dialog box, enter the following settings, and click OK.

Setting Value
vCenter Server mgmt01vc01.sfo01.rainpole.local
vCenter User Name  svc-nsxmanager@rainpole.local

Password svec-nsxmanager_password

8 Inthe Trust Certificate? dialog box, click Yes.

9 Wait for the Status indicators for the Lookup Service and vCenter Server to change to the Connected
status.

Assign Administrative Access to NSX in Region A

Assign the administrator@vsphere.local account access to NSX.

Procedure

1 Log out from the Management vCenter Server session in the vSphere Web Client.
2 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go to
https://mgmt0lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name svc-nsxmanager@rainpole.local
Password svc-nsxmanager_password

In the Navigator, click Networking & Security and click NSX Managers.
Under NSX Managers, click the 172.16.11.65 instance.

Click the Manage tab and click Users.

Click the Add icon.

N o a A~ w

On the Identify User page, select the Specify a vCenter user radio button,
enter administrator@vsphere.local in the text box, and click Next.

8 On the Select Roles page, select the Enterprise Administrator radio button and click Finish.

Deploy the NSX Controllers for the Management Cluster NSX
Instance in Region A

After the NSX Manager is successfully connected to the Management vCenter Server, you must promote
it to the primary role and deploy the three NSX Controller nodes that form the NSX Controller cluster.

You must deploy every node only after the previous one is successfully deployed.
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Procedure

1

Log in to vCenter Server by using the vSphere Web Client.

a

Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

Promote the NSX Manager to the primary role.

a

b

e

Under Inventories, click Networking & Security.
In the Navigator, click Installation.
On the Management tab, select the 172.16.11.65 instance.

Click the Actions menu and click Assign Primary Role.

Installation

Management HostPreparation Logical Network Preparation  Service Deployments

NSXManagers
&4 Actions
Assign |jyimary Role te Wers
iy -
Updale Controller State 172161165 (7 mgmt0 1vc01 57001 rainpole local 6.3.0 4556899

P Addmss

In the Assign Primary Role confirmation dialog box, click Yes.

Configure an IP pool for the NSX Controller cluster.

In the Navigator, click NSX Managers.
Under NSX Managers, click the 172.16.11.65 instance.

Click the Manage tab, click Grouping Objects, click IP Pools, and click the Add New IP
Pool icon.

In the Add Static IP Pool dialog box, enter the following settings and click OK.

Setting Value
Name Mgmt01-NSXCO01
Gateway 172.16.11.253

Prefix Length 24

Primary DNS 172.16.11.5
Secondary DNS  172.16.11.4

DNS Suffix sfo01.rainpole.local

Static IP Pool 172.16.11.118-172.16.11.120
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4 Deploy the NSX Controller cluster.

a

b

In the Navigator, click Networking & Security to go back, and click Installation.

Under NSX Controller nodes, click the Add icon to deploy three NSX Controller nodes with the
same configuration.

In the Add Controller page, enter the following settings and click OK.

You configure a password only during the deployment of the first controller. The other controllers
will use the same password.

Setting Value

Name nsx-controller-mgmt-01
NSX Manager 172.16.11.65
Datacenter SFOO01

Cluster/Resource Pool SFO01-Mgmt01

Datastore SFO01A-VSANO1-MGMTO01
Folder NSX01

Connected To vDS-Mgmt-Management

IP Pool Mgmt01-NSXCO01

Password mgmtnsx_controllers_password
Confirm Password mgmtnsx_controllers_password

After the Status of the controller node changes to Connected, repeat the step and deploy the two
remaining NSX Controller nodes in the controller cluster with the same configuration.

5 Configure DRS affinity rules for the NSX Controller nodes.

a

b

Go back to the Home page.

In the Navigator, click Hosts and Clusters, and expand the
mgmt01vc01.sfo01.rainpole.local tree control.

Select the SFO01-Mgmt01 cluster, and click the Configure tab.
Under Configuration, click VM/Host Rules.
Click Add.

In the SFO01-Mgmt01 - Create VM/Host Rule dialog box, enter the following settings and click
Add.

Setting Value
Name anti-affinity-rule-nsxcontrollers
Enable rule  Selected

Type Separate Virtual Machine
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g Inthe Add Rule Member dialog box, select the check box next to each of the three NSX
Controller virtual machines and click OK.

h Inthe SFO01-Mgmt01 - Create VM/Host Rule dialog box, click OK.

Prepare the ESXi Hosts in the Management Cluster for NSX in
Region A

You must install the NSX kernel modules on the management cluster ESXi hosts to be able to use NSX.

NSX kernel modules packaged in VIB files run within the hypervisor kernel and provide services such as
distributed routing, distributed firewall, and VXLAN bridging capabilities.

Procedure
1 Login to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc0l.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Install the NSX kernel modules on the management cluster ESXi hosts.
a Inthe Navigator, click Networking & Security.
b Click Installation, and click the Host Preparation tab.
¢ Select172.16.11.65 from the NSX Manager drop-down menu.

d Under Installation Status, click Install for the SFO01-Mgmt01 cluster and click Yes in the
confirmation dialog box.

3 Verify that the Installation Status column displays the NSX version for all hosts in the cluster,
confirming that the NSX kernel modules are successfully installed.

Installation

Management | Host Preparation | Logical Metwork Preparation  Senvice Deployments

NSXManager: | 172.16.11.65 (Role: Primary) |-

N SX Component Installation on Hosts

45§ Actions
ters & Hosts nstalation Stetus Firews
¥ [ SFOD1-Mgmid1  5.3.0.4556899 w Enabled
E mgmtd1esx01.sfo0 1. rainpole.local + 5.3.0.4556809 « Enabled
E] mgmidies=03.sfod 1 rainpole local v B 3&4555899 + Enabled
Q mami01esx02 sfo01 rainpole local + 6.3.0.4556899 ~* Enablad
Q mgmildiesx04.s5fol1 rainpole local + 6.3.0.4556899 « Enabled
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Configure the NSX Logical Network for the Management Cluster
in Region A

After all the deployment tasks are ready, you must configure the NSX logical network.
To configure the NSX logical network, you perform the following tasks:

= Configure the Segment ID allocation.

m  Configure the VXLAN networking.

= Configure the transport zone.

Procedure
1 Login to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcO0l.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Configure the Segment ID allocation.
a Inthe Navigator, click Networking & Security.
b Click Installation, click Logical Network Preparation, and click Segment ID.
c Select 172.16.11.65 from the NSX Manager drop-down menu.

d Click Edit, enter the following settings, and click OK.

Setting Value

Segment ID pool 5000-5200

Enable Multicast addressing Selected

Multicast addresses 239.1.0.0-239.1.255.255
Universal Segment ID Pool 30000-39000

Enable Universal Multicast addressing  Selected

Universal Multicast addresses 239.2.0.0-239.2.255.255
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3 Configure the VXLAN networking.
a Click the Host Preparation tab.

b  Under VXLAN, click Not Configured on the SFO01-Mgmt01 row, enter the following settings,

and click OK.

Setting Value
Switch vDS-Mgmt
VLAN 1614
MTU 9000

VMKNic IP Addressing Use DHCP
VMKNic Teaming Policy Load Balance - SRCID
VTEP 2

4  Configure the transport zone.

a On the Installation page, click the Logical Network Preparation tab and click Transport
Zones.

b Select 172.16.11.65 from the NSX Manager drop-down menu.
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¢ Click the Add New Transport zone icon.

d Inthe New Transport Zone dialog box, enter the following settings and click OK.

Setting

Mark this object for Universal Synchronization
Name

Replication mode

Select clusters that will be part of the Transport Zone

Value

Selected

Mgmt Universal Transport Zone
Hybrid

SFO01-Mgmt01

== New Transport Zone L
[# Mark this object for Universal Synchronization
MName |‘.‘g|‘1: Universal Transport Zone
Descrption:
Replicaton mode: () Multicast
() Unicast
(=) Hybrid
Select clusters that will be part of the Transport Zone
i NSX wSwilet Status
M [P SFo01-mMgmiot o= vDs-Mgmt © Normal
| [%OK Cancel |

Update the Host Profile for the Management Cluster in Region A

When an authorized change is made to a host, the Host Profile must be updated to reflect the changes.

Procedure

1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go

to https://mgmt01vcOl.sfo0l1.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value

User name administrator@vsphere.local

Password vsphere_admin_password
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2 Update the Host Profile to the management cluster.

a Inthe Navigator, select Policies and Profiles.
b Click Host Profiles, right click SFO01-Mgmt01, and select Copy Settings from Host.

¢ Select mgmt01esx01.sfo01.rainpole.local, click Ok.

3 Verify compliance for the hosts in the management cluster.

a Click the Monitor tab and click Compliance.
b Select SFO01-Mgmt01 and click the Host Profile Compliance button.

All hosts should display a Host Compliance status of Compliant.

[z sFoo1-mamto1 0 [o &5 €5 B3 | {ghActons ~
Summary | Monitor | Configure Hosts

TR—————
Issues ‘ Scheduled Tasks Compllance]

Host/Cluster Host Compliance Last Chedked

v i:p SFO01-Mgmt01 v 4 11/16/2016 10:00 PM
[1 mgmt01esx01.sfo01.rainpole... ' Compliant 11/17/2016 7:28 AM
mgmt01esx02.sfo01.rainpole.. « Compliant 11/17/2016 7:29 AM
@ mgmt01esx03.sfo01.rainpole... + Compliant 11/17/2016 7:30 AM
E‘.} mgmt01esx04.sfo01.rainpole.. + Compliant 11/17/2016 7:30 AM

Deploy the Platform Services Controllers Load Balancer in Region

A

You configure load balancing for all services and components related to Platform Services Controllers
(PSC) using an NSX Edge load balancer.

Procedure

1

Deploy the Platform Services Controller NSX Load Balancer in Region A

The first step in deploying load balancing for the Platform Services Controller is to deploy the edge
services gateway.

Create Platform Services Controller Application Profiles in Region A

Create an application profile to define the behavior of a particular type of network traffic. After
configuring a profile, you associate the profile with a virtual server. The virtual server then processes
traffic according to the values specified in the profile. Using profiles enhances your control over
managing network traffic, and makes traffic-management tasks easier and more efficient.

Create Platform Services Controller Server Pools in Region A

A server pool consists of backend server members. After you create a server pool, you associate a
service monitor with the pool to manage and share the backend servers flexibly and efficiently.
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Create Virtual Servers in Region A

After load balancing is set up, the NSX load balancer distributes network traffic across multiple

servers. When a virtual server receives a request, it chooses the appropriate pool to send traffic to.

Each pool consists of one or more members. You create virtual servers for all of the configured
server pools.

Update DNS Records for the Platform Services Controller Load Balancer in Region A

You must modify the DNS Address in Region A after setting up load balancing.

Deploy the Platform Services Controller NSX Load Balancer in Region A

The first step in deploying load balancing for the Platform Services Controller is to deploy the edge
services gateway.

Procedure

1

a A~ W DN

Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcO0l.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

Click Networking & Security.

In the Navigator, click NSX Edges.

Select 172.16.11.65 from the NSX Manager drop-down menu.
Click the Add icon tab to create an NSX Edge.

The New NSX Edge wizard appears.

On the Name and description page, enter the following settings and click Next.

Setting Value

Install Type Edge Services Gateway

Name SFO01PSCO01

Hostname sfo01psc01.sfo01.rainpole.local
Deploy NSX EDGE Selected

Enable High Availability ~Selected
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New NSX Edge 2w

R 1 Memeanddescivion [

2 Semngs -

Install Type =) Edge Senices Galeway

e Logical (Distributed) Router

Univers al Logical (Distnbuted) Router

Name = SFOO1PSC01

Hosname s1001psc01 51001 rainpole local
Descnpaon

Tenant

[/ Deploy NSX Edge

[ Enable High Availability

Ne{% Cancel

7 On the Settings page, enter the following settings and click Next.

Setting Value

User Name admin

Password edge_admin_password
Enable SSH access Selected

Enable FIPS mode Deselected

Enable auto rule generation  Selected

Edge Control Level logging  INFO

8 On the Configure deployment page, perform the following configuration steps and click Next.
a Select SF001, from the Datacenter drop-down menu.

b Click Large to specify the Appliance Size.
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¢ Click the Add icon, enter the following settings, and click OK.

Setting Value

Resource pool SFO01-Mgmt01

Datastore SFO01A-VSANO1-MGMTO1
Folder NSX01

d To create a second appliance, click the Add icon again, make the same selections in the New
NSX Appliance dialog box, and click OK.

New NSX Edge 2 B
v 1 Name and descripion Configure depioyment
v 2 Sefings
Datacenter = | SFO01 -
3 Confgure deployment
Applance Size Compact
») Large
SemNgs X-Large
.2 Quad Large
Ready e NSX Edge Appliances

SFO01-Mgmi01

SFO01-Mgmi01

pecifying a resource pool and datastore is mandatory for configuring the NSX
dge applance

Both he Edge Apphances are curmenlly deployed on the same resourcas it
is recommended to deploy them on diferent resource pools. hosts and
datastores

maw

a

Back Nek Cancel

9 On the Configure Interfaces page, click the Add icon to configure the PSCLB interface, enter the
following settings, click OK, and click Next.

Setting Value

Name PSCLB

Type Internal

Connected To vDS-Mgmt-Management

Connectivity Status Connected

Primary IP Address 172.16.11.71
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Subnet Prefix Length 24
MTU 9000

Send ICMP Redirect Selected

10 On the Default gateway settings page, enter the following settings and click Next.

Setting Value
Gateway IP 172.16.11.253

MTU 9000
11 On the Firewall and HA page, select the following settings and click Next.

Setting Value

Configure Firewall default policy  Selected

Default Traffic Policy Accept
Logging Disable
vNIC any
Declare Dead Time 15
New NSX Edge o
v 1 Name and descripton Firewall and HA
v 2 Semngs
[+ Configure Firewall default polcy
+ 3 Configure deployment
+ 4 Configure inerfaces Default Trafic Policy: (=) Accept () Deny
v 5 Default gaeway semngs Logging Enable () Disable
Conligme iyt

I Readyl e Configunng HA parameters is mandatory for HA to work

vNIC =| any -
Deciare Dead Time: | 15 (seconds

Management IPs

Back "1% Cancel
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12 On the Ready to complete page, review the configuration settings you entered and click Finish.

New NSX Edge 20
+ 1 Name and descripton Readyto complete
e Name and descripon
v 3 Configure deployment Name SFO01PSCO1
v 4 Configure nerfaces nstall Type Edge Sendces Galeway
+ 5 Default gaieway selings Tenant
Size Large
+ 6 Firewall and HA
HA Enabled
[ Automatc Rule Generason  Enabled
NSX Edge Applances
SFO01-Mgmi0 1
SFO01-Mgmt0 1
Inerfaces
il P -
= ave 12 Agcress =
PSCLB 72.16.11.71 24 DS-Mgmi-Ma
Back R‘: Fiush Cancel

13 Enable HA logging.
a Inthe Navigator, click NSX Edges.
b Select 172.16.11.65 from the NSX Manager drop-down menu.
¢ Double-click the device labeled SFO01PSCO01.
d Click the Manage tab and click the Settings tab.
e Click Change in the HA Configuration window.
f  Select the Enable Logging checkbox and click OK.
14 Enable the Load Balancer service.
a Inthe Navigator, click NSX Edges.
b Select 172.16.11.65 from the NSX Manager drop-down menu.
¢ Double-click the device labeled SFO01PSCO01.
d Click the Manage tab, click the Load Balancer tab, click Global Configuration, and click Edit.

The Edit load balancer global configuration dialog box appears.
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vmware: vSphere Web Client  #=

Navigator E ZSFO0IPSCO1 X O u & 7] | (giActons ~
4 Back Summary Monitor | Manage
~ SFOO1PSCO1
Sefings | Firewall | DHCP | NAT | Roufing 'Load Balancer| VPN | SSL VPN-Plus = Grouping Objects
“ Load balancer global configuraton
Global Configuration
- Load Balancer Status Disabled
Apphcation Profiles
Service Inseron Status Disabled
Service Monitoring
Acceleralion Stalus Disabled
Pools
Logging Disabled

Virtual Servers
Log Level nfo

Apphcation Rules

15 In the Edit load balancer global configuration dialog box, select Enable Load Balancer and click
OK.

Create Platform Services Controller Application Profiles in Region A

Create an application profile to define the behavior of a particular type of network traffic. After configuring
a profile, you associate the profile with a virtual server. The virtual server then processes traffic according
to the values specified in the profile. Using profiles enhances your control over managing network traffic,
and makes traffic-management tasks easier and more efficient.

Procedure

1 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l1.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Click Networking & Security.
3 Inthe Navigator, click NSX Edges.

4 From the NSX Manager drop-down menu, select 172.16.11.65 as the NSX Manager and double-click
the SFO01PSC01 NSX Edge to manage its network settings.
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5 Click the Manage tab, click Load Balancer, and select Application Profiles.

(ESFONPSCOl X O Y% & ] | (Gctons -

Summary Monilor | Manage

Sefings | Firewall  DHCP | NAT | Routing | Load Balancer |

i v,
Global C onliguration Proiie 1D
Appication Profiles
Service Moniloring
Pools

Virtual Servers

Apphcation Rules

6 Click the Add icon and in the New Profile dialog box, enter the following values.

Setting Value Value
Name PSC-TCP  PSC-HTTPS
Type TCP HTTPS

Enable SSL Passthrough Deselected Selected
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Setting Value Value
Persistence Source IP Source IP
Expires in (Seconds) 60 60
New Profie ?
ame PSC-TCP
Type TCP .
HTTP Redirect URL
Persistence Source IP -
00K Name
Cipher
Chient Authentcaton
Cance

7 Click OK to save the configuration.

Create Platform Services Controller Server Pools in Region A

A server pool consists of backend server members. After you create a server pool, you associate a
service monitor with the pool to manage and share the backend servers flexibly and efficiently.

Repeat this procedure to create two server pools. Use the values indicated in the procedure to create the

first and second server pools.
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Procedure
1 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Click Networking & Security.
3 In the Navigator, click NSX Edges.

4 From the NSX Manager drop-down menu, select 172.16.11.65 as the NSX Manager and double-click

the SFO01PSC01 NSX Edge to manage its network settings.

5 Click the Manage tab, click Load Balancer, and select Pools.

6 Click the Add icon and in the New Pool dialog box, enter the following values.

Setting Value Value
Name PSC-HTTPS PSC-TCP
Algorithm  ROUND-ROBIN ROUND-ROBIN

Monitors  default-tcp-monitor  default_tcp_monitor
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New Pool
Name PSC-HTTPS
Description
Algorithm ROUND-ROBIN
Algorithm Parameter
Monrors default_tcp_monitor

[ ] Transparent

oK Cancel

7 New Members dialog box, click the Add icon to add the first pool member.

8 In the New Member dialog box, enter the following values, and click OK.

Setting Values for First Server Pool
Enable Member Selected
Name mgmt01pscO1

IP Address/VC Container mgmt01psc01

Port

Monitor Port 443

Weight 1
VMware, Inc.

Values for Second Server Pool
Selected
mgmt01pscO1

mgmt01pscO1

389
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Enable Member
Name = mgmi01pscod1

IP Address / VC Container. + mgmiD1psc01 € Select

Port

Monitor Port |443
Weight 1
Max Connections '

Min Connectons

9 Under Members, click the Add icon to add the second pool member.

10 In the New Member dialog box, enter the following values, click OK and click OK to save the
Platform Services Controller Pool.

Setting Values for First Server Pool Values for Second Server Pool
Enable Member Selected Selected

Name comp01psc01 comp01psc01

IP Address/VC Container comp01psc01 comp01psc01

Port

Monitor Port 443 389

Weight 1 1
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[¥] Enable Member
Name = | comp01pscOl

IP Address / VC Container: + comp0ipsc01 € Select

Name # PSC-HTTPS
Description
Algorithm | ROUND-ROBIN -
Algorithm Parameters
Monitors: | default_tcp_monitor | =
Members:
>
—— — :C&rﬂn:t ol et L :.:rncbns :.‘::w
v mgmid1.. mgmidip_. 1 443 0 ]
v comp01 comp0ip.. 1 443 0 0
[ Transparent
oK Cancel
_oxy | )

11 Repeat the procedure to create the remaining server pool.
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Create Virtual Servers in Region A

After load balancing is set up, the NSX load balancer distributes network traffic across multiple servers.

When a virtual server receives a request, it chooses the appropriate pool to send traffic to. Each pool
consists of one or more members. You create virtual servers for all of the configured server pools.

Procedure
1 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc0l.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Click Networking & Security.
3 Inthe Navigator, click NSX Edges.

4 From the NSX Manager drop-down menu, select 172.16.11.65 as the NSX Manager and double-click

the SFO01PSC01 NSX Edge to manage its network settings.

5 Click the Manage tab, click Load Balancer, and select Virtual Servers.

6 Click the Add icon, and in the New Virtual Server dialog box configure the values for the virtual
server you are adding, and click OK.

Setting Value Value

Enable Virtual server ~ Selected Selected

Application Profile PSC-TCP PSC-HTTPS

Name PSC-TCP PSC-HTTPS

Description 389-LDAP,2012-Control Interface,2014-RPC Port,2020- Data from the vSphere Web Client
Authentication,636-SSL LDAP

IP Address 172.16.11.71 172.16.11.71

Protocol TCP HTTPS

Port 389,636,2012,2014,2020 443

Default Pool PSC-TCP PSC-HTTPS
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-

New Virtual Server ?)

General | Advanced

[v] Enable Virtual Server

Application Profile: * 'psc-tcp v |
Name: #|PSC-TCP

Description: B s

IP Address: #*172.16.11.71 €| Select IP Address
Protocol: TCP |~ |
Port/Port Range: #|389,636,2012,2014,2020

Default Pool: PSC-TCP |~ |

Connection Limit:

Connection Rate Limit: (CPS)

| oK || cancel |

7 Repeat Step 6 to create a virtual server for each component. Upon completion, verify that you have
successfully entered the virtual server names and their respective configuration values.

Update DNS Records for the Platform Services Controller Load Balancer in
Region A

You must modify the DNS Address in Region A after setting up load balancing.

For the Platform Services Controller Load Balancer, you edit the DNS entry of

sfo01psc01.sfo01.rainpole.local to point to the virtual IP address (VIP) of the Load Balancer
(172.16.11.71) instead of pointing to the IP address of mgmt01spc01.

Procedure
1 Login to DNS server dc01sfo.lsfo01.rainpole.local that resides in the sfo01.rainpole.local domain.
2 Open the Windows Start menu, enter dns in the Search text box and press Enter.

The DNS Manager dialog box appears.
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3 Inthe DNS Manager dialog box, under Forward Lookup Zones, select the sfo01.rainpole.local
domain and locate the sfo01psc01 record on the right.

4 Double-click the sfo01psc01 record, change the IP address of the record from 172.16.11.61 to
172.16.11.71, and click OK.

Setting Value
Fully Qualified domain name (FQDN) sfo01psc01.sfo01.rainpole.local
IP Address 172.16.11.71

Update Associated Pointer (PTR) record  Selected

Host (A) | Security

Host (uses parent domain if left blank):
|sf001psc01|

Fully qualified domain name (FQDN):
|sf001psc01 fo01 rainpole Jocal

|P address:
|172.1e.11_71

[] Update associated pointer (PTR) record

Configure NSX Dynamic Routing in the Management Cluster in
Region A

NSX for vSphere creates a network virtualization layer on top of which all virtual networks are created.
This layer is an abstraction between the physical and virtual networks. You configure NSX dynamic
routing within the management cluster, deploying two NSX Edge devices and a Universal Distributed
Logical Router (UDLR).
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Procedure

1

Create a Universal Logical Switch for Use as the Transit Network in the Management Cluster in
Region A

Create a universal logical switch for use as the transit network.

Deploy NSX Edge Devices for North-South Routing in Region A

Deploy two NSX Edge devices for North-South Routing.

Disable the Firewall Service in Region A

Disable the firewall of the NSX Edge devices, this is required for equal-cost multi-path (ECMP) to
operate correctly.

Enable and Configure Routing in Region A

Enable Border Gateway Protocol (BGP) to exchange routing information between the NSX Edge
services gateways.

Verify Peering of Upstream Switches and Establishment of BGP in Region A

The NSX Edge devices need to establish a connection to each of it's upstream BGP switches before
BGP updates can be exchanged. Verify that the NSX Edges devices are successfully peering, and
that BGP routing has been established.

Deploy the Universal Distributed Logical Router in Region A

Deploy the universal distributed logical router (UDLR).

Configure Universal Distributed Logical Router for Dynamic Routing in Region A

Configure the universal distributed logical router (UDLR) to use dynamic routing.

Verify Establishment of BGP for the Universal Distributed Logical Router in Region A

The universal distributed logical routers (UDLR) needs to establish a connection to Edge Services
Gateway before BGP updates can be exchanged. Verify that the UDLR is successfully peering, and
that BGP routing has been established.

Create a Universal Logical Switch for Use as the Transit Network in the
Management Cluster in Region A

Create a universal logical switch for use as the transit network.

Procedure

1

Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password
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2
3
4

Deploy NSX Edge Devices for North-South Routing in Region A

Under Inventories, click Networking & Security.
In the Navigator, click Logical Switches.

Select the instance labeled 172.16.11.65.

Click the Add icon.

The New Logical Switch dialog box appears.

In the New Logical Switch dialog box, enter the following settings and click OK.

Setting Value

Name Universal Transit Network

Transport Zone Mgmt Universal Transport Zone

Replication Mode Hybrid

“m New Logical Switch () »

Narme: # |Universal Transit Network
Cescription:
Transport Zone: = | Mgmt Universal Transport Zone Change Remave
Replication mode: () Multicast

Multicast on Physical network used for VXLAN control plane
() Unicast

VXLAN control plane handled by NSX Controller Cluster.
(=) Hybrid

Optimized Uni

st mode. Ofoads local traffic replication to physical network

[[] Enable MAC Learning

Deploy two NSX Edge devices for North-South Routing.

Perform this procedure two times to deploy two NSX Edge devices.

Table 2-5. NSX Edge Devices

NSX Edge Device  Device Name

NSX Edge Device 1 SFOMGMT-ESG01

NSX Edge Device 2 SFOMGMT-ESG02
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Table 2-6. NSX Edge Interfaces Settings

Interface Primary IP Address SFOMGMT-ESG01 Primary IP Address SFOMGMT-ESG02
Uplink01 172.27.11.2 172.27.11.3

Uplink02 172.27.12.3 172.27.12.2

SFOMGMT-UDLRO1  192.168.10.1 192.168.10.2

Procedure

1 Login to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc0l.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

Under Inventories, click Networking & Security.
In the Navigator, click NSX Edges.
Select 172.16.11.65 from the NSX Manager drop-down menu.

a A WO D

Click the Add icon to deploy a new NSX Edge.
The New NSX Edge wizard appears.

a On the Name and description page, enter the following settings and click Next.

Settings Value

Install Type Edge Service Gateway
Name SFOMGMT-ESGO01
Deploy NSX Edge Selected

Enable High Availability Deselected

b  On the Settings page, enter the following settings and click Next.

Settings Value

User Name admin

Password edge_admin_password
Enable SSH access Selected

Enable FIPS mode Deselected

Enable auto rule generation  Selected

Edge Control Level logging  INFO
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¢ On the Configure deployment page, click Large to specify the Appliance Size and click the
Add icon.

The Add NSX Edge Appliance dialog box appears.

d Inthe Add NSX Edge Appliance dialog box, enter the following settings, click OK, and click
Next.

Setting Value

Cluster/Resource Pool  SFO01-Mgmt01

Datastore SFO01A-VSANO1-MGMTO1
Folder NSX01

e On the Configure Interfaces page, click the Add icon to configure the UplinkO1 interface, enter
the following settings, and click OK.

Setting Value

Name Uplink01

Type Uplink

Connected To vDS-Mgmt-Uplink01

Connectivity Status Connected
Primary IP Address 172.27.11.2
Subnet Prefix Length 24

MTU 9000

Send ICMP Redirect  Selected

f  Click the Add icon to configure the Uplink02 interface, enter the following settings, and click OK.

Setting Value

Name Uplink02

Type Uplink

Connected To vDS-Mgmt-Uplink02

Connectivity Status Connected
Primary IP Address 172.27.12.3
Subnet Prefix Length 24

MTU 9000

Send ICMP Redirect Selected
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g Click the Add to configure the UDLR interface, enter the following settings click OK, and click

Next.

Setting Value

Name SFOMGMT-UDLRO1
Type Internal

Connected To Universal Transit Network

Connectivity Status Connected
Primary IP Address 192.168.10.1
Subnet Prefix Length 24

MTU 9000

Send ICMP Redirect  Selected

h  On the Default gateway settings page, deselect the Configure Default Gateway check box
and click Next.

i On the Firewall and HA page, click Next.

j  Onthe Ready to complete page, review the configuration settings that you entered and
click Finish.

6 Repeat this procedure to configure another NSX edge using the settings for the second NSX Edge
device.

Upon repeating the procedure to configure SFOMGMT-ESGO02, the Ready to complete page in
the New NSX Edge wizard must display the following values.
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r

New NSX Edge (7} m
+ 1 Name and description Ready to complete
Bl Name and description
v 3 Configure deployment MName: SFOMGMT-ESGO1
+ 4 Configure interfaces Install Type: Edge Senices Gateway
+' 5 Default gateway settings Tenant:
6 Firewall and HA Size: Large

HA: Disabled
4 7 Ready to complete

Automatic Rule Generation:  Enabled

NSX Edge Appliances

Resource Poo Host | Datastore Folder
SFO01-Mgmtd1 SFO01A-VSANOT-MGMTOA
Interfaces
Subnet
vNICH Name IF Address Frefix  Connected To
Length
0 Uplink01 17227113 24 vDS-Mgmt-Upli...
1 Uplink02 17227122 24 vDS-Magmt-Upli...
2 SFOMGMT-UDLRO1 | 192.168.10.2* 24 Universal Trans...
Back Finish Cancel

7 Configure DRS affinity rules for the Edge Services Gateways.
a Go back to the Home page.

b In the Navigator, click Hosts and Clusters, and expand the
mgmt01vc01.sfo01.rainpole.local tree.

¢ Select the SFO01-Mgmt01 cluster, and click the Configure tab.

d Under Configuration, click VM/Host Rules.

e Click Add.

f Inthe SFO01-Mgmt01 - Create VM/Host Rule dialog box, enter the following settings and click
Add.
Setting Value
Name anti-affinity-rule-ecmpedges

Enable rule  Selected

Type Separate Virtual Machine
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g Inthe Add Rule Member dialog box, select the check box next to each of the two, newly
deployed NSX ESGs and click OK.

h Inthe SFO01-Mgmt01 - Create VM/Host Rule dialog box, click OK.

Disable the Firewall Service in Region A

Disable the firewall of the NSX Edge devices, this is required for equal-cost multi-path (ECMP) to operate
correctly.

You repeat this procedure two times for each of the NSX Edge devices: SFOMGMT-ESGO1 and SFOMGMT—-
ESGO2.

Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01vcO0l.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

Under Inventories, click Networking & Security.

In the Navigator, click NSX Edges.

A WO DN

Select 172.16.11.65 from the NSX Manager drop-down menu.
Double-click the SFOMGMT-ESG01 NSX Edge device.

Click the Manage tab, then click Firewall.

In the Firewall page, click the Disable button.

Click Publish Changes.

© 00 N o o

Repeat this procedure for the NSX Edge device SFOMGMT-ESGO02.

Enable and Configure Routing in Region A

Enable Border Gateway Protocol (BGP) to exchange routing information between the NSX Edge services
gateways.

Repeat this procedure two times to enable BGP for both NSX Edge devices: SFOMGMT-ESGO01 and
SFOMGMT-ESGO02.
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Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

Under Inventories, click Networking & Security.

In the Navigator, click NSX Edges.

Select 172.16.11.65 from the NSX Manager drop-down menu.
Double-click the SFOMGMT-ESG01 NSX Edge device.

Click the Manage tab, and click Routing.

N o a A~ W bd

On the Global Configuration page, enter the following settings.
a Click Enable for ECMP.

b Click Edit for Dynamic Routing Configuration.

¢ Select Uplink01 as the Router ID.

d Click Publish Changes.

I SFOMGMT-ESGD1 X & ¥ & [7] | {spActions ~

Summary  Monitor | Manage |

[ settings [ Firewai | oHCP [ NAT [[RBUNG) Load Batancer | VPN | SSLVPN-PIus [ Grouping Objects

“ Routing Configuration : Reset
Global Configuration
ECMP w Enabled | [@ Disable
Static Routes
OSPF Default Gateway : Edit Delete
BGP wNIC
Route Redistribution
Gateway IP
MTU
Admin Distance:
Description
Dynamic Routing Configuration : Edit
Router ID 172.27.11.2
OSPF @ Disabled
BGP + Enabled

Logging: (@ Disabled

Log Level
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8 On the Routing tab, select Static Routes to configure it.

a Click the Add icon, enter the following settings, and click OK.

Setting Value

Network 192.168.11.0/24
Next Hop 192.168.10.3
Interface SFOMGMT-UDLRO1
MTU 9000

Admin Distance 210

b Click the Add icon, enter the following settings, and click OK.

Setting Value

Network 192.168.31.0/24
Next Hop 192.168.10.3
Interface SFOMGMT-UDLRO1
MTU 9000

Admin Distance 210

¢ Click the Add icon, enter the following settings, and click OK.

Setting Value

Network 192.168.32.0/24
Next Hop 192.168.10.3
Interface SFOMGMT-UDLRO1
MTU 9000

Admin Distance 210

d Click Publish Changes.

I SFOMGMT-ESG01 = X £F Y3 & [7] | {gjActions ~

Summary  Monitor Managel

[Settings | Firewall | DHCP| NAT | Roufing | Load Balancer | VPN | SSL VPN-Plus | Grouping Objects

4 $ 7 x

Global Configuration Type Metwark Mesxt Hop Interface MTU Admin Distance
user 192.168.11.0/24 192.168.10.3 SFOMGMT-UDLRO1 9000 210

OSPF user 192.168.31.024 192.168.10.3 SFOMGMT-UDLRO1 9000 210

BGP user 192.168.32.0/24 192.168.10.3 SFOMGMT-UDLRO1 9000 210

Route Redistribution
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9 On the Routing tab, select BGP to configure it.

a Click Edit, enter the following settings, and click OK.

Setting Value
Enable BGP Selected
Enable Graceful Restart ~ Selected

Enable Default Originate  Deselected

Local AS 65003
Edit BGP Configuration (?7)
[+] Enable BGP

[v/] Enable Graceful Restart
{Enables/Disables the ability fo presernve
forwarding state during restart of the BGP
process)

[_] Enable Default Originate
(Enables/Dizables the capability to advertise

a default route to its neighbors,

Local AS = | 65003

b On the BGP page, click the Add icon to add a neighbor.

The New Neighbor dialog box appears. You add two neighbors: the first Top of Rack Switch and
the second Top of Rack Switch.
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¢ Inthe New Neighbor dialog box, enter the following values and click OK.

Setting

IP Address
Remote AS
Weight

Keep Alive Time

Hold Down Time

Value

172.27.111

65001

60

4

12

Password BGP_password
New Neighbour (?)
IP Address : # | 172.27.11.1
Remote AS : # | 65001
Weight G0
Keep Alive Time : 4 (Seconds)
Hold Down Time : 12 (Seconds)
r value needs fo be one
Passward |
BGP Filters :
£ -
Direction Action Metwork IP Prefix GE IP Prefix LE
0 items x
[ OK l [ Cancel

d Click the Add icon to add another neighbor.

The New Neighbor dialog box appears. Add the second Top of Rack switch, whose IP address

is 172.27.12.1.
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e Inthe New Neighbor dialog box, enter the following values and click OK.

Setting Value

IP Address 172.27.12.1
Remote AS 65001
Weight 60

Keep Alive Time 4

Hold Down Time 12

Password BGP_password
Hew Neighbour
IP Address : # 17227121
Remote AS # | 65001
Weight 60
Keep Alive Time : 4 (Seconds)
Hold Down Time : 12 (Seconds)
(BGF Keep alive timer value needs fo be one
third of hold dow
Passwaord R
BGP Filters :
b -
Directicn Acticn Metwork IP Prefix GE IP Prefix LE
0 items Copy -
[ 0K l [ Cancel

f  Click the Add icon to add another Neighbor.

The New Neighbor dialog box appears. Configure the universal distributed logical router (UDLR)

as a neighbor.
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In the New Neighbor dialog box, enter the following values, and click OK.

Setting

IP Address
Remote AS
Weight

Keep Alive Time

Hold Down Time

Value

192.168.10.4

65003

60

1

3

Password BGP_password
New Neighbour
IP Address : #192.168.10.4
Remote AS : # | 65003
Weight G0
Keep Alive Time : 1 (Seconds)
Hold Down Time : 3 (Seconds)

Password

BGP Filters :

Action

Fhhh R

MNetwork

IP Prefix GE

IP* Prefix LE
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= SFOMGMT-ESGO1 x £ ¥5 & | €53 Actions
Summary  Monitor Manage|

[ Settings | Firewall | DHCP | NAT | Rouﬁng| Load Balancer | VPN | SSL VPN-Plus | Grouping Objects

1 BGP Configuration :
Global Configuration
Status : + Enabled
Static Routes
Local AS : 65003
QSPF
_ Graceful Restart : + Enabled
Route Redistribution Default Originate: () Disabled
Neighbors :
* 7 x
IF Address Remaote AS 1 a Weight Keep Alive Time (Seconds) | Hold Down Time (Seconds)
17227111 65001 60 4 12
17227121 65001 60 4 12
192.168.10.4 65003 60 1 3

The three neighbors you added appear in the Neighbors table.
10 On the Routing tab, select Route Redistribution to configure it.

a On the Route Redistribution page, click the Edit button.

b In the Change redistribution settings dialog box, select the BGP check box and click OK.

¢ Click the Add icon for Route Redistribution Table.
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e

In the New Redistribution criteria dialog box, enter the following settings and click OK.

Setting Value
Prefix Any

Learner Protocol BGP

OSPF Deselected

Static routes Selected

Connected Selected

Action Permit
Edit Redistribution criteria (?7)
Prefix Name : | Any |~ |
Learner Protocol : | BGP | v |

Allow learning from :

[] osPF

[/] Static routes
[+/] Connected

Action : | Permit

|T|

| oK

Click Publish Changes.
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I SFOMGMTESGO1 = X & M & [7] | {gjActions »

Summary  Monitor Manage|

| Setings | Firewall | DHCF‘| NAT] Routing | Load Balancer | VPN | SSL VPN-Plus | Grouping Objects |

1 Route Redistribution Status :
Global Configuration OSPE: @ BGP: v
Static Routes

OSPF IP Prefixes :
BGP N

Route Redistribution -

Route Redistribution table :

* S X
Leamer From
BGP Static routes,Connected

The route redistribution configuration appears in the Route Redistribution table.

11 Repeat this procedure for the NSX Edge device SFOMGMT-ESG02.

Verify Peering of Upstream Switches and Establishment of BGP in Region A

The NSX Edge devices need to establish a connection to each of it's upstream BGP switches before BGP
updates can be exchanged. Verify that the NSX Edges devices are successfully peering, and that BGP
routing has been established.

You repeat this procedure two times for each of the NSX Edge devices: SFOMGMT-ESGO1 and SFOMGMT—
ESGO2.

Procedure
1 Log in to the NSX Edge device using a Secure Shell (SSH) client.
a Open an SSH connection to the NSX Edge device SFOMGMT-ESGO1.

b Log in using the following credentials.

Setting Value
User name admin
Password edge_admin_password
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2 Runthe show ip bgp neighbors command to display information about the BGP connections to
neighbors.

The BGP State will display Established, UP if you have peered with the upstream switches.

Note You have not yet created the universal distributed logical router (UDLR), so it will not display
the Established, UP status message.

BGP neighbor is 172.27.11.1, remote AS 65HA1,
B = Established, up
old time is 12, Heep alive interval is 4 seconds
eighbor capabilities:
Route refresh: advertised and received
Address family IPuv4 Unicast:advertised and received
Graceful restart Capability:advertised and received
Restart remain time: B
eceived 225 mMessages, Sent 226 mMmessages
Default MminimMum time between advertisement runs is 38 seconds
For Address family IPv4 Unicast:advertised and received
Index 1 Identifier Bxal61581c
Route refresh request:received 8 sent B
Prefixes received 2 sent 3 advertised 3
onmections established 1, dropped 1
Local host: 172.27.11.2, Local port: 17814
eMote host: 172.27.11.1, Remote port: 179

BGP neighbor is 172.27.12.1, remote AS 65HA1,
B = Established, up
old time is 12, Heep alive interval is 4 seconds

3 Runthe show ip route command to verify that you are receiving routes using BGP, and that there
are multiple routes to BGP learned networks.

You verify multiple routes to BGP learned networks by locating the same route using a different IP
address. The IP addresses are listed after the word via in the right-side column of the routing table
output. In the image below there are two different routes to the following BGP networks: 0.0.0.0/0
and 172.27.22.0/24. You can identify BGP networks by the letter B in the left-side column. Lines
beginning with C (connected) have only a single route.

SX-edge-18-8> show ip route

odes: 0 - OSPF derived, i - IS-15 derived, B - BGP derived,

- conmected, S5 - static, L1 - IS-IS lewel-1, L2 - IS-IS level-2,
IA — OSPF inter area, E1 - OSPF external type 1, E2 - OSPF external type 2,
1 - OSPF NSSA extermnal type 1, N2 - OSPF NSSA external type 2

otal number of routes: 5

8.8.0.8-8 [28-81
8.8.0.8-8 [28-81
172.27.11.8-24 [a-a1
172.27.12.8-24 [a-al
172.27.22.8-24 [28-81
172.27.22.8-24 [28-81
192.165.10.08-24 [A-81

4 Repeat this procedure for the NSX Edge device SFOMGMT-ESGO?2.

Deploy the Universal Distributed Logical Router in Region A
Deploy the universal distributed logical router (UDLR).
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Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go

to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

Under Inventories, click Networking & Security.
In the Navigator, click NSX Edges.
Select 172.16.11.65 from the NSX Manager drop-down menu.

a A WO DD

Click the Add icon to create a new UDLR.

The New NSX Edge wizard appears.
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6 Complete the New NSX Edge wizard to deploy and configure the UDLR.

a On the Name and description page, enter the following settings and click Next.

Setting

Value

Universal Logical (Distributed) Router  Selected

Name

Deploy Edge Appliance

Enable High Availability

SFOMGMT-UDLRO1

Selected

Selected

New NSX Edge

(2) »

2 Settings

3 Configure deployment

4 Configure interfaces

5 Default gateway settings

6 Ready to complete

¥4 1 Name and description Name and description

Install Type: () Edge Services Gateway

() Logical (Distributed) Router

(=) Universal Logical (Distributed) Router

[] Enable Local Egress

Name: # | SFOMGMT-UDLRO1
Hostname:

Description:

Tenant:

[w/] Deploy Edge Appliance

[w] Enable High Availability

Next

Cancel

b  On the Settings page, enter the following settings and click Next.

Setting

User Name

Password

Enable SSH access

Edge Control Level logging

Value

admin
udlr_admin_password
Selected

INFO

¢ On the Configure deployment page, click the Add icon.

The Add NSX Edge Appliance dialog box appears.
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d Inthe Add NSX Edge Appliance dialog box, enter the following settings and click OK.

Setting Value
Cluster/Resource Pool SFO01-Mgmt01
Datastore SFOO01A-VSANO1-MGMTO1

e On the Configure deployment page, click the Add icon a second time to add a second NSX
Edge device.

The Add NSX Edge Appliance dialog box appears.
f Inthe Add NSX Edge Appliance dialog box, enter the following settings and click OK.

Setting Value

Cluster/Resource Pool SFO01-Mgmt01

Datastore SFO01A-VSANO1-MGMTO1
Folder NSX01

g On the Configure interfaces page, under HA Interface Configuration, click Change and
connect to vDS-Mgmt-Management.

h  On the Configure interfaces page, click the Add icon to configure Primary IP Address.

Options Description
Setting Value
Primary IP Address 1.1.1.10
Subnet Prefix Length 24

i On the Configure interfaces page, click the Add icon to configure interface.
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j  Inthe Add Interface dialog box, enter the following settings, click OK, and click Next.

Setting Value
Name Uplink
Type Uplink
Connected To Universal Transit Network

Connectivity Status Connected
Primary IP Address 192.168.10.3

Subnet Prefix Length 24

MTU 9000
New NSX Edge T
~ 1 Mame and descriplon Conligers interiace:
w2 Semings
HA ntértace Configuraton
« 3 Configure deployment
Conneced Tor = v5-bigmi-Managemaent Lhange Hamove
- I’ 1 gaeway sel % x Q ; =
B Prevery P Addness PR
10 )24 o

tiems |3 Copy =

HA inlerface is 3 mandalory special-purposs mierface hal reguires nahwork
Coamnecivity And S CONSCGured SHpariHy Fom oM INETE0RS i T Logec

Rpute:
Configure mntentaces of this NSX Edge

&

oot Eopta =
taTe P Ascrega Correcied "=

Le=g
Uplinik 152168103 24 Universal Tramsit Networ

Black Mﬁ Cancel

k  On the Default gateway settings page, deselect Configure Default Gateway and click Next.

I On the Ready to complete page, click Finish.

Configure Universal Distributed Logical Router for Dynamic Routing in
Region A

Configure the universal distributed logical router (UDLR) to use dynamic routing.
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Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

Under Inventories, click Networking & Security.
In the Navigator, click NSX Edges.
Select 172.16.11.65 from the NSX Manager drop-down menu.

a A WO DD

Enable HA logging.

a Double-click the device labeled SFOMGMT-UDLRO1.

b Click the Manage tab and click the Settings tab

¢ Click Change in the HA Configuration window.

d Select the Enable Logging checkbox and click OK.

6 Configure the routing for the Universal Distributed Logical Router.
a Double-click SFOMGMT-UDLRO1.

b Click the Manage tab and click Routing.

¢ On the Global Configuration page, perform the following configuration steps.

d Click Edit under Routing Configuration, select Enable ECMP, and click OK.
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e Click Edit under Dynamic Routing Configuration, select Uplink as the Router ID, and
click OK.

f  Click Publish Changes.

% SFOMGMT-UDLRO1 | 3¢ £F ¥y [7] | {ShActions -~

summary  Monitor | Manage |

[ setings [ Firewall [Raliing | DHCP Relay|

“ Routing Configuration : Reset Edit
Global Configuration Locale ID
static Routes
ECMP  Enabled
OSPF
BGP Default Gateway : Edit Delete
Route Redistribution
Interface
Gateway IP
Locale ID

uTU

Admin Distance:

Description

Dynamic Routing Configuration Edit
RouteriD:  192.168.10.3
0SPF @ Disabled
BGP + Enabled

Logging @ Disabled

Log Level

7 On the left, select BGP to configure it.
a Onthe BGP page, click the Edit button.

b Inthe Edit BGP Configuration dialog box, enter the following settings and click OK.

Setting Value

Enable BGP Selected

Enable Graceful Restart Selected

Local AS 65003
Edit BGP Configuration (?)
[v] Enable BGP

[v] Enable Graceful Restart

Local AS = | 55003

QK ][ Cancel

¢ Click the Add icon to add a Neighbor.
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d Inthe New Neighbor dialog box, enter the following values for both NSX Edge devices and
click OK.
You repeat this step two times to configure the UDLR for both NSX Edge devices: SFOMGMT-
ESGO01 and SFOMGMT-ESGO02.
Setting SFOMGMT-ESGO01 Value SFOMGMT-ESGO02 Value
IP Address 192.168.10.1 192.168.10.2
Forwarding Address  192.168.10.3 192.168.10.3
Protocol Address 192.168.10.4 192.168.10.4
Remote AS 65003 65003
Weight 60 60
Keep Alive Time 1 1
Hold Down Time 3 3
Password BGP_password BGP_password
e Click Publish Changes.

i SFOMGMT-UDLRO1 = 3 & ¥z [7] | &GhAdions

Summary Menitor | Manage |

[ setings ‘ Firewall | Routing ‘ DHOP Relay |

“ BGP Configuration : [ Edt || Delste |

Global Configuration —_  Enabled
o:pl: s Local AS 65003
L IV 4 (@Fker -

Forwarding Address
192.168.10.3
192.168.10.3

Protocal Address | IP Adaress Remote AS

192.168.10.4 192.168.10.1 65003

192.168.10.4 192.168.10.2 65003

Hold Down Time

Kazp Alive Time (S=ean...
60 1 3
60 1 3

8 On the left, select Route Redistribution to configure it.

a Click Edit.

b In the Change redistribution settings dialog box, enter the following settings and click OK.
Setting Value
OSPF Deselected
BGP Selected

¢ On the Route Redistribution page, select the default OSPF entry and click Edit button.
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d Select BGP from the Learner Protocol drop-down menu, and click OK.

e

Edit Redistribution criteria (7]
Prefix Name : | Any |~ |
Learner Protocol ; | BGP |~ |

Allow learning from :

[] OSPF

[] static routes
[w] connected
Action : | Permit v |

[ OK H Cancel ]

e Click Publish Changes.

Verify Establishment of BGP for the Universal Distributed Logical Router in
Region A

The universal distributed logical routers (UDLR) needs to establish a connection to Edge Services
Gateway before BGP updates can be exchanged. Verify that the UDLR is successfully peering, and that
BGP routing has been established.

Procedure

1 Login to the UDLR by using a Secure Shell (SSH) client.

a Open an SSH connection to UDLRO1, he UDLR whose peering and BGP configuration you want to
verify.

b Log in using the following credentials.

Setting Value
User name admin
Password udlr_admin_password

2 Runthe show ip bgp neighbors command to display information about the BGP and TCP
connections to neighbors.

The BGP State will display Established, UP if you have successfully peered with the Edge Service
Gateway.
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BGP neighbor is 192.168.18.1, remote AS G5HA3,
B = Established, up
old time is 3, Reep alive interval is 1 seconds
eighbor capabilities:
Route refresh: advertised and received
Address family IPuv4 Unicast:advertised and received
Graceful restart Capability:advertised and received
Restart remain time: B
eceived 228 mMessages, Sent 225 mMessages
Default MminimMum time between advertisement runs is 38 seconds
For Address family IPv4 Unicast:advertised and received
Index 1 Identifier Bx83ddfBac
Route refresh request:received 8 sent B
Prefixes received 5 sent 1 advertised 1
onmections established 1, dropped 1
Local host: 192.168.18.4, Local port: 18332
eMote host: 192.168.18.1, Remote port: 179

BGP neighbor is 192.168.18.2, remote AS G5HA3,
B = Established, up
old time is 3, Reep alive interval is 1 seconds

3 Runthe show ip route command to verify that you are receiving routes using BGP, and that there
are multiple routes to BGP learned networks.

You verify multiple routes to BGP learned networks by locating the same route using a different IP
address. The IP addresses are listed after the word via in the right-side column of the routing table
output. In the image below there are two different routes to the following BGP networks: 0.0.0.0/0,
172.27.11.0/24, 172.27.12.0/24, and 172.27.22.0/24. You can identify BGP networks by the letter B in
the left-side column. Lines beginning with C (connected) have only a single route.

SX-edge-b6fb7eba-ef26-41el-bcB6-cB519732ac7a-A> show ip route

odes: 0O - OSPF derived, i - IS-IS derived, B - BGP derived,

— connected, § - static, L1 - IS-15 level-1, L2 - IS-1§ level-2,
1A - OSPF inter area, E1 - OSPF exterwnal type 1, E2 - OSPF external type 2,
1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2

otal number of routes: 6

.8.8-8 [28-81
.8.8-8 [28-81
.254.1.8-38 [a-81
.27.11.8-24 [268-81
.27.11.8-24 [268-81
.27.12.8-24 [268-81
.27.12.8-24 [268-81
.27.22.8-24 [28-81
.27.22.8-24 [28-81
168.18.8-24 [a-81

Distributed Firewall Configuration for Management Applications

Configuring a distributed firewall for use with your SDDC increases the security level of your environment
by allowing only the network traffic that is required for the SDDC to run. The firewall rules you define allow
access to management applications.

You define explicit rules for the distributed firewall which allow access to management applications.
Procedure

1 Add vCenter Server Instances to the NSX Distributed Firewall Exclusion List

Exclude vCenter Server from all of your distributed firewall rules. This ensures that network access
between vCenter Server and NSX is not blocked.
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2 Create IP Sets for All Components of the Management Clusters in the SDDC
Create IP sets for all management applications in the management clusters. You use the IP sets
later to create security groups for use with the distributed firewall rules.

3 Create Security Groups
Create security groups for use in configuring firewall rules for the groups of applications in the
SDDC.

4 Create Distributed Firewall Rules

A firewall rule consists of a section to segregate the firewall rules and the rule itself, which defines
what network traffic is, or is not, blocked.

Add vCenter Server Instances to the NSX Distributed Firewall Exclusion List

Exclude vCenter Server from all of your distributed firewall rules. This ensures that network access
between vCenter Server and NSX is not blocked.

You configure NSX Distributed Firewall using vCenter Server. If a rule prevents access between NSX
Manager and vCenter Server, you will not be able to manage the distributed firewall. For this reason, you
must exclude vCenter Server from all of your distributed firewall rules, ensuring that access between the
two products is not blocked.

Procedure
1 Login to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Exclude vCenter Server instances in Region A from firewall protection.
a Inthe Navigator, click Networking & Security.
b Click NSX Managers and select the 172.16.11.65 instance.
¢ Click Manage and then click Exclusion List.
d Click the Add button.
e Add mgmt01vc01 to the Selected Objects list, and click OK.

Create IP Sets for All Components of the Management Clusters in the SDDC

Create IP sets for all management applications in the management clusters. You use the IP sets later to
create security groups for use with the distributed firewall rules.
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You perform this procedure multiple times to configure all of the necessary IP sets. You allocate one IP
set per group of applications. For applications that are load balanced include their VIP in the IP Set.

Table 2-7. IP Sets for the Management Clusters Components in the SDDC

Name

Site Recovery Manager

Platform Services Controller Instances
vCenter Server Instances

vSphere Replication

vRealize Automation Appliances
vRealize Automation Windows
vRealize Automation Proxy Agents
vRealize Orchestrator

vRealize Business Server

vRealize Business Data Collector
vSphere Data Protection

vRealize Operations Manager
vRealize Operations Manager Remote Collectors
vRealize Log Insight

Update Manager Download Service
SDDC

Administrators

Procedure

IP Addresses

Site-Recovery-Manger_IP's
Platform-Service-Controller_IP's

vCenter-Server_IP's

vSphere-Replication _IP's
vRealize-Automation-Appliances_IP's
vRealize-Automation-Windows _IP's
vRealize-Automation-Proxy-Agents-IP's
vRealize-Orchestrtor_IP's

vRealize-Business_IP
vRealize-Business-Data-Collector_IP's
vSphere-Data-Protection_IP's
vRealize-Operations-Manager_IP's
vRealize-Operations-Manager-Remote-Collectors_IP's
vRealize-Log-Insight_IP's

UMDS_IP's

Management-VLAN_Subnets, Management-VXLAN_Subnets

vDS-Mgmt-Ext-Management_Subnet

1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go

to https://mgmt01lvc0l.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting
User name

Password

Value
administrator@vsphere.local

vsphere_admin_password

2 Create an IP set for Site Recovery Manger.

a Inthe Navigator, click Networking & Security.

b Click NSX Managers and select the 172.16.11.65 instance.

¢ Click Manage, click Grouping Objects, and click IP Sets.
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d Click the Add icon.

e Inthe New IP Set dialog box, configure the values for the IP set that you are adding, and

click OK.

For all IP sets that you configure, select the Mark this object for Universal Synchronization
check box.

Setting Value

Name Site Recovery Manager

IP Addresses 172.16.11.124,172.17.11.124

Mark this object for Universal Synchronization Selected

New IP Set 2)(x)

Name: # iSite Recovery Manager

Description:

IP Addresses: =|172.16.11.124,172.17.11.124

e:192.168.200.1,192.168.200.1/24,
192.168.200.1-192.168.200.24

[Z Mark this object for Universal Synchronization

[ ok || cancel ]

3 Repeat this procedure to create IP sets for all of the remaining components.

Create Security Groups
Create security groups for use in configuring firewall rules for the groups of applications in the SDDC.
A security group is a collection of assets (or objects) from your vSphere inventory that you group together.

You perform this procedure multiple times to configure all of the necessary security groups. In addition,
you create the VMware Appliances and Windows Servers groups from the security groups you add in the
previous repetitions of this procedure.
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Table 2-8. Security Groups for the Management Clusters Components in the SDDC

Name

Site Recovery Manager

Platform Services Controller Instances
vCenter Server Instances

vSphere Replication

vRealize Automation Appliances
vRealize Automation Windows
vRealize Orchestrator

vRealize Business Server

vRealize Automation Proxy Agents
vRealize Business Data Collector
vSphere Data Protection

vRealize Operations Manager
vRealize Operations Manager Remote Collectors
vRealize Log Insight

Update Manager Download Service
SDDC

Administrators

Windows Servers

VMware Appliances

VMware, Inc.

Object Type
IP Sets
IP Sets
IP Sets
IP Sets
IP Sets
IP Sets
IP Sets
IP Sets
IP Sets
IP Sets
IP Sets
IP Sets
IP Sets
IP Sets
IP Sets
IP Sets
IP Sets

Security Groups

Security Groups

Selected Object

Site Recovery Manager

Platform Services Controller Instances
vCenter Server Instances

vSphere Replication

vRealize Automation Appliances
vRealize Automation Windows
vRealize Orchestrator

vRealize Business Server

vRealize Automation Proxy Agents
vRealize Business Data Collector
vSphere Data Protection

vRealize Operations Manager
vRealize Operations Manager Remote Collectors
vRealize Log Insight

Update Manager Download Service
SDDC

Administrators

m  Site Recovery Manger
®  vRealize Automation Windows

m  vRealize Automation Proxy Agents

m  Platform Services Controller Instances

= vCenter Server Instances

m  vSphere Replication

m  vRealize Automation Appliances

m  vRealize Orchestrator

m  vRealize Business Server

m  vRealize Business Data Collector

m  vSphere Data Protection

m  vRealize Operations Manager

m  vRealize Operations Manager Remote Collectors

m  vRealize Log Insight
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Procedure

1

Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

In the Navigator, click Networking & Security and click NSX Managers.

Select the 172.16.11.65 NSX Manger instance, and click the Manage tab.

Click Grouping Objects, select Security Group, and click the Add new Security Group icon.
The Add Security Group wizard appears.

On the Name and description page, enter Site Recovery Manager in the Name text box, select
the Mark this object for Universal Synchronization check box, and click Next.

For all security groups that you configure, select the Mark this object for Universal
Synchronization check box.

On the Select objects to include page, select IP Sets from the Object Type drop-down menu,
select Site Recovery Manger from the list of available objects, click the Add button, and click Next.

On the Ready to Complete page, verify the configuration values that you entered and click Finish.

Repeat this procedure to create all of the necessary security groups.

Create Distributed Firewall Rules

A firewall rule consists of a section to segregate the firewall rules and the rule itself, which defines what

network traffic is, or is not, blocked.

You create firewall rules that allow administrators to connect to the different VMware solutions, rules to
allow user access to the vRealize Automation portal, and to provide external connectivity to the SDDC.

Procedure

1

Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password
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2 Add a section for the rules for the management applications.
a Inthe Navigator, click Networking & Security and click Firewall.
b From the NSX Manager drop-down menu, select 172.16.11.65.
¢ Click the Add Section icon.

d Inthe Add New Section dialog box, enter VMware Management Services in the Section Name
text box, select the Mark this section for Universal Synchronization check box, and click
Save.

3 Create a distributed firewall rule to allow SSH access to administrators for the different VMware
appliances.

a Click Add rule in the VMware Management Services section.

b In the Name cell of the new rule, click the Edit icon to change the rule name
to Allow SSH to admins.

¢ Click the Edit icon in the Source column, change the Object Type to Security Groups, add
Administrators to the Selected Objects list, and click OK.

d Click the Edit icon in the Destination column, change the Object Type to Security
Groups, add VMware Appliances and Update Manager Download Service to the Selected
Objects list, and click OK.

e Click the Edit icon in the Service column, enter SSH in the filter, add SSH to the Selected
Objects list, and click OK.

f  Click Publish Changes.

Firewall
Configuration | Saved Configurations
NSXManager. | 172.16.11.65 (Role: Primary) h
This rule sethas unsaved changes. Click on Publish Changes button to start deploying or click Save Changes to save this configuration.

Publish Changes || RewertChanges | Save Changes

General = Ethemet | Parmner security services
+ [ x =4 A h 4
Ho. Name Rule ID Source Destination Semvice Action

v m VMware Management Services (Rule 1. 11) o

&1 Allow SSH to admins 21474 i@ Administrators & VMware Appliances @ S5H Allow @ Distributed Firewall

4 Repeat the previous step to create the following distributed firewall rules.

Name Source Destination Service / Port
Allow vRA Portal to end users *any vRealize Automation Appliances HTTP, HTTPS
Allow VRA Console Proxy to end users  * any vRealize Automation Appliances TCP:8444
Allow SDDC to any SDDC *any *any

Allow PSC to admins Administrators  Platform Services Controller Instances HTTPS

Allow SSH to admins Administrators  VMware Appliances SSH
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Name Source Destination Service / Port
Allow RDP to admins Administrators  Windows Servers RDP

Allow Orchestrator to admins Administrators  vRealize Orchestrator TCP:8281,8283
Allow VROPs to admins Administrators  vRealize Operations Manager HTTP, HTTPS
Allow vRLI to admins Administrators  vRealize Log Insight HTTP, HTTPS
Allow VAMI to admins Administrators  VMware Appliances TCP:5480
Allow VDP to admins Administrators  VMware Appliances TCP:8543

5 Click Publish Changes.
6 Change the default rule action from allow to block for Region A.

a Under Default Section Layer3, in the Action column for the Default Rule, change the action to
Block and click Save.

b Click Publish Changes.
7 Change the default rule action from allow to block for Region B.
a From the NSX Manager drop-down menu, select 172.17.11.65.

b  Under Default Section Layer3, in the Action column for the Default Rule, change the action
to Block and click Save.

¢ Click Publish Changes.

By allowing only the network traffic that is required by the SDDC to pass, network security is improved.

Firewall
Configuration | Savad Configurasons  Settings

NSXManager (172.16.11.65 (Role: Primary)

© Lastpublish operaton succeeded 1262016 84443 Al )
General | Ediemet | Pomner secuty sendoes
* [ x | Q& r =

v [3 Viware Management Services (Ruke 1-9) oEHE* P/ x

€1 Alow\RAPortal to endusers 2147483656 -+ any i Realize Automat FHTTE Hiow @ Distivuted Firewall
B HTTPS

©2  AOWIRACENSOR FOnI0 endUSETS 2147483855 « any 8 vReaiize Auomaton [ Hiow @ Distibutes Firewall

CE Allow SDDC to any 2147483854 §500C - any « any Ao @ Distributed Firgwall

©4  AlowPSCioadming 21aramaesa i Administators 8 Piatiorm Services Co BHTTPS How @ Distioutes Firewall

©5  AlowSSH K adming 21aranies2 8 Administrators i Viware Apphances @5 Hy @ Distibusted Firowall

©6 Alow RDP o admins 2147483651 & Administrators 8 Windows Servers @ ROP Hiow @ Distributed Firewall

&7 Alaw Orchestrator 1o admins 2147483850 i Administrators ) vRealize Orchestrator @ TCF 82816283 Aoy @ Distibuted Firewall

©8  AlowVAM b adming 2147483808 5 Administrators i Viware Appiiances © TcP 550 Hiow @ Distituted Firewall

©8  AlowVOP o admins PR i Administators ¢ ¥Sphere Data Protect @ Tcrass Ao @ Distivuted Firewall

v B Detault Section Layer3 (Rule 10 -12) e s x

€10 DetaulRue NOP 1003 + any - any @ o @ Distiouted Firawall
@

©11  DelautRule DHCF 1002 « any - any () DHCF-Client Atow @ Distribtes Firowall

(@) DHCP-Server

Test the Management Cluster NSX Configuration in Region A

Test the configuration of the NSX logical network using a ping test. A ping test checks if two hosts in a
network can reach each other.
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Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Use the Ping Monitor to test connectivity.
a Under Logical Switches, double-click Universal Transit Network.
b Click the Monitor tab.

¢ From the Source host drop-down menu select mgmt01esx01.sfo01.rainpole.local.
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d From the Destination host drop-down menu select mgmt01esx03.sfo01.rainpole.local.

e Click Start Test.

' Universal Transit Network = @ 3 () [ === | {c)Actions
Summary | Monitor | Manage Related Objects
Hosts

1 Test Parameters

Broadcast

Source host

| mgmt01esx01.sfo01.rainpole.local | [ Browse...

Size of test packet

[ VXLAN standard |~ |

Destination host

| mgmt01esx03.sfo01.rainpole.local | [ Browse...

Start Test

Resuits

Status:  Test Completed

Packets sent by
mgmt01esx01.sfo01.rain
pole.local

All packets received by
magmt01esx03.sfo01.rain
polelocal

Packets transmitted 3
Packets received 3
Packets lost 0

Average round trip  0.000 ms

The host-to-host ping test results are displayed in the Results text box. Verify that there are no
error messages.

Deploy Application Virtual Networks in Region A

Deploy the application virtual networks.
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Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Create a Universal Logical Switch for workloads that move between sites.
a Under Inventories, click Networking & Security.
b In the Navigator, click Logical Switches.
¢ Select 172.16.11.65 from the NSX Manager drop-down menu.
d Click the Add icon to create a new Logical Switch.

e Inthe New Logical Switch dialog box, enter the following settings and click OK.

Setting Value
Name Mgmt-xRegion01-VXLAN
Transport Zone Mgmt Universal Transport Zone

Replication Mode  Hybrid

'7= New Logical Switch () 0
Mame: # (Mgmit-xRegion01-VxLAN
Description:
Transport Zone: & Mgmt Universal Transport Zone Change Remaove

Replication mode: () Multicast
Multicast on Physical network used for VXLAN control plane.
() Unicast
VXLAN control plane handled by NSX Controller Cluster.
(=) Hybrid
Optimized Unicast mode. Offloads local traffic replication to physical networkc

[] Enable MAC Learning

OK || cancel
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3 Create a Universal Logical Switch for workloads specific to Region A.

a

b

On the Logical Switches page, click the Add icon to create a new Logical Switch.

In the New Logical Switch dialog box, enter the following settings, and click OK.

Setting Value
Name Mgmt-RegionA01-VXLAN
Transport Zone Mgmt Universal Transport Zone

Replication Mode  Hybrid

‘= New Logical Switch (7) W
Mame: # (Mgmit-RegionAa0 1-WxLAN
Description:
Transport Zone: = | Mgmt Universal Transport Zone Change Remave

Replication mode: () Multicast
Multicast on Physical network used for VXLAN control plane.
() Unicast
VXLAN control plane handled by NSX Controller Cluster.
(=) Hybrid
Optimized Unicast mode. Offfoads local traffic replication to physical nefwork.

[] Enable MAC Learning

4  Connect Mgmt-xRegion01-VXLAN to the Universal Distributed Logical Router.

a

b

e

On the Logical Switches page, select the Mgmt-xRegion01-VXLAN Logical Switch.

Click the Connect Edge icon.
On the Connect an Edge page, select SFOMGMT-UDLRO1 and click Next.

On the Edit NSX Edge Interface page, enter the following settings and click Next.

Setting Value

Name Mgmt-xRegion01-VXLAN
Type Internal

Connected To Mgmt-xRegion01-VXLAN

Connectivity Status Connected
Primary IP Address 192.168.11.1

Subnet Prefix Length 24

On the Ready to complete page, click Finish.
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5 Connect Mgmt-RegionA01-VXLAN to the UDLRO1 Universal Distributed Logical Router.
a On the Logical Switches page, select the Mgmt-RegionA01-VXLAN Logical Switch.
b Click the Connect Edge icon.
¢ Onthe Connect an Edge page, select SFOMGMT-UDLRO1 and click Next.

d On the Edit NSX Edge Interface page, enter the following settings and click Next.

Setting Value

Name Mgmt-RegionA01-VXLAN
Type Internal

Connected To Mgmt-RegionA01-VXLAN

Connectivity Status Connected
Primary IP Address 192.168.31.1

Subnet Prefix Length 24

7% Mgmt-RegionAD1-VXLAN - Connect an Edge 2w
< ) T ETE EditNSX Edge interface
Edit selected interface parameters
2 EditNSX Edge inferface
e Name: +| Mgmt-RegionAD1-VXLAN
Type @ intemal () Uplink
Connected To Mgmt-RegionAD1-VXLAN
Gonnectivity Status:  (3) Connected () Discannected
Configure Subnets:
x (@ Fitter

Primary IP Address

192 168311 24

Back Next Cancel

e On the Ready to complete page, click Finish.
6 Configure the MTU for the Logical Switches.

a Double-click SFOMGMT-UDLRO1.

b Click the Manage tab and click Settings.

¢ On the Settings page, click on Interfaces.
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d Under Interfaces, select Mgmt-RegionA01-VXLAN, and click Edit.

e On the Edit Logical Router Interface,configure MTU , and click OK.

Setting Value
Mgmt-RegionA01-VXLAN 9000
Mgmt-xRegion01-VXLAN 9000
Edit Logical Router Interface (7)
Mame: # | Mgmt-RegionAQD1-WVXLAN
Type: (=) Internal () Uplink
Connected To: = Mgmt-RegionAD1-VXLAN Change Remove
Connectivity Status: (=) Connected () Disconnected

Configure Subnets:

+ /S x Q Filte -
Primary IP Address Subnet Prefix Length
192.168.31.1 24

1items [:4Copy~
MTU: 9000

Deploy the NSX Load Balancer in Region A

Deploy a load balancer for use by management applications connected to the AVN, Mgmt-xRegion01-
VXLAN.

Procedure
1 Login to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Under Inventories, click Networking & Security.
3 In the Navigator, click NSX Edges.

4 Select 172.16.11.65 from the NSX Manager drop-down menu.

VMware, Inc.



Deployment for Region A

5 Click the Add icon to create an NSX Edge.
The New NSX Edge wizard appears.

6 On the Name and description page, enter the following settings and click Next.

Setting Value

Install Type Edge Services Gateway
Name SFOMGMT-LBO1
Deploy NSX Edge Selected

Enable High Availability ~Selected

New NSX Edge (2) »

3 1 Hame and description Name and description

2 Settings — )
Install Type: (=) Edge Services Gateway

3 Configure deployment

4 Configure interfaces

5 Default gateway settings () Legical (Distriputed) Router
6 Firewall and HA

() Universal Logical (Distributed) Router
7 Ready to complete - g ( )

Name: # | SFOMGMT-LBOA
Hostname:

Description:

Tenant:

] Deploy NSX Edge

@ Enable High Availability

Hext Cancel

7 On the Settings page, enter the following settings and click Next.

Setting Value

User Name admin

Password edge_admin_password
Enable SSH access Selected

Enable FIPS mode Deselected

VMware, Inc.




Deployment for Region A

Setting Value
Enable auto rule generation ~ Selected
Edge Control Level logging  INFO
8 On the Configure deployment page, perform the following configuration steps and click Next.
a Select SF001, from the Datacenter drop-down menu.
b Click Large to specify the Appliance Size.

¢ Click the Add icon, enter the following settings, and click OK.

Setting Value

Resource pool SFO01-Mgmt01

Datastore SFO01A-VSANO1-MGMTO1
Folder NSX01

d To create a second appliance, click the Add icon again, make the same selections in the New
NSX Appliance dialog box, and click OK.

New NSX Edge (7) »
+ 1 Name and description Configure deployment
w2 Settings

Datacenter: >~| SFO01 |~

3 Configure deployment

4 Configure interfaces

Appliance Size:

5 Default gateway settings

6 Firewall and HA O QuadLarge

7 Ready to complete NSX Edge Appliances
Resource Foo Hast Datastore Folder
SFO01-Mgmto SFO01A-VSAND..
SFO01-Mgmt01 SFO01A-VSAND...

Specifying a resource pool and datastore is mandatory for configuring the NEX
Edge appliance.

Both the Edge Appliances are currently deployed on the same resources. It
/b, is recommended to deploy them on different resource pools, hosts and
datastores.

Back Hext Cancel
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9 On the Configure Interfaces page, click the Add icon to configure the OneArmLB interface, enter
the following settings, click OK, and click Next.

Setting Value

Name OneArmLB

Type Internal

Connected To Mgmt-xRegion01-VXLAN

Connectivity Status Connected
Primary IP Address 192.168.11.2
Subnet Prefix Length 24

MTU 9000

Send ICMP Redirect  Selected

Add NSX Edge Interface (7)

vMIC#: 0
MName: # | OneArmLB
Type: (=) Internal () Uplink
Connected To: Mgmt-xRegion01-VXLAN Change Remove
Connectivity Status:  (») Connected () Disconnected

x® | @ Filter - |
Primary |IP Address Secondary IP Addresses Subnet Prefix Length
192.168.11.2 Q 24 Q

1items [:53Copy~
Comma separated lists of Secondary |P Addresses. Example: 1.1.1.1,1.1.1.21.1.1.3
MAC Addresses:

You can specify a MAC address or leave it blank for auto generation. In case of HA,
two different MAC addresses are required.

MTU: 9000
Options: []Enable Proxy ARP ] Send ICMP Redirect
Reverse Path Filter | Enabled |~ |

Fence Parameters:

Example: ethernet0 filker1.param1=1

[ OK ][ cancel ]

10 On the Default gateway settings page, enter the following settings and click Next.

Setting Value
Gateway IP 192.168.11.1
MTU 9000

VMware, Inc.
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New NSX Edge

N

1 Name and description

v

" 2 Settings
+ 3 Configure deployment
v

4 Configure interfaces

i 5 Default gateway settings

6 Firewall and HA

7 Ready to complete

Default gateway settings

@ Configure Default Gateway

VNIC: [ OneArmLB [ -]
Gateway IP: # 192 168.111
MTU: 9000

Admin Distance: 1

Back Next

Cancel

11 On the Firewall and HA page, select the following settings and click Next.

Setting

Configure Firewall default policy
Default Traffic Policy

Logging

vNIC

Declare Dead Time

VMware, Inc.

Value
Selected
Accept
Disable
any

15
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New NSX Edge (?) B

1 Mame and description Firewall and HA

[/] Configure Firewall default policy

v

W 2 Settings
" 3 Configure deployment
v

4 Configure interfaces Default Traffic Policy: (=) Accept () Deny
+ 5 Default gateway settings Logging: () Enable (s) Disable
4 6 Firewall and HA
Configure HA parameters
+ T Ready to complete Configuring HA parameters is mandatory for HA to work.
wNIC: [ any | -]
Declare Dead Time: 15 (seconds)
Management IPs:
Back Next Finish Cancel

12 On the Ready to complete page, review the configuration settings you entered and click Finish.
13 Enable HA logging.
a Inthe Navigator, click NSX Edges.
b Select 172.16.11.65 from the NSX Manager drop-down menu.
¢ Double-click the device labeled SFOMGMTO01-LB01.
d Click the Manage tab and click the Settings tab.
e Click Change in the HA Configuration window.
f  Select the Enable Logging checkbox and click OK.
14 Enable the Load Balancer service.
a Inthe Navigator, click NSX Edges.
b Select 172.16.11.65 from the NSX Manager drop-down menu.
¢ Double-click the device labeled SFOMGMTO01-LB01.

d Click the Manage tab, click the Load Balancer tab, click Global Configuration, and click Edit.
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15 In the Edit load balancer global configuration dialog box, select Enable Load Balancer and click

OK.

Deploy and Configure the Shared Edge and Compute
Cluster Components in Region A

Deploy and configure the shared edge and compute cluster components.

Procedure

1

10

Deploy the Compute vCenter Server Instance in Region A

After you install and configure the external Platform Services Controller instance for the shared edge
and compute cluster, you can now install the vCenter Server appliance and assign a license.

Add New vCenter Server Licenses in Region A

(Optional) If a license was not assigned during deployment of the Management vCenter Server and
ESXi hosts, you may add new licenses for this vCenter Server instance if needed.

Add the Shared Edge and Compute vCenter to the vCenter Servers VM Group in Region A

After the vCenter Server for the Shared Edge and Computer cluster is deployed it must be added to
the vCenter VM Group.

Exclude the Compute vCenter Server from the Distributed Firewall in Region A

Exclude vCenter Server from all of your distributed firewall rules. This ensures that network access
between vCenter Server and NSX is not blocked.

Configure the Shared Edge and Compute Cluster in Region A

After you deploy the Compute vCenter Server, you must create and configure the shared edge and
compute cluster.

Create a vSphere Distributed Switch for the Shared Edge and Compute Cluster in Region A

After all ESXi hosts have been added to the cluster, create a vSphere Distributed Switch.

Enable vSphere HA on the Shared Edge and Compute Cluster in Region A

After vSphere vSphere Distributed Switch has been created and connected with all hosts, enable
vSphere HA on the cluster.

Change Advanced Options on the ESXi Hosts on the ESXi Hosts in the Shared Edge and Compute
Cluster in Region A

Change the default ESX Admins group to achieve greater levels of security by removing a known
administrative access point.

Mount NFS Storage for the Shared Edge and Compute Cluster in Region A

You must mount an NFS datastore for the content library consumed by vRealize Automation for
virtual machine provisioning.

Create and Apply the Host Profile for the Shared Edge and Compute Cluster in Region A

Host Profiles ensure all hosts in the cluster have the same configuration.
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11 Configure Lockdown Mode on All ESXi Hosts in Region A

To increase security of your ESXi hosts, you put them in Lockdown mode, so that administrative
operations can be performed only from vCenter Server.

Deploy the Compute vCenter Server Instance in Region A

After you install and configure the external Platform Services Controller instance for the shared edge and
compute cluster, you can now install the vCenter Server appliance and assign a license.

Procedure

1 Start the vCenter Server Appliance Deployment wizard.

a Browse the vCenter Server Appliance ISO file.

b Open the <dvd-drive>:\vcsa-ui-installer\win32\Installer application file.

2 Complete the vCenter Server Appliance Deployment wizard to perform the first stage of the
installation.

a Click Install to start the installation.

b Click Next on the Introduction page.

¢ Onthe End User License Agreement page, select the | accept the terms of the license
agreement check box and click Next.

d On the Select deployment type page, under External Platform Services Controller, select
the vCenter Server (Requires External Platform Services Controller) radio button and click
Next.

e On the Appliance deployment target page, enter the following settings and click Next.
Setting Value
ESXi host or vCenter Server name mgmt01vc01.sfo01.rainpole.local
HTTPS port 443
User name administrator@vsphere.local
Password vsphere_admin_password

f  Inthe Certificate Warning dialog box, click Yes to accept the host certificate.

g On the Select folder page, choose MGMTO01.

h On the Select compute resource page, choose the SFO01-Mgmt01 cluster.

On the Set up appliance VM page, enter the following settings and click Next.

Setting Value

VM name comp01vc01

Root password compvc_root_password
Confirm root password compvc_root_password
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j  On the Select deployment size page, select Large vCenter Server, and click Next.

k  On the Select datastore page, select the SFO01A-VSAN01-MGMTO01 datastore, select
the Enable Thin Disk Mode check box, and click Next.

I On the Configure network settings page, enter the following settings and click Next.

Setting

Network

IP version

IP assignment

System name

IP address

Subnet mask or prefix length
Default gateway

DNS servers

Value

vDS-Mgmt-Management

IPv4

static
comp01vc01.sfo01.rainpole.local
172.16.11.64

255.255.255.0

172.16.11.253
172.16.11.5,172.16.11.4

m On the Ready to complete stage 1 page, review the configuration and click Finish to start the

deployment.

n Once the deployment completes, click Continue to proceed to stage two of the installation.

3 Complete the Set Up vCenter Server Appliance wizard to complete the second stage of the

installation.

a Click Next on the Introduction page.

b On the Appliance configuration page, enter the following settings and click Next.

Setting
Time synchronization mode
NTP servers (comma-separated list)

SSH access

Value
Synchronize time with NTP servers
ntp.sfo01.rainpole.local

Enabled

¢ On the SSO configuration page, enter the following settings and click Next.

Setting

Platform Services Controller
HTTPS port

SSO domain name

SSO password

Value
sfo01psc01.sfo01.rainpole.local
443

vsphere.local

sso_password

d On the Ready to complete page, review the configuration and click Finish.

e Click OK on the Warning.
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Add New vCenter Server Licenses in Region A

(Optional) If a license was not assigned during deployment of the Management vCenter Server and ESXi
hosts, you may add new licenses for this vCenter Server instance if needed.

Procedure
1 Log in to the Compute vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://comp01lvc0l.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

Click the Home icon above the Navigator and choose the Administration menu item.
On the Administration page, click Licenses and click the Licenses tab.

Click the Create New Licenses icon to add license keys.

a A O DN

On the Enter license keys page, enter license keys for vCenter Server and ESXi, one per line, and
click Next.

6 On the Edit license name page, enter a descriptive name for each license key, and click Next.

7 On the Ready to complete page, review your entries, and click Finish.
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8 Assign the newly added licenses to the respective assets.

a Click the Assets tab

e0e / (%) vSphere Web Cli
| -~ —

nt x \§

vmware® vSphere Web Client

Navigator

fi=

U | Administrator@VSPHERE.LOCAL ~

C' | B stps://vcenter0S.vmware.local:9443/vsphere-client/?csp#extensionld % 3Dvsphere.license.cis.licensa.licensing Tab % 3Bcontext%3Dcom.vmwa.. f}‘

|

| Help ~

4 Home

Administration

License provider: | All 6.0 vCenter Server instances | + |

Getting Started | Licenses | Products  Assels

Go to My ViMware

~ Access Control
Roles
‘Global Permissions.

~ Single Sign-On
Users and Groups
‘Configuration

~ Licensing
Reports

~ Solutions
Client Plug-Ins
vCenter Server Extensions

+ Deployment
System Configuration

(1) Recent Tasks

+

Licensa

[5g ¥Sphere 6 Enterpr...
[Eg vCenter Server 6

License Key

Show: | Al [-][a

Filter

Product
WMware vSphere 6 Enterprise Plus (CPUs)
VMware vCenter Server 6 Standard (Instances)

Usage
0CPUs
0 Instances.

b  Select the vCenter Server instance, and click the Assign License icon.

® O ® / @sphere Web Client
St

3 | ssaubaid up o (0)

sunery (1)

€ - C' | X bepsy/veenter0s.vmware.local:9443/vsphere-client/?csp#extension|d%3Dvsphere. license.cis.asset licensing Tab%3Bcontext%30com.vmware... 5.7 =

I —0, Search -

vmware® vSphere Web Client

fi=

Licenses

U | Administrator@VSPHERE.LOCAL ~

| Help ~

Navigator

4 Home

Administration
~ Access Control
Roles
Global Permissions
+ Single Sign-On

License provider: | All 6.0 vCener Server instances | = |

Getting Started  Licenses  Products ‘ Assets ‘

Go to My VMware

\mmbrServariyﬁhmi ‘ Hosts | Clusters | Solutions ]

% | & Al Actcns ~

(i Filter

Licansa

Product

3 | ssaiboid vl wom (0} s,

Assat

Users and Groups
Assign License ocal Evaluation License

Evaluation Mode
‘Configuration

suuepy (1)

~ Licensing

Reports
~ Solutions

Client Plug-Ins

vCenter Server Extensions
+ Deployment

System Configuration

(1) Recent Tasks

¢ Select the vCenter Server license that you entered in the previous step and click OK.
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Add the Shared Edge and Compute vCenter to the vCenter
Servers VM Group in Region A

After the vCenter Server for the Shared Edge and Computer cluster is deployed it must be added to the
vCenter VM Group.

Procedure

1

a A 0

Log in to the Management vCenter Server by using the vSphere Web Client.

a

Open a Web browser and go
to https://mgmt01lvc0l.sfo0l.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

In the Navigator, select Hosts and Clusters and expand the mgmt01vc01.sfo01.rainpole.local
tree.

Select the SFO01-Mgmt01 cluster and click Configure.

On the Configure page, click VM/Host Groups.

On the VM/Host Groups page, select the vCenter Servers VM Group.

Under VM/Host Group Members, click the Edit button.

In the Add Group Member dialog, select comp01vc01 and click OK.

Exclude the Compute vCenter Server from the Distributed Firewall
in Region A

Exclude vCenter Server from all of your distributed firewall rules. This ensures that network access
between vCenter Server and NSX is not blocked.

Procedure

1

Log in to vCenter Server by using the vSphere Web Client.

a

Open a Web browser and go
to https://mgmt01lvcO0l.sfo0l.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password
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o a A~ W DN

In the Navigator, click Networking & Security.

Click NSX Managers and select the 172.16.11.65 instance.

Click Manage and then click Exclusion List.

Click the Add button.

Add comp01vc01 to the Selected Objects list, and click OK.

Configure the Shared Edge and Compute Cluster in Region A

After you deploy the Compute vCenter Server, you must create and configure the shared edge and
compute cluster.

To create and configure the shared edge and compute cluster you perform the following procedures:

Create the cluster.

Configure DRS.

Add the hosts to the cluster.

Add the hosts to the active directory domain.

Create resource pools.

Procedure

1

Log in to the Compute vCenter Server by using the vSphere Web Client.

a

Open a Web browser and go
to https://comp01lvc0l.sfo0l.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Log in to the Compute vCenter Server by using the vSphere Web Client.

a

Open a Web browser and go
to https://comp0lvcOl.sfo0l.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password
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3 Create a data center object.

a Inthe Navigator, click Hosts and Clusters.

b Right-click the comp01vc01.sfo01.rainpole.local instance, and select New Datacenter.

¢ Inthe New Datacenter dialog box, enter SFO01 as name, and click OK.

4 Create the shared edge and compute cluster.

a Right-click the SFO01 datacenter and click New Cluster.

b In the New Cluster wizard, enter the following values and click OK.

Setting

Name

DRS

Turn ON

Other DRS options

vSphere HA  Turn ON

Value
SFO01-Comp01
Selected
Default values

Deselected

EVC Set EVC mode to the lowest available setting supported for the hosts in the cluster
vSAN Turn ON Deselected
]l Mew Cluster ?) M
Marme |SFO01-Camp0t
Location SFO01
-+ DRS [ Turm oM
Autornation Lewvel | Fully automated | v |
Migration Threshold Consemnvative ———"——— Aggressive
» vSphere HA [JTum ON
[ = | Intel® "Sandy Bridge” Generation | - |
b WirUal SAN []Tum oM
[ OK l [ Cancel |

5 Add a host to the shared edge and compute cluster.

a Right-click the SFO01-Comp01 cluster, and click Add Host.

b Onthe Name and location page, enter comp0lesx01.sfo01.rainpole.local in the Host
name or IP address text box and click Next.

¢ On the Connection settings page, enter the following credentials, and click Next.

Setting

User name

Password

VMware, Inc.

Value
root

esxi_root_user_password
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h

In the Security Alert dialog box, click Yes.
On the Host summary page, review the host information and click Next.

On the Assign license page, select the ESXi license key that you entered during the vCenter
Server deployment and click Next.

On the Lockdown mode page, click Next.
On the Resource pool page, click Next.

On the Ready to complete page, review your entries and click Finish.

6 Repeat the previous step to add the remaining hosts to the cluster.

Setting Value

Host 2 comp01esx02.sfo01.rainpole.local
Host 3 comp01esx03.sfo01.rainpole.local
Host 4 comp01esx04.sfo01.rainpole.local

7 Add an ESXi host to the active directory domain

a

In the Navigator, click Hosts and Clusters and expand the entire
comp01vc01.sfo01.rainpole.local tree.

Select the comp01esx01.sfo01.rainpole.local host.
Click the Configure tab.

Under System, select Authentication Services.

VMware, Inc.

133



Deployment for Region A

e

f

In the Authentication Services panel, click the Join Domain button.

In the Join Domain dialog box, enter the following settings and click OK.

Setting Value
Domain sfo01.rainpole.local
User name ad_admin_acct@sfo01.rainpole.local
Password ad_admin_password
[l Jomn Domain N
Damain Satlings
Domain  =f0d1 ralnpaledac al
= Using cradentials
User nama nad admin modt@afoll.minpole.lacal
Pagswand I"""""""’"“"i I
Lising prosy s erer
Ok Cancel

8 Set the Active Directory Service to Start and stop with host.

a

In the Navigator, click Hosts and Clusters and expand the entire
comp01vc01.sfo01.rainpole.local tree.

Select the comp01esx01.sfo01.rainpole.local host.

Click the Configure tab.

Under System, select Security Profile.

Click the Edit button next to Services.

Select the Active Directory service and change the Startup Policy to Start and stop with host

and click OK.
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9 Configure a resource pool for the shared edge and compute cluster.
a Right the SFO01-Comp01 cluster and select New Resource Pool.

b Inthe New Resource Pool dialog box, enter the following values and click OK.

Setting Value

Name SDDC-EdgeRP01
CPU-Shares High
CPU-Reservation 0

CPU-Reservation Type Expandable selected

CPU-Limit Unlimited
Memory-Shares Normal
Memory-Reservation 16 GB

Memory-Reservation type Expandable selected

Memory-Limit Unlimited

10 Repeat step Step 9 to add two more additional resource pools.

Setting Resource Pool 2 Resource Pool 3
Name User-EdgeRP01 User-VMRPO1
CPU-Shares Normal Normal
CPU-Reservation 0 0

CPU-Reservation Type Expandable selected Expandable selected
CPU-Limit Unlimited Unlimited
Memory-Shares Normal Normal
Memory-Reservation 0 0

Memory-Reservation type Expandable selected Expandable selected

Memory-Limit Unlimited Unlimited

Create a vSphere Distributed Switch for the Shared Edge and
Compute Cluster in Region A

After all ESXi hosts have been added to the cluster, create a vSphere Distributed Switch.
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Procedure

1 Log in to the Compute vCenter Server by using the vSphere Web Client.

a

Open a Web browser and go
to https://comp01lvc0l.sfo0l.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Create a vSphere Distributed Switch for the shared edge and compute cluster.

a

f

In the Navigator, click Networking and expand the comp01vc01.sfo01.rainpole.local control
tree.

Right-click the SFO01 datacenter and select Distributed Switch > New Distributed Switch to
start the New Distributed Switch wizard .

On the Name and location page, enter vDS-Comp@1 as the name and click Next.

On the Select version page, ensure the Distributed switch version: 6.5.0 radio button is
selected and click Next.

On the Edit settings page, enter the following values and click Next.

Setting Value
Number of uplinks 2
Network I/O Control Enabled

Create a default port group Deselected

On the Ready to complete page, review your entries and click Finish.

3 Edit the settings of the vDS-Comp01 distributed switch.

a
b

Cc

Right-click the vDS-Comp01 distributed switch and select Settings > Edit Settings.
Click the Advanced tab.
Enter 9000 as MTU (Bytes) value and click OK.
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4  Create port groups in the vDS-Comp01 distributed switch.

a

C

d

Right-click the vDS-Comp01 distributed switch, and select Distributed Port Group > New
Distributed Port Group.

Create port groups with the following settings and click Next.

Port Group Name Port Binding VLAN Type VLANID
vDS-Comp01-Management  Static binding VLAN 1631
vDS-Comp01-vMotion Static binding VLAN 1632
vDS-Comp01-VSAN Static binding VLAN 1633
vDS-Comp01-NFS Static binding VLAN 1615
vDS-Comp01-Uplink01 Static binding VLAN 1625
vDS-Comp01-Uplink02 Static binding VLAN 2713

Note You create the VXLAN port group at a later time during the configuration of NSX Manager.

2, New Distributed Port Group PN

v 1 Selectname and locaion Configure setings

Set general properties of the new port group.
2 Configure selings

3 Readyto complete
Paont binding: Static binding ]

Port allocation Elastic
© Eastic port groups automatically increase or decrease the number of porls as needed

Number of ports ] =

Network resource pool. (default) |=

VLAN
VLAN type: VLAN |~
VLAN 1D 1631 =

Advanced

[[] Customize default policies configuration

Back Next Cancel

On the Ready to complete page, review your entries and click Finish.

Repeat this step for each port group.

5 Change the Port Groups to use the Route Based on Physical NIC load teaming algorithm.

a

Right-click the vDS-Comp01 distributed switch and select Distributed Port Groups > Manage
Distributed Port Groups.

Select Teaming and failover and click Next.
Click the Select distributed port groups button, add all port groups and click Next.
Select Route based on physical NIC load under Load Balancing and click Next.

Click Finish.
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6 Connect the ESXi host, comp01esx01.sfo01.rainpole.local, to the vDS-Comp01 distributed switch by
migrating its VMkernel and virtual machine network adapters.

a

b

h

Right-click the vDS-Comp01 distributed switch, and click Add and Manage Hosts.

On the Select task page, select Add hosts and click Next.

On the Select hosts page, click New hosts.

In the Select new hosts dialog box, select comp01esx01.sfo01.rainpole.local and click OK.
On the Select hosts page, click Next.

On the Select network adapter tasks page, ensure both Manage physical
adapters and Manage VMkernel adapters check boxes are checked and click Next.

On the Manage physical network adapters page, click vmnic1, and click Assign uplink.
In the Select an Uplink for vmnic1 dialog box, select Uplink 1 and click OK.

On the Manage physical network adapters page, click Next.

7 Configure the VMkernel network adapters, edit the existing, and add new adapters as needed.

a

b

h

On the Manage VMkernel network adapters page, click vmkO0, and click Assign port group.
Select vDS-Comp01-Management and click OK.
On the Manage VMkernel network adapters page, click On this switch and click New adapter.

On the Add Networking page, select Select and existing network, browse to select the vDS-
Comp01-NFS port group, click OK, and click Next.

Under Port properties click Next.

Under IPv4 settings select Use static IPv4 settings, enter the IP address 172.16.25.101 and
the subnet 255.255.255.0, and click Next.

Click Finish.
On the Analyze impact page, click Next.

On the Ready to complete page, review your entries and click Finish.

8 Create the vMotion VMkernel adapter.

a

In the Navigator, click Host and Clusters and expand the comp01vc01.sfo01.rainpole.local
tree.

Click on comp01esx01.sfo01.rainpole.local.
Click the Configure tab then select VMkernel adapters.
Click the Add host networking icon and select VMkernel Netowrk Adapter and click Next.

On the Add Networking page, select Select an existing network, browse to select the vDS-
Comp01-vMotion port group, click OK, and click Next.

On the Port properties page, select vMotion from the TCP/IP Stack dropdown and click Next.
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g Under IPv4 settings select Use static IPv4 settings, enter the IP address 172.16.32.101,
enter the subnet 255.255.255.0, and click Next.

h  Click Finish.
9 Configure the MTU on the vMotion VMkernel adapter.
a Select the vMotion VMkernel adapter created in the previous step, and click Edit Settings.
b  Click the NIC Settings page.
¢ Enter 9000 for the MTU value and click OK.
10 Configure the vMotion TCP/IP stack.
a Click TCP/IP configuration.
b Select vMotion and click the edit icon.
¢ Click on Routing and enter 172.16.32.253 for the default gateway address and click OK.
11 Define Network I/O Control shares for the different traffic types on the vDS—Comp01 distributed switch.
a Inthe Navigator, click Networking, and click the SFO01 datacenter.
b Click the vDS-Comp01 distributed switch.
¢ Click the Configure tab and click Resource Allocation.

d Under System Traffic, edit each of the following traffic types with the values from the table.

Setting Value
Traffic Type High
vSAN TRaffic Low
NFS Traffic Low
vMotion Traffic Low
vSphere Replication Traffic Low
Management Traffic Normal

vSphere Data Protection Backup Traffic  Low

Virtual Machine Traffic High
Fault Tolerance Traffic Low
iSCSI Traffic Low

12 Migrate the last physical adapter from the standard switch to the vDS-Comp01 distributed switch.
a Inthe Navigator, click Networking and expand the SFO01 datacenter.
b Right-click the vDS-Comp01 distributed switch and select Add and Manage hosts.
¢ On the Select task page, select Manage host networking and click Next.

d On the Select hosts page, click Attached hosts.
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In the Select member hosts dialog box, select comp01esx01.sfo01.rainpole.local and
click OK.

On the Select hosts page, click Next.

On the Select network adapter tasks page, select Manage Physical adapters only and
click Next.

On the Manage physical network adapters page, under comp01esx01.sfo01.rainpole.local,
select vmnic0, and click Assign uplink.

In the Select an Uplink dialog box, select Uplink 2 and click OK.
On the Analyze Impact page, click Next.

On the Ready to complete page, click Finish.

13 Enable vSphere Distributed Switch Health Check.

In the Navigator, click Networking and expand the SFO01 datacenter.
Select the vDS-Comp01 distributed switch and click the Configure tab.

In the Navigator select Health check and click the Edit button.

Select Enabled for VLAN and MTU and Teaming and failover and click OK.

14 Delete the vSphere Standard Switch.

a

In the Navigator, click on Hosts and Clusters and expand the
comp01vc01.sfo01.rainpole.local control tree.

Click on comp01esx01.sfo01.rainpole.local and then click on Configure.
On the Configure page select Virtual Switches.

On the Virtual Switches page, select vSwitch0, and then click the Remove selected switch
button.

In the Remove Standard Switch dialog box, click Yes.

Enable vSphere HA on the Shared Edge and Compute Cluster in
Region A

After vSphere vSphere Distributed Switch has been created and connected with all hosts, enable
vSphere HA on the cluster.
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Procedure

1

o a A~ W

Log in to the Compute vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://comp01lvc0l.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

In the Navigator, click Hosts and Clusters.

a Expand the comp01vc01.sfo01.rainpole.local inventory.

b Select the SFO01-Mgmt01 cluster.

Click the Configure tab and click vSphere Availability.

Click Edit.

In the Edit Cluster Settings dialog box, select the Turn on vSphere HA check box.

In the Edit Cluster Settings dialog box, under Failures and Responses, select the following values.

Setting Value
Enable Host Monitoring Selected
Host Failure Response Restart VM's

Response for Host Isolation  Power off and restart VM's

Datastore with PDL Disabled
Datastore with APD Disabled
VM Monitoring VM Monitoring Only

Click Admission Control.

Under the Admission Control settings, enter the following settings.

Setting Value

Host failures cluster tolerates 1

Define host failover capacity by Cluster resource percentage
Override calculated failover capacity Deselected

Performance degradation VMs tolerate  100%

Click OK.
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Change Advanced Options on the ESXi Hosts on the ESXi Hosts in
the Shared Edge and Compute Cluster in Region A

Change the default ESX Admins group to achieve greater levels of security by removing a known
administrative access point.

Procedure

1 Log in to the Compute vCenter Server by using the vSphere Web Client.

a

Open a Web browser and go
to https://comp01lvc0l.sfo0l.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Change the default ESX Admins group.

a

b

In the Navigator, click Hosts and Clusters.

Expand the vCenter Server inventory tree, and select
the comp01.esx01.sfo01.rainpole.local host.

Click the Configure tab and under System, click Advanced System Settings.
Click the Edit button.

In the filter box, enter esxAdmins and wait for the search results.

Change the value of Config.HostAgent.plugins.hostsvc.esxAdminsGroup to SDDC-Admins

and click OK.

3 Disable the SSH warning banner.

In the Navigator, click Hosts and Clusters.

Expand the vCenter Server inventory tree, and select
the comp01.esx01.sfo01.rainpole.local host.

Click the Configure tab and under System, click Advanced System Settings.
Click the Edit button.
In the filter box, enter ssh and wait for the search results.

Change the value of UserVars.SuppressShellWarning to 1 and click OK.
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Mount NFS Storage for the Shared Edge and Compute Cluster in
Region A

You must mount an NFS datastore for the content library consumed by vRealize Automation for virtual
machine provisioning.

Create a datastore for the SFO01-Comp01 cluster.
Procedure
1 Log in to the Compute vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://comp0lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 In the Navigator, click Hosts and Clusters and expand the comp01esx01.sfo01.rainpole.local
tree.

3 Click on comp01esx01.sfo01.rainpole.local.
4  Click on the Datastores tab.
5 Click the Create a New Datastore icon.
The New Datastore wizard opens.
6 On the Type page, select NFS and click Next.
7 On the NFS version page, select NFS 3 and click Next.

8 On the Name and configuration page, enter the following datastore information and click Next.

Setting Value
Datastore Name SFOO01A-NFS01-VRALIB01
Folder /N2D_vRA_ComputeA_1TB

server 172.16.25.251

9 On the Ready to complete page, review the configuration and click Finish.

Create and Apply the Host Profile for the Shared Edge and
Compute Cluster in Region A

Host Profiles ensure all hosts in the cluster have the same configuration.
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Procedure

1 Log in to the Compute vCenter Server by using the vSphere Web Client.

a

Open a Web browser and go
to https://comp01lvc0l.sfo0l.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Create a Host Profile from comp01esx01.sfo01.rainpole.local.

a

C

d

In the Navigator, select Hosts and Clusters and expand the comp01vc01.sfo01.rainpole.local
tree.

Right-click the ESXi host comp01esx01.sfo01.rainpole.local and choose Host Profiles >
Extract Host Profile.

In the Extract Host Profile window, enter SFO01-Comp@1 for the Name and click Next.

In the Ready to complete window, click Finish.

3 Attach the Host Profile to the shared edge and compute cluster.

a

In the Navigator, select Hosts and Clusters and expand the comp01vc01.sfo01.rainpole.local
tree.

Right-click on the SFO01-Comp01 cluster, and choose Host Profiles > Attach Host Profile.

In the Attach Host Profile window, select the SFO01-Comp01 Host Profile, select the Skip Host
Customization checkbox, and click Finish.

4 Create Host Customizations for the hosts in the shared edge and compute cluster.

a

b

In the Navigator, select Policies and Profiles.

Click on Host Profiles, then right-click on SFO01-Comp01, and choose Export Host
Customizations.

In the dialog box, click Save.
Choose a file location to save the SFO07-Comp01_host_customizations.csv file.

Open the SFO01-Comp01_host_customizations.csv in Excel.
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f  Edit the file using the following configuration value.

ESXi Host

comp01esx01.sfo01.rainpole.local
comp01esx02.sfo01.rainpole.local
comp01esx03.sfo01.rainpole.local

comp01esx04.sfo01.rainpole.local

Active Directory
Configuration
Password

ad_admin_password
ad_admin_password
ad_admin_password

ad_admin_password

Active Directory Configuration
Username

ad_admin_acct@sfo01.rainpole.local
ad_admin_acct@sfo01.rainpole.local
ad_admin_acct@sfo01.rainpole.local

ad_admin_acct@sfo01.rainpole.local

NetStack Instance
defaultTcpipStack-
>DNS
configurationName
for this host

comp01esx01
comp01esx02
comp01esx03

comp01esx04

ESXi Host

comp01esx01.sfo01.rainpole.local
comp01esx02.sfo01.rainpole.local
comp01esx03.sfo01.rainpole.local

comp01esx04.sfo01.rainpole.local

Host virtual NIC vDS-Comp01:vDS-
Comp01-Management:management-
>|P address settingsIPv4 address

172.16.31.101

172.16.31.102

172.16.31.103

172.16.31.104

255.255.255.0

255.255.255.0

255.255.255.0

255.255.255.0

Host virtual NIC vDS-Comp01:vDS-
Comp01-Management:management-
>|P address settingsSubnetMask

ESXi Host

comp01esx01.sfo01.rainpole.local
comp01esx02.sfo01.rainpole.local
comp01esx03.sfo01.rainpole.local

comp01esx04.sfo01.rainpole.local

Host virtual NIC vDS-Comp01:vDS-
Comp01-NFS:<UNRESOLVED>->IP
address settingsIPv4 address

172.16.25.101

172.16.25.102

172.16.25.103

172.16.25.104

255.255.255.0

255.255.255.0

255.255.255.0

255.255.255.0

Host virtual NIC vDS-Comp01:vDS-
Comp01-Management:management->IP
address settingsSubnetMask

ESXi Host

comp01esx01.sfo01.rainpole.local
comp01esx02.sfo01.rainpole.local
comp01esx03.sfo01.rainpole.local

comp01esx04.sfo01.rainpole.local

Host virtual NIC vDS-Comp01:vDS-
Comp01-vMotion:vmotion->IP
address settingsIPv4 address

172.16.32.101

172.16.32.102

172.16.32.103

172.16.32.104

255.255.255.0

255.255.255.0

255.255.255.0

255.255.255.0

g Once the file has been updated, save it and close Excel.

h  Click the Configure tab.

i  Click the Edit Host Customizations button.
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j  Inthe Edit Host Customizaions window, select all hosts and click Next.

k  Click the Browse button to use a customization file, locate the SFO01-
Comp01_host _customizations.csv file saved earlier and select it and click Open, then click
Finish.

5 Remediate the hosts in the shared edge and compute cluster.
a Click the Monitortab and click Compliance.
b Select LAX01-Comp01 and click the Check Host Profile Compliance button.

¢ Select comp01esx02.lax01.rainpole.local and click the Remediate host based on its host
profile button.

d Select comp01esx03.lax01.rainpole.local and click the Remediate host based on its host
profile button.

e Select comp01esx04.lax01.rainpole.local and click the Remediate host based on its host
profile button.

Note All hosts should now show a status of Compliant.

6 Schedule nightly compliance checks.

a On the Policies and Profiles page, click SFO01-Comp01, click the Monitor tab, and then click
the Scheduled Tasks subtab.

b Click Schedule a New Task then click Check Host Profile Compliance.

¢ Inthe Check Host Profile Compliance (scheduled) window click Scheduling Options.
d Enter SFO01-Comp01 Complance Check in the Task Name field.

e Click the Change button on the Configured Scheduler line.

f In the Configure Scheduler window select Setup a recurring schedule for this action and
change the Start time to 10:00 PM and click OK.

g Click OK in the Check Host Profile Compliance (scheduled) window.

Configure Lockdown Mode on All ESXi Hosts in Region A

To increase security of your ESXi hosts, you put them in Lockdown mode, so that administrative
operations can be performed only from vCenter Server.

vSphere supports an Exception User list, which is for service accounts that have to log in to the host
directly. Accounts with administrator privileges that are on the Exception Users list can log in to the ESXi
Shell. In addition, these users can log in to a host's DCUI in normal lockdown mode and can exit
lockdown mode.

You repeat this procedure to enable normal lockdown mode for all hosts in the data center. The table
below lists all of the hosts.
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Table 2-9. Hosts in the data center

Host

Management host 1

Management host 2

Management host 3

Management host 4

Shared Edge and Compute host 1
Shared Edge and Compute host 2
Shared Edge and Compute host 3

Shared Edge and Compute host 4

FQDN

mgmt01esx01.sfo01.rainpole.local
mgmt01esx02.sfo01.rainpole.local
mgmt01esx03.sfo01.rainpole.local
mgmt01esx04.sfo01.rainpole.local
comp01esx01.sfo01.rainpole.local
comp01esx02.sfo01.rainpole.local
comp01esx03.sfo01.rainpole.local

comp01esx04.sfo01.rainpole.local

Procedure
1 Log in to the Compute vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://comp01lvc0l.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 In the Navigator, click Hosts and Clusters and expand the
entire mgmt01vc01.sfo01.rainpole.local tree control.

Select the mgmt01esx01.sfo01.rainpole.local host.
Click Configure.

Under System, select Security Profile.

In the Lockdown Mode panel, click Edit.

In the Lockdown Mode dialog box, select the Normal radio button, and click OK.

0 N o Ou ~ w

Repeat this procedure and enable normal lockdown mode for all remaining hosts in the data center.

Note Lockdown Mode settings are not part of Host Profiles and must be manually enabled on all
hosts.

Deploy and Configure the Shared Edge and Compute
Cluster NSX Instance in Region A

Deploy and configure the NSX instance for the shared edge and compute cluster in Region A.
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Procedure

1 Deploy the NSX Manager for the Shared Edge and Compute Cluster NSX Instance in Region A
You must first deploy the NSX Manager virtual appliance. After the NSX Manager is successfully
deployed you must connect it to the Compute vCenter Server instance.

2 Deploy the NSX Controllers for the Shared Edge and Compute Cluster NSX Instance in Region A
After the NSX Manager is successfully connected to the Compute vCenter Server, you must
promote it to the primary role and deploy the three NSX Controller nodes that form the NSX
Controller cluster.

3 Prepare the ESXi Hosts in the Shared Edge and Compute Cluster for NSX in Region A
You must install the NSX kernel modules on the compute and edge clusters ESXi hosts so that you
are able to use NSX.

4 Configure the NSX Logical Network for the Shared Edge and Compute Clusters in Region A

After all deployment tasks are ready, configure the NSX logical network.

5 Update the Host Profile for the Compute Cluster in Region A
After an authorized change is made to a host the Host Profile must be updated to reflect the
changes..

6 Configure NSX Dynamic Routing in the Shared Edge and Compute Cluster in Region A
NSX for vSphere creates a network virtualization layer on top of which all virtual networks are
created. This layer is an abstraction between the physical and virtual networks. You configure NSX
dynamic routing within the compute and edge clusters, deploying two NSX Edge devices and a
Universal Distributed Logical Router (UDLR).

7 Test the Shared Edge and Compute Cluster NSX Configuration in Region A

Test the configuration of the NSX logical network using a ping test. A ping test checks if two hosts in
a network can reach each other.

Deploy the NSX Manager for the Shared Edge and Compute
Cluster NSX Instance in Region A

You must first deploy the NSX Manager virtual appliance. After the NSX Manager is successfully
deployed you must connect it to the Compute vCenter Server instance.
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Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Open the Deploy OVF Template wizard.
a Inthe Navigator, expand the entire mgmt01vc01.sfo01.rainpole.local tree.
b Right-click the SFO01-Mgmt01 cluster, and click Deploy OVF Template.
3 Use the Deploy OVF Template wizard to deploy the NSX Manager virtual appliance.

a On the Select template page, click the Browse button, select the VMware NSX Manager .ova
file, and click Next.

b On the Select name and location page, enter the following settings, and click Next.

Setting Value
Name comp01nsxm01.sfo01

Folder or Datacenter NSXO01

4 Deploy OVE Template o)

¢ On the Select a resource page, select the following values, and click Next.

Setting Value
Datacenter SFOO01

Cluster SFO01-Mgmt01

d On the Review details page, review the extra configuration option check box, and click Next.

e Onthe Accept License Agreements page, click Accept, and click Next.
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f  On the Select storage page, enter the following settings, and click Next

Setting Value
Select virtual disk format  Thin Provision
VM Storage Policy vSAN Default Storage Policy

Datastore SFO01A-VSANO1-MGMTO1

% Deploy OVF Template oL

V1 Select template Select storage

ine fles for the deployed template.

Selectuirtual diskfomat | Thin provision

u Vi
0] Show datastres rom Storage DRS clusters ©

Name. 1afstons M storage poicy
© B SFOOIAVSANOIMGHTO1 | @ Normal Virtual SAN Defa

L] 1 Objects (3 Copy~

Back Next Cancel

g On the Select networks page, Under Destination Network,select vDS-Mgmt-Management,
and click Next.

h On the Customize template page, expand the different options, enter the following settings, and

click Next.

Setting Value

DNS Server List 172.16.11.5,172.16.11.4

Domain Search List sfo01.rainpole.local

Default IPv4 Gateway 172.16.11.253

Hostname comp01nsxm01.sfo01.rainpole.local

Network 1 IPv4 Address 172.16.11.66

Network 1 Netmask 255.255.255.0

Enable SSH Selected

NTP Server List = ntp.sfo01.rainpole.local
= ntp.lax01.rainpole.local

CLI "admin" User Password / enter compnsx_admin_password

CLI "admin" User Password / confirm compnsx_admin_password
CLI Privilege Mode Password / enter compnsx_priviledge _password

CLI Privilege Mode Password / confirm  compnsx_priviledge password

i Onthe Ready to complete page, click Finish.

i Inthe Navigator, expand the mgmt01vc01.sfo01.rainpole.local control tree,select the
comp01nsxm01 virtual machine, and click the Power on button.
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4 Connect the NSX Manager to the Compute vCenter Server.

a

b

j

Open a Web browser and go to https://comp@lnsxm01.sfo0l.rainpole.local

Log in using the following credentials.

Setting Value

User name admin

Password compnsx_admin_password

Click Manage vCenter Registration.

Under Lookup Service, click the Edit button.

In the Lookup Service dialog box, enter the following settings, and click OK.

Setting Value
Lookup Service IP sfo01psc01.sfo01.rainpole.local
Lookup Service Port 443

SSO Administrator User Name  administrator@vsphere.local
Password vsphere_admin_password
In the Trust Certificate? dialog box, click Yes.
Under vCenter Server, click the Edit button.

In the vCenter Server dialog box, enter the following settings, and click OK.

Setting Value
vCenter Server comp01vc01.sfo01.rainpole.local
vCenter User Name svc-nsxmanager@rainpole.local

Password sve-nsxmanager_password

In the Trust Certificate? dialog box, click Yes.

Wait until the Status indicators for the Lookup Service and vCenter Server change to connected.

5 Log out from the vCenter Server session in the vSphere Web Client.

6 Log in to the Management vCenter Server by using the vSphere Web Client.

a

Open a Web browser and go to
https://mgmt@lvcOl.sfo0l.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name  svc-nsxmanager@rainpole.local

Password svec-nsxmanager_password
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7 Assign the administrator@vsphere.local account access to NSX.
a Inthe Navigator, click Network & Security.
b Select NSX Managers.
¢ Select172.16.11.66 from the tree control.

d Click the Manage tab, then click Users.

5 172.16.11.66  Actions ~

Getting Started Summary  Monitor ‘ Manage

| System Event Severity [ Security Tags [ Exclusion List l Domains [ Grouping Objects | Users

+ c

User Origin Role
rainpole.local\svc-nsxmanager vCenter Enterprise Administrator
admin NSX CLI User

System Administrator

e Click the Add icon.

On the Identify User page enteradministrator@vsphere.local in the User text box and click

Next.
Assign Role 20
P 1 identify User Wdentify User
Select a vCenter user or group to assign role.
2 Select Roles
(o) Specify avCenter user
User: -'-| administrator@vsphere. local|
User can log on with the credentials maintained at vCenter.
(ex test@vsphere.local or test@domain.com)
() Specify avCenter group
Next Cancel

g On the Select Roles page, select the Enterprise Administrator radio button and click Finish.

Assign Role

+ 1 Identify User Select Roles
Select NSX role for user.
B4 2 SelectRoles

() Auditor

() Security Administrator

(O NSX Administrator
Enterprise Administrator

Description:

Users in this role can perform all tasks related to deployment and configuration of
NSX products and administration of this NSX Manager instance.

Back Finish Cancel

8 Log out from the vCenter Server session in the vSphere Web Client.
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Deploy the NSX Controllers for the Shared Edge and Compute
Cluster NSX Instance in Region A

After the NSX Manager is successfully connected to the Compute vCenter Server, you must promote it to
the primary role and deploy the three NSX Controller nodes that form the NSX Controller cluster.

It is important to deploy every node only after the previous one is successfully deployed.

To complete this procedure you must configure the datastore for the shared edge and compute cluster in
Region A.

Procedure
1 Login to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://comp01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in with the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password
2 Promote the NSX Manager to the primary role.
a Under Inventories, click Networking & Security.
b In the Navigator, click Installation.
¢ On the Management tab, click the 172.16.11.66 instance.

d Click the Actions menu and click Assign Primary Role.

Installation

Management | HostPreparation Logical Network Preparation  Senice Deployments

NSXManagers

G Actions

Assign Primary Role k Role 1a IP Address
Update Controller State
ltamiebdvtti

B 172161166 Standalone 172461166 () comp0vc1 sfo0 1 rainpole Jocal
e Inthe Assign Primary Role confirmation dialog box, click Yes.
3 Configure an IP pool for the NSX Controller Cluster.
a Inthe Navigator, click NSX Managers.
b Under NSX Managers, click the 172.16.11.66 instance.
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¢ Click the Manage tab, click Grouping Objects, click IP Pools, and click the Add New IP
Pool icon.

d Inthe Add Static IP Pool dialog box, enter the following settings and click OK.

Setting Value
Name Comp01-NSXC01
Gateway 172.16.31.253

Prefix Length 24

Primary DNS 172.16.11.5
Secondary DNS  172.16.11.4

DNS Suffix sfo01.rainpole.local

Static IP Pool 172.16.31.118-172.16.31.120
4 Deploy the NSX Controller cluster.
a In the Navigator, click Networking & Security to go back, and click Installation.

b Under NSX Controller nodes, click the Add icon to deploy three NSX Controller nodes with the
same configuration.
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¢ Inthe Add Controller page, enter the following settings and click OK.

Note You may only configure the password during the deployment of the first controller. The
other controllers will use the same password.

Setting Value

Name nsx-controller-comp-01
NSX Manager 172.16.11.66
Datacenter SFOO01

Cluster/Resource Pool SDDC-EdgeRPO1

Datastore sfo01_shared_edge_and_compute_datastore
Connected To vDS-Comp01-Management

IP Pool Comp01-NSXCO01

Password compnsx_controllers_password

Confirm Password compnsx_controllers_password

d After the Status of the controller node changes to Connected, repeat the step and deploy the
remaining two NSX Controller nodes, with the same configuration to form the controller cluster.

vmware* vSphere Web Client A= Updated at 227 P {) | Administrator@VSPHERE.LOC
Navigator X Installation
{ Hosts and Cluste.. ko) J Management ‘ Host Preparation  Logical Network Preparation  Service Deployments
Networking & Security
% NSX Home NSX Managers
#+ Installation {85 Actions la -
2 Logical Switches NSX Manager IP Address wCenter Vession
= NSX Edges 8 17216.11.66 172 16.11 66 () comp01vc01.57001.rain 6.2.0.2986609
[ Firewall

[, SpoofGuard

% Senice Definitions
7] senvice Composer
@ Data Security

~ Tools

[, Flow Monitoring
[78 Activity Monitoring

&9 Traceflow

1of 4 items
~ Networking & Security Inventory
58 NSX Managers >
NSX Controller nodes
& x [5] i 0 Actions a -
Controller IP Ad 1D Status Software Versior NSX Mansger
172.16.31.118 controller-12  + Normal 6.2.44780 ﬁ 172.16.11.66
172.16.31.119 controller-13  £% Deploying 6.2.44780 % 172.16.11.66

5 Configure DRS affinity rules for the NSX Controllers.
a Go back to the Home page.

b In the Navigator, click Hosts and Clusters, and expand the
comp01vc01.sfo01.rainpole.local tree.

¢ Select the SFO01-Comp01 cluster, and click the Manage tab.
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d Under Configuration, click VM/Host Rules.
e Under VM/Host Rules, click Add.

f Inthe SFO01-Comp01 - Create VM/Host Rule dialog box, enter the following settings and click

Add.
Setting Value
Name anti-affinity-rule-nsxcontrollers

Enable rule  Selected

Type Separate Virtual Machine

g Inthe Add Rule Member dialog box, select the three NSX Controller VMs and click OK.
h Inthe SFO01-Comp01 - Create VM/Host Rule dialog box click OK and click OK.

Prepare the ESXi Hosts in the Shared Edge and Compute Cluster

for NSX in Region A

You must install the NSX kernel modules on the compute and edge clusters ESXi hosts so that you are

able to use NSX.

Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go to
https://mgmt@lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password
2 Install the NSX kernel modules on the shared edge and compute cluster ESXi hosts.

a Inthe Navigator, click Networking & Security, click Installation, and click the Host
Preparation tab.

b Select 172.16.11.66 from the NSX Manager drop-down menu.

¢ Under Installation Status, click Install for the SFO01-Comp01 cluster and click Yes in the
confirmation dialog box.

3 Verify that the Installation Status column displays the NSX version for all hosts in the cluster to
confirm the successful installation of the NSX kernel modules.
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Management Host Preparation Legical Network Preparation  Service Deployments

NSX Manager: | 172.16.11.66 (Role: Primary) |-

NSX Component installaion on Hoss

{gjActons

Custers & Hosts stalston St Freas

v ghSFo01-Compo1 6304550345  Enabled
E comp01esx02 sio01 rainpole loca v 5304559345 + Enabled
a comp fio 1 rainpole loca 6304550345 ~" Enablad
i comp 14 001 rainpole loca v 6304559345 + Enabled
a comp ranpole loca v 6.3.0.45559345 « Enabled

Configure the NSX Logical Network for the Shared Edge and
Compute Clusters in Region A

After all deployment tasks are ready, configure the NSX logical network.
Complete this process in three main steps:

= Configure the Segment ID allocation.

m  Configure the VXLAN networking.

= Configure the transport zone.

Procedure

1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go to
https://mgmt@lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local

Password vsphere_admin_password
2 Configure the Segment ID allocation.
a Inthe Navigator, click Networking & Security.

b Click Installation, click Logical Network Preparation, and click Segment ID.
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c Select 172.16.11.66 from the NSX Manager drop-down menu.

d Click Edit, enter the following settings, and click OK.

Setting Value

Segment ID pool 5300-9000

Enable Multicast addressing Selected

Multicast addresses 239.3.0.0-239.3.255.255
Universal Segment ID Pool 20000-29000

Enable Universal Multicast addressing  Selected

Universal Multicast addresses 239.4.0.0-239.4.255.255
3 Configure the VXLAN networking.
a Click the Host Preparation tab.

b Under VXLAN, click Not Configured on the row labeled SFO01-Comp01, enter the following
settings, and click OK.

Setting Value

Switch vDS-Comp01
VLAN 1634

MTU 9000

VMKNic IP Addressing Use DHCP
VMKNic Teaming Policy Load Balance - SRCID
VTEP 2
4 Configure the Universal transport zone.
a Inthe Navigator, click the Logical Network Preparation tab and click Transport Zones.

b Click the Add New Transport zone icon, enter the following settings, and click OK.

Setting Value

Mark this object for Universal Synchronization  Selected

Name Comp Universal Transport Zone
Replication mode Hybrid
Select clusters part of the Transport Zone SFO01-Comp01
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5 Configure the Global transport zone.

a Inthe Navigator, click the Logical Network Preparation tab and click Transport Zones.

b Click the Add New Transport zone icon, enter the following settings, and click OK.

Setting Value
Name Comp Global Transport Zone
Replication mode Hybrid

Select clusters part of the Transport Zone  SFO01-Comp01

Installation

Management HostPreparation | Logical Network Preparation | Senvice Deployments

NSX Manager: | 172.16.11.66 (Role: Pimary) [~ |

|' WXLAMN Transport | Segment ID | Transport Zones |

+ [ B @ {c} Actions v

Mame 1 a|Desoipticn Scope Contrel Plane Mode CDO Mode
== Comp Global Transport Zone Global Hybrid @ Disabled
ﬁ Comp Universal Transport Z... Universal Hybrid @ Disabled

Logical Switches
1
1

Update the Host Profile for the Compute Cluster in Region A

After an authorized change is made to a host the Host Profile must be updated to reflect the changes..

Procedure

1 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go

to https://mgmt01lvc0l.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Update the Host Profile to the compute cluster.

a Inthe Navigator, select Policies and Profiles

b  Click on Host Profiles then right click on SFO01-Comp01 and select Copy Settings from Host.

¢ Select comp01esx01.sfo01.rainpole.local, click OK.
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3 Verify compliance for the hosts in the compute cluster.
a Click the Monitor tab and click Compliance.
b Select SFO01-Comp01 and click the Check Host Profile Complaince button.

All hosts should show the status Compliant

[ sFoo1-Comp01 %0 [y &y € B9 | {ShActions ~

Summary | Monitor | Configure Hosts

| Issues } Scheduled Tasks | Compliance

Filter by status:
Host/Cluster 1 4 Host Compliance  Last Checked
~ [J SFO01-Comp01 v 4 11/15/2016 10:00 PM
G's comp01esx01.sfo01.rainpole.local + Compliant 11/15/2016 10:00 PM
@ comp01esx02.sfo01.rainpole.local + Compliant  11/15/2016 10:00 PM
[7\ comp01esx03.sfo01.rainpolelocal + Compliant  11/15/2016 10:00 PM
[{ comp01esx04.sfo01.rainpolelocal + Compliant = 11/15/2016 10:00 PM

Configure NSX Dynamic Routing in the Shared Edge and Compute
Cluster in Region A

NSX for vSphere creates a network virtualization layer on top of which all virtual networks are created.
This layer is an abstraction between the physical and virtual networks. You configure NSX dynamic
routing within the compute and edge clusters, deploying two NSX Edge devices and a Universal
Distributed Logical Router (UDLR).

Procedure

1 Create a Universal Logical Switch for Use as the Transit Network in the Shared Edge and Compute
Cluster in Region A

Create universal and global transit logical switches for use as the transit networks in the cluster.

2 Deploy NSX Edge Devices for North-South Routing in the Shared Edge and Compute Cluster in
Region A

Deploy NSX Edge Devices for North-South routing in the shared edge and compute cluster.
3 Disable the Firewall Service in the Shared Edge and Compute Cluster in Region A

Disable the firewall of the two NSX Edge services gateways.

4 Enable and Configure Routing in the Shared Edge and Compute Cluster in Region A

Enable the Border Gateway Protocol (BGP) to exchange routing information between the NSX Edge
services gateways.
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5 Verify Peering of Upstream Switches and Establishment of BGP in the Shared Edge and Compute
Cluster in Region A

The NSX Edge devices need to establish a connection to each of it's upstream BGP switches before
BGP updates can be exchanged. Verify that the NSX Edges devices are successfully peering, and
that BGP routing has been established.

6 Deploy the Universal Distributed Logical Router in the Shared Edge and Compute Cluster in Region
A
Deploy the universal distributed logical routers (UDLR).

7 Configure Universal Distributed Logical Router for Dynamic Routing in Shared Edge and Compute
Cluster in Region A
Configure the universal distributed logical router (UDLR) in the shared edge and compute cluster to
use dynamic routing.

8 Verify Establishment of BGP for the Universal Distributed Logical Router in the Shared Edge and
Compute Cluster in Region A
The universal distributed logical router (UDLR) needs to establish a connection to Edge Services
Gateway before BGP updates can be exchanged. Verify that the UDLR is successfully peering, and
that BGP routing has been established.

9 Deploy the Distributed Logical Router in the Shared Edge and Compute Cluster in Region A
Deploy the distributed logical routers (DLR).

10 Configure Distributed Logical Router for Dynamic Routing in Shared Edge and Compute Cluster in
Region A
Configure the distributed logical router (DLR) in the shared edge and compute cluster to use
dynamic routing.

11 Verify Establishment of BGP for the Distributed Logical Router in the Shared Edge and Compute
Cluster in Region A

The distributed logical router (DLR) needs to establish a connection to Edge Services Gateway
before BGP updates can be exchanged. Verify that the DLR is successfully peering, and that
BGP routing has been established.

Create a Universal Logical Switch for Use as the Transit Network in the
Shared Edge and Compute Cluster in Region A

Create universal and global transit logical switches for use as the transit networks in the cluster.
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Procedure
1 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

Under Inventories, click Networking & Security.
In the Navigator, click Logical Switches.

Select 172.16.11.66 from the NSX Manager drop-down menu and click the Add icon.

a A WO D

In the New Logical Switch dialog box, enter the following settings and click OK.

Setting Value
Name Universal Transit Network
Transport Zone Comp Universal Transport Zone

Replication Mode Hybrid

6 Inthe New Logical Switch dialog box, enter the following settings, and click OK.

Setting Value
Name Global Transit Network
Transport Zone Comp Global Transport Zone

Replication Mode  Hybrid

Deploy NSX Edge Devices for North-South Routing in the Shared Edge and
Compute Cluster in Region A

Deploy NSX Edge Devices for North-South routing in the shared edge and compute cluster.

Perform this procedure two times to deploy two NSX Edge devices: SFOCOMP-ESGO01 and SFOCOMP-
ESGO02.

Table 2-10. NSX Edge Devices

NSX Edge Device Device Name
NSX Edge Device 1 SFOCOMP-ESGO01

NSX Edge Device2 SFOCOMP-ESG02
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Table 2-11. NSX Edge Interfaces Settings

Primary IP Address Primary IP Address

Interface SFOCOMP-ESG01 SFOCOMP-ESG02
Uplink01 172.16.35.2 172.16.35.3
Uplink02 172.27.13.3 172.27.13.2
SFOCOMP-UDLRO1  192.168.100.1 192.168.100.2
SFOCOMP-DLRO1 192.168.101.1 192.168.101.2

To complete this procedure use the datastore that you configured for the shared edge and compute
cluster.

Procedure
1 Login to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go to
https://compOlvcOl.sfo0l.rainpole.local/vsphere-client.

b  Use the following credentials to log in.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password
2 Under Inventories, click Networking & Security.
3 In the Navigator, click NSX Edges.
4 Select 172.16.11.66 from the NSX Manager drop-down menu.
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5 Click the Add icon to deploy a new NSX Edge.

The New NSX Edge wizard appears.

a

On the Name and description page, enter the following settings, and click Next.

Setting Value

Install Type Edge Service Gateway
Name SFOCOMP-ESGO1
Deploy NSX Edge Selected

Enable High Availability ~Deselected

On the Settings page, enter the following settings, and click Next.

Setting Value

User Name admin

Password edge_admin_password
Enable SSH access Selected

Enable FIPS mode Deselected

Enable auto rule generation  Selected

Edge Control Level logging  INFO

On the Configure deployment page, select the Large radio button to specify the Appliance
Size and click the Add icon.

The Add NSX Edge Appliance dialog box appears.

In the Add NSX Edge Appliance dialog box, enter the following settings, click OK, and click
Next.

Setting Value
Cluster/Resource Pool SDDC-EdgeRPO01

Datastore sfo01_shared_edge_and_compute_datastore
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e On the Configure Interfaces page, click the Add icon to configure the UplinkO1 interface, enter
the following settings, and click OK.

Setting Value

Name Uplink01

Type Uplink

Connected To vDS-Comp01-Uplink01

Connectivity Status Connected
Primary IP Address 172.16.35.2
Subnet Prefix Length 24

MTU 9000

Send ICMP Redirect  Selected

f  Click the Add icon to configure the Uplink02 interface, enter the following settings, and click OK.

Setting Value

Name Uplink02

Type Uplink

Connected To vDS-Comp01-Uplink02

Connectivity Status Connected
Primary IP Address 172.27.13.3
Subnet Prefix Length 24

MTU 9000

Send ICMP Redirect Selected

g Click the Add icon to configure the UDLR interface, enter the following settings, click OK, and

click Next.

Setting Value

Name SFOCOMP-UDLRO1
Type Internal

Connected To Universal Transit Network

Connectivity Status Connected
Primary IP Address 192.168.100.1
Subnet Prefix Length 24

MTU 9000

Send ICMP Redirect  Selected
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Click the Add icon to configure the DLR interface, enter the following settings, click OK, and
click Next.

Setting Value

Name SFOCOMP-DLRO1
Type Internal

Connected To Global Transit Network

Connectivity Status Connected
Primary IP Address 192.168.101.1
Subnet Prefix Length 24

MTU 9000

Send ICMP Redirect  Selected

On the Default gateway settings page, deselect the Configure Default Gateway check box
and click Next.

On the Firewall and HA page click Next.

On the Ready to complete page, review the configuration settings that you entered
and click Finish.

6 Repeat this procedure to configure another NSX edge by using the settings for the second NSX Edge
device.

7 Configure DRS affinity rules for the Edge Services Gateways.

a

b

h

Go back to the Home page.

In the Navigator, click Hosts and Clusters, and expand the
comp01vc01.sfo01.rainpole.local tree.

Select the SFO01-Comp01 cluster, and click the Configure tab.
Under Configuration, click VM/Host Rules.
Click Add.

In the SFO01-Comp01 - Create VM/Host Rule dialog box, enter the following settings and click
Add.

Setting Value

Name anti-affinity-rule-ecmpedges
Enable rule  Selected

Type Separate Virtual Machine

In the Add Rule Member dialog box, select the check box next to each of the two NSX ESG's
just deployed and click OK.

In the SFO01-Comp01 - Create VM/Host Rule dialog box, click OK.
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Disable the Firewall Service in the Shared Edge and Compute Cluster in
Region A

Disable the firewall of the two NSX Edge services gateways.

You repeat this procedure two times for each of the NSX Edge devices: SFOCOMP-ESGO01 and
SFOCOMP-ESGO02.

Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a OpenaWeb browser and go to
https://comp0lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password
Under Inventories, click Networking & Security.
In the Navigator, click NSX Edges.
Select 172.16.11.66 from the NSX Manager drop-down menu.
Double-click the SFOCOMP-ESG01 NSX Edge device.
Click the Manage tab and click Firewall.
On the Firewall page, click the Disable button.

Click Publish changes.

© 0 N o a A~ w Db

Repeat this procedure for the NSX Edge services gateway SFOCOMP-ESGO02.

Enable and Configure Routing in the Shared Edge and Compute Cluster in
Region A

Enable the Border Gateway Protocol (BGP) to exchange routing information between the NSX Edge
services gateways.

Repeat this procedure two times to enable BGP for both NSX Edge devices: SFOCOMP-ESGO1
and SFOCOMP-ESGO02.
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Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go to
https://comp@lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password
Under Inventories, click Networking & Security.
In the Navigator, click NSX Edges.
Select 172.16.11.66 from the NSX Manager drop-down menu.
Double-click the SFOCOMP-ESG01 NSX Edge device.

Click the Manage tab and click Routing.

N~ o a A~ w0 DN

Configure settings on the Global Configuration page.

a Click the Enable button for ECMP.

b  To configure dynamic routing, click the Edit button next to Dynamic Routing Configuration.
¢ Select Uplink01 as the Router ID and click OK.

d Click Publish Changes.
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8 On the Routing tab, select Static Routes to configure it.

a Click the Add icon, enter the following settings, and click OK.

Setting Value

Network UDLR_Compute_Workload _Subnet
Next Hop 192.168.100.3

Interface SFOCOMP-UDLRO1

MTU 9000

Admin Distance 210

Note You must add all subnets that are behind the UDLR.

b Click the Add icon, enter the following settings, and click OK.

Setting Value

Network DLR _Compute_Workload_Subnet
Next Hop 192.168.101.3

Interface SFOCOMP-DLRO1

MTU 9000

Admin Distance 210

Note You must add all subnets that are behind the DLR.

¢ Click Publish Changes.
9 On the Routing tab, select BGP to configure it.

a Click the Edit button, enter the following settings, and click OK.

Setting Value
Enable BGP Selected
Enable Graceful Restart ~ Selected
Enable Default Originate  Deselected

Local AS 65000

b Onthe BGP page, click the Add icon to add a Neighbor.

The New Neighbor dialog box appears. You add two neighbors: the first Top of Rack Switch and
the second Top of Rack Switch.
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¢ Inthe New Neighbor dialog box, enter the following values and click OK.

Setting Value

IP Address 172.16.35.1
Remote AS 65001
Weight 60

Keep Alive Time 4

Hold Down Time 12

Password BGP_password
New Neighbour (?)
IP Address : % 172.16.35.1
Remote AS : = 65001
Weight: 60
Keep Alive Time : 4 (Seconds)
Hold Down Time : 12 (Seconds)

(BGP Keep alive timer value needs to be one
third of hold down timer)

Password : bbb |
BGP Filters :
Direction Action Network IP Prefix GE IP Prefix LE

0 items Copy -

| ok || cancel

d Click the Add icon to add another Neighbor.
The New Neighbor dialog box appears.

e Add the second Top of Rack switch, whose IP address is 172.27.13.1.
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f In the New Neighbor dialog box, enter the following values and click OK.

Setting Value

IP Address 172.27.131
Remote AS 65001
Weight 60

Keep Alive Time 4

Hold Down Time 12

Password BGP_password
New Neighbour (?)
IP Address : #* 17227131
Remote AS : # | 65001
Weight : 60
Keep Alive Time : 4 (Seconds)
Hold Down Time : 12 (Seconds)
(BGP Keep a timer value needs to be one
third of hold down timer)
Password : R
BGP Filters :
* -
Direction Action Network IP Prefix GE IP Prefix LE
0 items Py ~
| oKk || cancel

g Click the Add icon to add another Neighbor.
The New Neighbor dialog box appears.

h  Configure the universal distributed logical router (UDLR) as a neighbor.
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i Inthe New Neighbor dialog box, enter the following values, and click OK.

Setting

IP Address

Remote AS

Weight

Keep Alive Time

Hold Down Time

Value

192.168.100.4

65000

60

1

3

Password BGP_password
New Neighbour
IP Address : #192.168.100.4
Remote AS : % 65000
Weight : 60
Keep Alive Time : 1 (Seconds)
Hold Down Time: |3 (Seconds)
(BGP Keep alive timer value needs to be one
third of hold down timer)
Password : | Bl
BGP Filters :
b -
Direction Action Network IP Prefix GE IP Prefix LE
0items opy ~
[ OK J { Cancel

j  Click the Add icon to add another Neighbor.

The New Neighbor dialog box appears.

k  Configure the distributed logical router (DLR) as a neighbor.
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I Inthe New Neighbor dialog box, enter the following values, and click OK.

Setting Value

IP Address 192.168.101.4
Remote AS 65000

Weight 60

Keep Alive Time 1

Hold Down Time 3

Password BGP_password
New Neighbour (?)
IP Address : #192.168.101.4
Remote AS : # | 65000
Weight : 60
Keep Alive Time : 1 (Seconds)
HoldDown Time: 3 (Seconds)
BGP Keep alive timer value needs to be one
third of hold down timer)
Password : FREEER
BGP Filters :
b -
Direction Action Network IP Prefix GE IP Prefix LE
0 items py ~
oK | [ Cancel

m Click Publish Changes.
The four neighbors you added appear in the Neighbors table.
10 On the Routing tab, select Route Redistribution to configure it.
a On the Route Redistribution page, click the Edit button.
b In the Change redistribution settings dialog box, select the BGP check box and click OK.
¢ Click the Add icon for Route Redistribution Table.
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d Inthe New Redistribution criteria dialog box, enter the following settings, and click OK.

Setting Value
Prefix Any

Learner Protocol BGP

OSPF Deselected
Static Routes Selected
Connected Selected
Action Permit

e Click the Publish Changes button.

The route redistribution configuration appears in the Route Redistribution table. Confirm that the
configuration values you entered are correct.

11 Repeat this procedure for the NSX Edge device SFOCOMP-ESGO02.

Verify Peering of Upstream Switches and Establishment of BGP in the Shared
Edge and Compute Cluster in Region A

The NSX Edge devices need to establish a connection to each of it's upstream BGP switches before BGP
updates can be exchanged. Verify that the NSX Edges devices are successfully peering, and that
BGP routing has been established.

You repeat this procedure two times for each of the NSX Edge devices: SFOCOMP-ESGO01
and SFOCOMP-ESGO02.

Procedure
1 Login to the NSX Edge device using a Secure Shell (SSH) client.
a Open an SSH connection to the SFOCOMP-ESG01 NSX Edge device.

b Log in using the following credentials.

Setting Value
User name admin

Password edge_admin_password

2 Runthe show ip bgp neighbors command to display information about the BGP connections to
neighbors.

The BGP State will display Established, UP if you have peered with the upstream switches.

Note You have not yet created the universal distributed logical router or the distributed logical router,
as such they will not display the Established, UP status message.
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[BGP neighbor is 192.168.188.1, remote AS 658088,
[BGP state = Established, up
old time is 3, Keep alive interval is 1 seconds
eighbor capabilities:
Route refresh: advertised and received
Address family IPud Unicast:advertised and received
Graceful restart Capability:advertised and received
Restart remain time: B
[Received 48 messages, Sent 38 messages
Default minimum time between advertisement rums is 38 seconds
[For Address family IPud Unicast:advertised and received
Index 1 Identifier Bxa5849fbc
Route refresh request:received 8 sent 8
Prefixes received 5 sent 1 advertised 1
onnections established 1, dropped 22
Local host: 192.168.188.4, Local port: 179
[Remote host: 192.168.188.1, Remote port: 61946

[BGP neighbor is 192.168.188.2, remote AS 65080,
[BGP state = Established, up
old time is 3, Reep alive interval is 1 seconds

3 Runthe show ip route command to verify that you are receiving routes using BGP, and that there
are multiple routes to BGP learned networks.

You verify multiple routes to BGP learned networks by locating the same route using a different IP
address. The IP addresses are listed after the word via in the right-side column of the routing table
output. In the image below there are two different routes to the following BGP networks: 0.0.0.0/0
and 172.27.22.0/24. You can identify BGP networks by the letter B in the left-side column. Lines
beginning with C (connected) have only a single route.

S5X-edge-3-8> show ip route

odes: 0 — OSPF derived, i - IS-IS derived, B - BGP derived,

- conmected, § - static, L1 - IS-IS lewvel-1, L2 - [3-1IS5 level-2,
IA - OSPF inter area, E1 - OSPF exterwal type 1, E2 - OSPF external type 2,
1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2

otal number of routes: 5

6.8.8.8-8 [28-81
6.8.8.8-8 [28-81
172.16.35.8-24 [8-81
172.27.13.8-24 [8-81
172.27.22.8-24 [28-81
172.27.22.8-24 [28-81
192.168. 188.8-24 [a-81

4 Repeat this procedure for the NSX Edge device SFOCOMP-ESGO02.

Deploy the Universal Distributed Logical Router in the Shared Edge and
Compute Cluster in Region A

Deploy the universal distributed logical routers (UDLR).

Procedure

Procedure
1 Login to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go to
https://comp0lvcOl.sfo0l.rainpole.local/vsphere-client .

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local

Password vsphere_admin_password
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10

1"

Under Inventories, click Networking & Security.

In the Navigator, click NSX Edges.

Select 172.16.11.66 from the NSX Manager drop-down menu.
Click the Add icon to create a new UDLR,

The New NSX Edge wizard appears.

On the Name and description page, enter the following settings, and click Next.

Setting Value

Universal Logical (Distributed) Router ~ Selected

Name SFOCOMP-UDLRO1
Deploy Edge Appliance Selected
Enable High Availability Selected

On the Settings page, enter the following settings, and click Next.

Setting Value

User Name admin

Password udlr_admin_password
Enable SSH access Selected

Edge Control Level logging  INFO

On the Configure deployment page, and click the Add icon.

The Add NSX Edge Appliance dialog box appears.

In the Add NSX Edge Appliance dialog box, enter the following settings and click Next.

Setting Value
Cluster/Resource Pool SDDC-EdgeRPO1
Datastore sfo01_shared_edge _and_compute_datastore

Folder NSX01

On the Configure deployment page, and click the Add icon a second time to add a second NSX
Edge device.

The Add NSX Edge Appliance dialog box appears.

In the Add NSX Edge Appliance dialog box, enter the following settings and click Next.

Setting Value
Cluster/Resource Pool SDDC-EdgeRP01
Datastore sfo01_shared_edge_and_compute_datastore

Folder NSX01
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12 On the Configure interfaces page, under HA Interface Configuration, click Select and connect
to vDS-Comp01-Management.

13 On the Configure interfaces page enter the following configuration settings and click Next.

a Click the Add icon.

Setting Value
Primary IP Address 1.2.11
Subnet Prefix Length 24
b  Enter the following settings in the Add Interface dialog box, and click OK.

The Add Interface dialog box appears.

Setting Value
Name Uplink
Type Uplink
Connected To Universal Transit Network

Connectivity Status Connected
Primary IP Address 192.168.100.3
Subnet Prefix Length 24
MTU 9000
14 On the Default gateway settings page, deselect Configure Default Gateway and click Next.

15 On the Ready to complete page, click Finish.

Configure Universal Distributed Logical Router for Dynamic Routing in
Shared Edge and Compute Cluster in Region A

Configure the universal distributed logical router (UDLR) in the shared edge and compute cluster to use
dynamic routing.

Procedure
1 Login to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go to
https://comp0lvc0l.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local

Password  vsphere_admin_password

2 Under Inventories, click Networking & Security.

3 Inthe Navigator, click NSX Edges.
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4 Select 172.16.11.66 from the NSX Manager drop-down menu.

5

Enable HA logging.

a
b
c

d

Double-click the device labeled SFOCOMP-UDLRO1.
Click the Manage tab and click the Settings tab.
Click Change in the HA Configuration window.

Select the Enable Logging checkbox and click OK.

Configure the routing for the Universal Distributed Logical Router.

f

Double-click SFOCOMP-UDLRO1.

Click the Manage tab and click Routing.

On the Global Configuration page, perform the following configuration steps.

Click the Edit button under Routing Configuration, select Enable ECMP, and click OK.

Click the Edit button under Dynamic Routing Configuration, select Uplink as the Router
ID, and click OK.

Click Publish Changes.

On the left, select BGP to configure it.

a

On the BGP page, click the Edit button.
The Edit BGP Configuration dialog box appears.

In the Edit BGP Configuration dialog box, enter the following settings and click OK.

Setting Value
Enable BGP Selected
Enable Graceful Restart  Selected
Local AS 65000

Click the Add icon to add a Neighbor.

The New Neighbor dialog box appears.
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d Inthe New Neighbor dialog box, enter the following values for both NSX Edge devices, and
click OK.

You repeat this step two times to configure the UDLR for both NSX Edge devices: SFOCOMP-
ESGO01 and SFOCOMP-ESGO02.

Setting SFOCOMP-ESGO01 Value SFOCOMP-ESG02 Value
IP Address 192.168.100.1 192.168.100.2
Forwarding Address  192.168.100.3 192.168.100.3

Protocol Address 192.168.100.4 192.168.100.4

Remote AS 65000 65000

Weight 60 60

Keep Alive Time 1 1

Hold Down Time 3 3

Password bgp_password bgp_password

e Click Publish Changes.

i SFOCOMPUDLRO1 | 3 4 Mu [7] | 5} Actions ~

Summary  Monitor | Manage |

[ Settings ‘ Firewall ‘ Routing ‘ DHCP Re\ay]

“ BGP Configuration : Edit Delete

Global Configuration

Status © « Enabled
Static Routes

Local AS 65000
OSPF

_ Graceful Restart + Enabled

Route Redistribution

Neighbors :
%/ % (@ -)
Forwarding Address | Protocol Address 1P Address Remote AS Weight Keep Alive Ti.. | Hold Down Time...
192.168.100.3 192.168.100.4 192.168.100.1 65000 60 1 3
192.168.100.3 192.168.100.4 192.168.100.2 65000 60 1 3
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8 On the left, select Route Redistribution to configure it.

a Click the Edit button.

b In the Change redistribution settings dialog box, enter the following settings, and click OK.

Setting Value
OSPF Deselected

BGP Selected

-

Change redistribution settings

Enable Redistribution for
|:| O5PF
E"I BGF

OK ][ Cancel

¢ On the Route Redistribution page, select the default OSPF entry and click the Edit button.

d Select BGP from the Learner Protocol drop-down menu, and click OK.

e

Edit Redistribution criteria (7]
Prefix Name : [ Any | * |
Learner Protacol : | BGP | » |

Allow learning from :

[] osPF

[] static routes
[+] Connected
Action | Permit |~ |

[ OK H Cancel ]

e Click Publish Changes.

Verify Establishment of BGP for the Universal Distributed Logical Router in
the Shared Edge and Compute Cluster in Region A

The universal distributed logical router (UDLR) needs to establish a connection to Edge Services

Gateway before BGP updates can be exchanged. Verify that the UDLR is successfully peering, and that

BGP routing has been established.
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Procedure

1

Log in to the SFOCOMP-UDLRO1 by using a Secure Shell (SSH) client.
a Open an SSH connection to SFOCOMP-UDLRO01, the UDLR whose peering and BGP

configuration you want to verify.

b Log in using the following credentials.

Setting Value
User name admin

Password udlr_admin_password

Run the show ip bgp neighbors command to display information about the BGP and TCP

connections to neighbors.

The BGP State will display Established, UP if you have successfully peered with the Edge Service

Gateway.

[BGP neighbor is 192.168.188.1, remote AS 658088,
[BGP state = Established, up
old time is 3, Keep alive interval is 1 seconds
eighbor capabilities:
Route refresh: advertised and received
Address family IPud Unicast:advertised and received
Graceful restart Capability:advertised and received
Restart remain time: B
[Received 48 messages, Sent 38 messages
Default minimum time between advertisement rums is 38 seconds
[For Address family IPud Unicast:advertised and received
Index 1 Identifier Bxa5849fbc
Route refresh request:received 8 sent 8
Prefixes received 5 sent 1 advertised 1
onnections established 1, dropped 22
Local host: 192.168.188.4, Local port: 179
[Remote host: 192.168.188.1, Remote port: 61946

[BGP neighbor is 192.168.188.2, remote AS 65080,
[BGP state = Established, up
old time is 3, Reep alive interval is 1 seconds

Run the show ip route command to verify that you are receiving routes using BGP, and that there

are multiple routes to BGP learned networks.

You verify multiple routes to BGP learned networks by locating the same route using a different IP
address. The IP addresses are listed after the word via in the right-side column of the routing table
output. In the image below there are two different routes to the following BGP

networks: 0.0.0.0/0, 172.16.35.0/24,172.27.13.0/24,and 172.27.22.0/24. You can identify
BGP networks by the letter B in the left-side column. Lines beginning with C (connected) have only a

single route.

SX-edge-7b98dbSb-b32b-43c8-9482-4965bB651198-8> show ip route

odes: 0 — OSPF derived, i - IS-IS derived, B - BGP derived,

- conmected, § - static, L1 - IS-IS lewvel-1, L2 - [3-1IS5 level-2,
IA - OSPF inter area, E1 - OSPF exterwal type 1, E2 - OSPF external type 2,

1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
otal number of routes: 6

.8.8-8 [28-81
.8.8-8 [28-81
.254.1.8-38 [8-81
.16.35.8-24 [288-81
.16.35.8-24 [288-81
.27.13.8-24 [288-81
.27.13.8-24 [288-81
.27.22.8-24 [28-81
.27.22.8-24 [28-81
168.188.8-24 [B/8]1
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Deploy the Distributed Logical Router in the Shared Edge and Compute
Cluster in Region A

Deploy the distributed logical routers (DLR).

Procedure

Procedure
1 Log in to the Compute vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://comp0lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

Under Inventories, click Networking & Security.

In the Navigator, click NSX Edges.

A WO DN

Select 172.16.11.66 from the NSX Manager drop-down menu.
5 Click the Add icon to create a new DLR,
The New NSX Edge wizard appears.

6 On the Name and description page, enter the following settings, and click Next.

Setting Value

Logical (Distributed) Router ~ Selected

Name SFOCOMP-DLRO1
Deploy Edge Appliance Selected
Enable High Availability Selected

7 On the Settings page, enter the following settings, and click Next.

Setting Value

User Name admin

Password dir_admin_password
Enable SSH access Selected

Enable FIPS mode Deselected

Edge Control Level logging INFO

8 On the Configure deployment page, and click the Add icon.
The Add NSX Edge Appliance dialog box appears.
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10

1"

12

13

14
15

In the Add NSX Edge Appliance dialog box, enter the following settings and click Next.

Setting Value
Cluster/Resource Pool SDDC-EdgeRPO1

Datastore sfo01_shared_edge_and_compute_datastore

On the Configure deployment page, and click the Add icon a second time to add a second NSX
Edge device.

The Add NSX Edge Appliance dialog box appears.

In the Add NSX Edge Appliance dialog box, enter the following settings and click Next.

Setting Value
Resource Pool SDDC-EdgeRPO1

Datastore sfo01_shared_edge_and_compute_datastore

On the Configure interfaces page, under HA Interface Configuration, click Select and connect
to vDS-Comp01-Management.

On the Configure interfaces page enter the following configuration settings and click Next.

Setting Value
Primary IP Address 1.3.1.1

Subnet Prefix Length 24
a Click the Add icon.
The Add Interface dialog box appears.

b  Enter the following settings in the Add Interface dialog box, and click OK.

Setting Value
Name Uplink
Type Uplink
Connected To Global Transit Network

Connectivity Status Connected
Primary IP Address 192.168.101.3
Subnet Prefix Length 24

MTU 9000

In the Default gateway settings page, deselect Configure Default Gateway and click Next.

In the Ready to complete page, click Finish.
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Configure Distributed Logical Router for Dynamic Routing in Shared Edge
and Compute Cluster in Region A

Configure the distributed logical router (DLR) in the shared edge and compute cluster to use dynamic
routing.

Procedure

1 Log in to the Compute vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://comp0lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

Under Inventories, click Networking & Security.

In the Navigator, click NSX Edges.

A WO DN

Select 172.16.11.66 from the NSX Manager drop-down menu.

5 Configure the routing for the Distributed Logical Router.

a Double-click SFOCOMP-DLRO1.

b Click the Manage tab and click Routing.

¢ On the Global Configuration page, perform the following configuration steps.

d Click the Edit button under Routing Configuration, select Enable ECMP, and click OK.

e Click the Edit button under Dynamic Routing Configuration, select Uplink as the Router
ID, and click OK.

f  Click Publish Changes.
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6 On the left, select BGP to configure it.
a Onthe BGP page, click the Edit button.
The Edit BGP Configuration dialog box appears.
b Inthe Edit BGP Configuration dialog box, enter the following settings and click OK.

Setting Value
Enable BGP Selected

Enable Graceful Restart Selected

Local AS 65000
Edit BGP Configuration (7)
[v] Enable BGP

[v] Enable Graceful Restart

Local AS = | 65000

¢ Click the Add icon to add a Neighbor.

The New Neighbor dialog box appears.
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d Inthe New Neighbor dialog box, enter the following values for both NSX Edge devices, and
click OK.

Repeat this step two times to configure the DLR for both NSX Edge devices: SFOCOMP-ESGO01

and SFOCOMP-ESGO02.

Setting SFOCOMP-ESGO01 Value SFOCOMP-ESG02 Value
IP Address 192.168.101.1 192.168.101.2
Forwarding Address  192.168.101.3 192.168.101.3

Protocol Address 192.168.101.4 192.168.101.4

Remote AS 65000 65000

Weight 60 60

Keep Alive Time 1 1

Hold Down Time 3 3

Password bgp_password bgp_password

e Click Publish Changes.

IS SFOCOMP-DLRO1 | X £ ®5 [7] | {gjActions v

Summary  Monitor | Manage |

[ Seftings ‘ Firewall ‘ Routing ‘ Bridging | DHCP Rs\ayl

“ BGP Configuration : Edit Delete

Global Configuration

Status © + Enabled
Static Routes

OSPF

_ Graceful Restart + Enabled

Route Redistribution

Local AS 65000

Neighbors :
*+ /% e ~)
Forwerding Address | Protocol Address 1P Address Remote AS Weight Keep Alive Ti...  Hold Down Time (..
192.168.101.3 1921681014 192168.1011 65000 60 1 By
192.168.101.3 1921681014  192168.1012 65000 60 1 3
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7 On the left, select Route Redistribution to configure it.
a Click the Edit button.

b In the Change redistribution settings dialog box, enter the following settings, and click OK.

Setting Value
OSPF Deselected

BGP Selected

Change redistribution settings (?)

Enable Redistribution for
|:| O5PF

] BGP

¢ On the Route Redistribution page, select the default OSPF entry and click the Edit button.

d Select BGP from the Learner Protocol drop-down menu, and click OK.

-

Edit Redistribution criteria (7]
Prefix Mame : | Any |~ |
Leamer Protocol: | BGP |~

Allow learning from :

[] oSPF

[ ] Static routes
[v/] Connected

Action : | Permit |~

[ oK ][ Cancel ]

e Click Publish Changes.
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Verify Establishment of BGP for the Distributed Logical Router in the Shared
Edge and Compute Cluster in Region A

The distributed logical router (DLR) needs to establish a connection to Edge Services Gateway before
BGP updates can be exchanged. Verify that the DLR is successfully peering, and that BGP routing has
been established.

Procedure
1 Log in to the SFOCOMP-DLRO1 by using a Secure Shell (SSH) client.

a Open an SSH connection to SFOCOMP-DLRO01, the DLR whose peering and BGP configuration
you want to verify.

b Log in using the following credentials.

Setting Value
User name admin
Password  dIr_admin_password

2 Runthe show ip bgp neighbors command to display information about the BGP and TCP
connections to neighbors.

The BGP State will display Established, UP if you have successfully peered with the Edge Service
Gateway.

SFOCOMP-DLR0O1-0 Enforce US Keyboard Layout View Fullscreen Send Cirl+Alt+Delete

BGP weighbor is 192.168.181.1, remote AS 65888,
BGP state = tablished, up
Hold time i , Reep alive interval is 1 seconds
Neighbor capabiliti
efresh: advert and rec
family IPw adw
Graceful restart Capabili
Restart remain time

< 1 Identifier
refresh request:received 8 sent 8
eceived 20 t 1 advertised 1
lished 1, pped 1
. 168.1681.4, Local port: 179
Remote host: 192.168.181.1, Remote port: 338398

s 192.168.1681.2, remote AS 65888,
up
live interval is 1 seconds
Neighbor capabilities:

VMware, Inc. 188



Deployment for Region A

3 Run the show ip route command to verify that you are receiving routes using BGP, and that there
are multiple routes to BGP learned networks.

You verify multiple routes to BGP learned networks by locating the same route using a different IP
address. The IP addresses are listed after the word via in the right-side column of the routing table
output. In the image below there are two different routes to the following BGP

networks: 0.0.0.0/0, 172.16.35.0/24,172.27.13.0/24,and 172.27.22.0/24. You can identify
BGP networks by the letter B in the left-side column. Lines beginning with C (connected) have only a
single route.

SFOCOMP-DLRO1-0 Enforce US Keyboard Layout | View Fullscreen J Send Ctrl+Alt+Delete

[2868-/81 ia 192.168.181.:
[288-81 ia 68. 181,
[288-81

[2B88-81

[288-81

[288-81

[2868-81

[288-81

[2B8-81

[28B-81

[2868-81

[288-81

[288-81

288-81

[288-81

288,81

[288-81]

[288-81

[288-81

[8-81] .
[2BB-81 i 92.168.
[2BB-81 2.168.
[288-81 via 2.168.
[288-81 via 192.168.

N N e N

N

N o N N N e BN

B
B
B
B
B
B
B
B
i}
B
i}
B
B
B

N

]

(SRS

- --N--N -]

SXxX-edge

Test the Shared Edge and Compute Cluster NSX Configuration in
Region A

Test the configuration of the NSX logical network using a ping test. A ping test checks if two hosts in a
network can reach each other.

Procedure
1 Log in to the Compute vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://comp0lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password
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Use the Ping Monitor to test connectivity.

a Inthe Navigator, click Networking & Security.

b Under Logical Switches, double-click Universal Transit Network .

¢ Click the Monitor tab.

d Under Test Parameters, select comp01esx01.sfo01.rainpole.local as the Source host.

e Under the Test Parameters, select comp01esx02.sfo01.rainpole.local as the Destination Host,
and click Start Test .

f  There must be no error messages listed under Results.

Deploy vSphere Data Protection in Region A

Deploy vSphere Data Protection to provide the capability for backup and restore of SDDC management
components.

vSphere Data Protection enables the backup and restore of virtual machines associated with the following
components.

vCenter Server

m  Management vCenter Server and connected external Platform Services Controller
= Compute vCenter Server and connected external Platform Services Controller
NSX for vSphere

= NSX Manager for the management cluster

m  NSX Manager for the shared compute and edge cluster

VRealize Automation

vRealize Operations Manager

vRealize Log Insight

Procedure

1

Prerequisites for Deploying vSphere Data Protection in Region A

Before you deploy vSphere Data Protection in Region A, verify that your environment satisfies the
requirements for this deployment.

Deploy the vSphere Data Protection Virtual Appliance in Region A

Deploy vSphere Data Protection as a virtual appliance on the management cluster in Region A.
Configure Service Account Access in vSphere for Integration with vSphere Data Protection in
Region A

Configure an operations service account with permissions that are required to enable vSphere Data
Protection access to provide backup operations on the Management vCenter Server in Region A.
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4 Register vSphere Data Protection with Management vCenter Server in Region A

After you deploy the virtual appliance for vSphere Data Protection on the management cluster in
Region A, complete the initial configuration of vSphere Data Protection.

Prerequisites for Deploying vSphere Data Protection in Region A
Before you deploy vSphere Data Protection in Region A, verify that your environment satisfies the

requirements for this deployment.

IP Addresses and Host Names

Verify that static IP address and FQDN for vSphere Data Protection are available for the Region A of the
SDDC deployment.

Table 2-12. IP Addresses and Host Names for vSphere Data Protection in Region A

Network Setting Value

IP address 172.16.11.81

FQDN mgmt01vdp01.sfo01.rainpole.local
Primary DNS server 172.16.11.4

Secondary DNS server 172.16.11.5

Default gateway 172.16.11.253

Subnet mask 255.255.255.0

Deployment Prerequisites

Verify that you have fulfilled the following prerequisites in addition to the networking settings.

Prerequisite Value
Initial Storage ®m  Virtual disk provisioning.
= Thin

m  Required storage
= 4 TBNFS

Software Features m  vSphere
= Management vCenter Server
= Management cluster with enabled DRS and HA.

m  vSphere Distributed Switch configured for the vSphere management network

Installation Package Download the vSphere Data Protection virtual appliance .ova file to the machine where you use the vSphere
Web Client.

Deploy the vSphere Data Protection Virtual Appliance in Region A

Deploy vSphere Data Protection as a virtual appliance on the management cluster in Region A.
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Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Inthe vSphere Web Client, navigate to the SFO01-Mgmt01 cluster object.

Inventory Object Value

vCenter Server mgmt01vc01.sfo01.rainpole.local
Data center SFOO01
Cluster SFO01-Mgmt01

3 Right-click the SFO01-Mgmt01 object and select Deploy OVF Template.

4 On the Select template page, select Local file, browse to the location of the vSphere Data
Protection OVA file on your file system, and click Next.

5 On the Select name and location page, enter a node name, select the inventory folder for the virtual
appliance, and click Next.

Setting Value

Name mgmt01vdp01

vCenter Server mgmt01vc01.sfo01.rainpole.local
Data center SFOO01

6 On the Select a resource page, click the Browse tab, select the SFO01-Mgmt01 cluster, and click
Next.

7 On the Review details page, examine the virtual appliance details, such as product name, product
version, download size, and size on disk, and click Next.

8 On the Accept license agreements page, accept the end user license agreement and click Next.

9 On the Select storage page, select the NFS datastore that is provisioned for vSphere Data
Protection, configure storage settings, and click Next.

Setting Value
Datastore SFO01A-NFS01-VDPO1
Select virtual disk format  Thin provision

VM storage policy None
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#1 Deploy OVF Template (Z) »
+ 1 Selectiemplate Selectstorage
Selectlocation to store the files for the deployed template.
+/ 2 Selectname and location
~ 3 Selecta resource Selectvirtual disk format: | Thin provision |~ |
v 4 Review details VWM storage policy: | None - |
o F DI RIS D Show datastores from Storage DRS clusters i ]
6 Selectstorage —
Filter |
7 Selectnetworks - - "
I Datastores ‘ Datastore Clusters
8 Customize template
= for
9 Readyto complete ® [E (a Fitter -
Name 1 a|Status VM storage policy Capacity Free
(=) ] SFOD1A-NFS01-YDPD1 © Normal ¥M Encryption Po... 3.94 TB 385 TB
() B SFO01AVSAND1-MGMTO1 @ Normal Virtual SAN Defau... 8.65 TB 434 7B

»

2 Objects [[5Copy =

Back Next Cancel

10 On the Select networks page, select the vDS-Mgmt-Management distributed port group from the
Isolated Network drop-down menu, select IPv4 from the IP protocol drop-down menu, and click

Next.
## Deploy OVF Template (2) »
+ 1 Selectemplate Select networks
Select a destination network for each source network
+/ 2 Selectname and location
8 CIEERTIED Source Network Destination Network
v 4 Review details Isalated Network | vDS-Mgmt-Management A
+/ 5 Acceptlicense agreements
+ 6 Selectstorage
7 Select networks
8 Customize template
9 Readyto complete
IP Allocation Settings
IP protocol: | 1Pv4 v | IP allocation: Static - Manual @
Back Next Cancel
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11 On the Customize template page, enter the networking settings for the virtual appliance, and click
Next.

IPv4 Setting Value

Default gateway 172.16.11.253

DNS server 172.16.11.5, 172.16.11.4
Static IPv4 address  172.16.11.81

Subnet mask 255.255.255.0

12 On the Ready to complete page, verify that the settings are correct and click Finish.

13 After the virtual appliance is deployed, right-click the virtual appliance object in the vSphere Web
Client and select Power > Power On.

Configure Service Account Access in vSphere for Integration with
vSphere Data Protection in Region A

Configure an operations service account with permissions that are required to enable vSphere Data
Protection access to provide backup operations on the Management vCenter Server in Region A.

You associate the svc-vdp service account in the Active Directory with a user role that has certain
privileges. You assign the user to the Management vCenter Server.

Define a User Role in vSphere for Integration with vSphere Data Protection in
Region A

In vSphere, create a user role with privileges that are required for performing backup operations against
for the management virtual machines in vSphere Data Protection in Region A.

Procedure
1 Login to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcO0l.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Onthe Home page of the vSphere Web Client, select Roles under Administration.
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3 Create a new role for managing backups.

a Onthe Roles page, click the Create role action icon.

b In the Create Role dialog box, configure the role using the following configuration settings, and

click OK.

Setting Value

Role name vSphere Data Protection User
Privilege m  Alarms.Create Alarm

VMware, Inc.

Alarms.Modify Alarms

Datastore.Allocate space

Datastore.Browse datastore

Datastore.Configure datastore

Datastore.Low level file operations
Datastore.Move datastore

Datastore.Remove datastore

Datastore.Remove file

Datastore.Rename datastore

Extension.Register extension

Extension.Update extensions

Folder.Create folder

Global.Cancel task

Global.Disable methods

Global.Enable methods

Global.Licenses

Global.Log event

Global.Manage custom attributes

Global.Settings

Network.Assign network

Network.Configure

Resource.Assign virtual machine to resource pool
Session.Validate session

Tasks.Create task

Tasks.Update task

Virtual Machine.Configuration.Add existing disk
Virtual Machine.Configuration.Add new disk
Virtual Machine.Configuration.Add or remove device
Virtual Machine.Configuration.Advanced

Virtual Machine.Configuration.Change cpu count
Virtual Machine.Configuration.Change resource
Virtual Machine.Configuration.Disk change tracking
Virtual Machine.Configuration.Disk lease

Virtual Machine.Configuration.Extend virtual disk
Virtual Machine.Configuration.Host use device
Virtual Machine.Configuration.Memory

Virtual Machine.Configuration.Modify device setting

Virtual Machine.Configuration.Raw device
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Setting Value

Virtual Machine.Configuration.Reload from path

Virtual Machine.Configuration.Remove disk

Virtual Machine.Configuration.Rename

Virtual Machine.Configuration.Reset guest information

Virtual Machine.Configuration.Set annotation

Virtual Machine.Configuration.Settings

Virtual Machine.Configuration.Swapfile placement

Virtual Machine.Configuration.Upgrade virtual machine compatibility
Virtual Machine.Guest Operations.Guest Operation Modifications
Virtual Machine.Guest Operations.Guest Operations Program execution
Virtual Machine.Guest Operations.Guest Operation Queries

Virtual Machine.Interaction.Console interaction

Virtual Machine.Interaction.Device connection

Virtual Machine.Interaction.Guest operating system management by VIX
API

Virtual Machine.Interaction.Power off

Virtual Machine.Interaction.Power on

Virtual Machine.Interaction.Reset

Virtual Machine.Interaction.ViMware tools install

Virtual Machine.Inventory.Create new

Virtual Machine.Inventory.Register

Virtual Machine.Inventory.Remove

Virtual Machine.Inventory.Unregister

Virtual Machine.Provisioning.Allow disk access

Virtual Machine.Provisioning.Allow read-only disk access
Virtual Machine.Provisioning.Allow virtual machine download
Virtual Machine.Provisioning.Mark as template

Virtual Machine.Snapshot management.Create snapshot
Virtual Machine.Snapshot management.Remove snapshot
Virtual Machine.Snapshot management.Revert snapshot
VApp.Export

vApp.Import

vApp.vApp application configuration

This role inherits the System.Anonymous System.View, and System.Read permissions.

4 The Management vCenter Server for Region A propagates the role to the other linked vCenter Server

instances.

Configure User Privileges in vSphere for Integration with vSphere Data

Protection for Region A

Assign global permissions in Region A to the operations service account svc-vdp so that you can manage
and perform backups by using vSphere Data Protection.

The svc-vdp user has access rights that are specifically required for performing backups vCenter Server

inventory.
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Prerequisites

= Verify that the Management vCenter Server for Region A are connected to the Active Directory
domain.

= Verify that the users and groups from the rainpole.local domain are available on the Management
vCenter Server in Region A.

Procedure

1 Log in to vCenter Server by using the vSphere Web Client.

a

Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 From the Home menu, select Administration.

3 Assign global permissions to the svc-vdp@rainpole.local service account.

a

In the vSphere Web Client, select navigate Administration from the Home menu and click
Global Permissions under Access Control.

On the Manage tab, click Add Permission.

In the Global Permissions Root - Add Permission dialog box, click Add to associate a user or
a group with a role.

In the Select Users/Groups dialog box, from the Domain drop-down menu, select
rainpole.local, in the filter box type svc, and press Enter.
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e From the list of users and groups, select the sve-vdp user, click Add, and click OK.

£

Select Users/Groups (7)(x

Select users from the list or type names in the Users text box. Click Check names o
validate your entries against the directory.

Daomain: | rainpole. local |1r |

Users and Groups

| Show Users First |v| [ @ svc

2 4 Description/Full name

i._
i
fn]
d
c
=]

& svc-srm SvC-srm-veenter .

& sve-vdp sve-vdp

& sve-vr SVC-VT

& svc-vRA svC-vRA svc-vRA

& svc-vra-vrops SVC-Vra-vrops

Eﬂ svC-wrli-vrops SVC-wrli-vrops

& sve-vRO sve-vR O svec-vRO -
Add

Users: |rainpn|e.|nca|\svc—vdp |

Groups: | |

Separate multiple names with semicolons | check names

OK ][ Cancel ]

f Inthe Global Permissions Root - Add Permission dialog box, from the Assigned Role drop-
down menu, select vSphere Data Protection User, select Propagate to children, and click OK.

The global permissions of the svc-vdp service account propagate to all linked vCenter Server
instances.

Register vSphere Data Protection with Management vCenter
Server in Region A

After you deploy the virtual appliance for vSphere Data Protection on the management cluster in Region
A, complete the initial configuration of vSphere Data Protection.
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Procedure
1 Log in to the vSphere Data Protection Configuration Utility.

a Open a Web browser and go
to https://mgmt01vdp0l.sfo0l.rainpole.local:8543/vdp-configure.

b Log in using the following credentials.

Setting Value
User name  root
Password  changeme
The vSphere Data Protection configuration wizard appears.
2 On the Welcome page, click Next.

3 On the Network Settings page, verify that the network settings are populated correctly and click
Next.

4 On the Time Zone page, select the UTC time zone and click Next.

5 On the VDP Credentials page, enter and confirm a new password for the root Linux appliance user,
and click Next.

The password must satisfy the following requirements:
= |f all four character classes are used, the password must be at least 6 characters.
= |f three character classes are used, the password must be at least 7 characters.
m  |f one or two character classes are used, the password must be at least 8 characters.
m  The four-character classes are as follows:
m  Upper case letters A-Z
= Lower case letters a-z
= Numbers 0-9

m  Special characters (for example: ~!@#,.)
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6 On the vCenter Registration page, configure the settings for registration with the Management

vCenter Server.

a Enter the settings for connection to the Management vCenter Server.

vCenter Server Setting
vCenter username
vCenter password
vCenter FQDN or IP
vCenter HTTP port
vCenter HTTPS port

Verify vCenter certificate

Value

rainpole.local\svc-vdp
sve-vdp_password
mgmt01vc01.sfo01.rainpole.local
80

443

Deselected

b  Enter the settings for vCenter Single Sign-On on the Management Platform Services Controller.

Single Sign-On Setting

Value

Use vCenter for SSO authentication Deselected

SSO FQDN or IP

SSO port

Welcome

Network Settings
Time Zone

VDP Credentials
vCenter Regisfration
Create Storage
VDP Migrafion

Device Allocation

CPU and Memory

Product Improvement
Readyto Complete

Complete

sfo01psc01.sfo01.rainpole.local

443

vCenter Registration
Identify the hostname or IP address of your vCenter server. Also provide a

username and password for a user that has rights to register objects with the
vCenter server
vCenter username rainpole local\sve-vdp

vCenter passward

wCenter FQDN or 1P mgmt01vc01.sfol1.ra

vyCenter HTTP port.

vyCenter HTTPS port.

=

43
[ verify vCenter certificate.
[] Use vCenter for 830 authentication

S50 FOOM or [P sfo01psc0i.sfol1.rai

S50 port 443

Test Connection

[ Frovous | e |

¢ Click Test Connection, and in the success message box, click OK.

d On the vCenter Registration page, click Next.

7 On the Create Storage page, select Create new storage, in the Capacity text box, enter 4 TiB and

click Next.
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Welcome Create Storage
Create new storage or attach existing VDP storage.
Network Settings

Time Zone
(*) Create new storage
VDP Credenfials

Capacity: =] TiB
vCenter Registration _-

(O) Attach existing VDP storage

Create Storage

Mote: Itis highly recommended that you back up all the VOP

VDP Migration storage which you intend on attaching to this appliance

Device Allocation
VDF Migration
CPU and Memory o e

Product Improvement Mote: This will migrate VDP storage data from previous
VDP release to latest VDP release

SourceVOPFQDNorie: | |

[ prevous | nex |

Ready to Complete

Complete

8 On the Device Allocation page, from the Provision drop-down menu, select Thin and click Next.

Welcome Device Allocation
Allocate the VDP storage disks.

Network Settings
Time Zone 2 Sor vt Appance povson: (0| -]
VDP Credentials Datastores Capacity Provisio... | Free Disks

MFS-VVRD_3TE_ 44TiB aTiB }+
vCenter Regisfration

S 370.0GIE  37TB =
Create Storage =

51TB 192G  151TiB =

VDP Migrafion
Device Allocation
CPU and Memory

Product Improvement

Ready to Complete

Complete

Allocated 0 of 6 disks of size 1024 GIB.

[ Frovous | nex

9 Onthe CPU and Memory page, leave the default settings and click Next.

10 On the Product Improvement page, select Enable Customer Experience Improvement Program
and click Next.

11 On the Ready to Complete page, select the Run performance analysis on storage configuration
and Restart the appliance if successful check boxes, and click Next.

12 In the Warning message box about storage configuration, click Yes.
vSphere Data Protection setup starts configuring data disks.

13 After disk configuration is complete, click OK in the success box.
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14 Verify that the vSphere Data Protection is accessible in the vSphere Web Client after you complete
the initial configuration of vSphere Data Protection.

a Open a Web browser and go to https://mgmt0lvcOl.sfo0l.rainpole.local/vsphere-
client.

b Log in using the following credentials.

Setting Value
User name admininistrator@vsphere.local
Password vsphere_admin_password

¢ On the vSphere Web Client Home page, verify that the VDP icon is available and that you can
connect to the appliance.

Replace Certificates in Region A

In this design, you replace user-facing certificates with certificates that are signed by a Microsoft
Certificate Authority (CA). By default, virtual infrastructure management components use TLS/SSL
certificates that are signed by the VMware Certificate Authority (VMCA). These certificates are not trusted
by end-user devices.

Infrastructure administrators connect to different SDDC components, such as vCenter Server systems or
a Platform Services Controller from a Web browser to perform configuration, management and
troubleshooting. The authenticity of the network node to which the administrator connects must be
confirmed with a valid TLS/SSL certificate.

You can use other Certificate Authorities according to the requirements of your organization. You do not
replace certificates for machine-to-machine communication. If necessary, you can manually mark these
certificates as trusted.

1 Management vCenter Server
2 Management NSX Manager
3 Compute vCenter Server

4 Compute NSX Manager
5

vSphere Data Protection
Procedure

1 Replace the vCenter Server Certificates in Region A
After you replace the Platform Services Controller certificate, you replace the vCenter Server
machine SSL certificate. You generate a vCenter Server certificate manually or by using the
CertGenVVD tool.

2 Replace the NSX Manager Certificates in Region A

After you replace the certificates of all Platform Services Controller instances and all vCenter Server
instances, replace the certificates for the NSX Manager instances.
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3 Install a CertGenVVD-Generated Certificate on vSphere Data Protection in Region A

After you use the VMware Validated Design Certificate Generation Utility (CertGenVVD) to generate
certificates for the SDDC management components, replace the default VMware-signed certificate
on vSphere Data Protection in Region A with the certificate that is generated by CertGenVVD.

Replace the vCenter Server Certificates in Region A

After you replace the Platform Services Controller certificate, you replace the vCenter Server machine
SSL certificate. You generate a vCenter Server certificate manually or by using the CertGenVVD tool.

You replace certificates twice, once for each vCenter Server instance. You can start replacing certificates
on Management vCenter Server mgmt01vc01.sfoO1.rainpole.local first.

Table 2-13. Certificate-Related Files on the vCenter Server Instances

vCenter Server FQDN Files for Certificate Replacement Replacement Order
mgmt01vc01.sfo01.rainpole]l  ® mgmt01vc01.sfo01.key After you replace the certificate on the
ocal = mgmt01vc01.sfo01.1.cer management Platform Services

m  chainRoot64.cer Controller.
comp01vc01.sfo01.rainpole.lo ® comp01vc01.sfo01.key After you replace the certificate on the
cal = comp01vc01.sfo01.1.cer compute Platform Services Controller.

m  chainRoot64.cer

Procedure

1 Use the scp command, FileZilla, or WinSCP to copy the machine and CA certificate files from above
to the /tmp/ss1 directory on the Management vCenter Server.

2 Login to the vCenter Server instance by using Secure Shell client.

a Open an SSH connection to the FQDN of the vCenter Server appliance
mgmt01vc01.sfo01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name  root

Password vcenter_server_root_password
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3 Replace the CA-signed certificate on the vCenter Server instance.

a From the SSH client connected to the vCenter Server instance, add the root certificate to the
VMware Endpoint Certificate Store as a Trusted Root Certificate using following command and
enter the vCenter Single Sign-On password when prompted.

/usr/lib/vmware-vmafd/bin/dir-cli trustedcert publish —--chain —--cert /tmp/ssl/chainRoot64.cer
b Start the vSphere Certificate Manager utility on the vCenter Server instance.

/usr/lib/vmware-vmca/bin/certificate-manager

¢ Select Option 1 (Replace Machine SSL certificate with Custom Certificate), enter the
default vCenter Single Sign-On user name administrator@vsphere.local and the
vsphere_admin_password password.

d When prompted for the Infrastructure Server IP, enter the IP address of the Platform Services
Controller that manages this vCenter Server instance.

Option IP Address of Connected Platform Services Controller
mgmt01vc01.sfo01.rainpole.local 172.16.11.61
comp01vc01.sfo01.rainpole.local 172.16.11.63

e Select Option 2 (Import custom certificate(s) and key(s) to replace existing Machine SSL
certificate).

f  When prompted, provide the full path to the custom certificate, the root certificate file, and the key
file that have been generated by vSphere Certificate Manager earlier, and confirm the import

with Yes (Y).
vCenter Server Input to the vSphere Certificate Manager Utility
mgmt01vc01.sfo01.rainpole.local Please provide valid custom certificate for Machine SSL.
File : /tmp/ss1/mgmt01lvcOl.sfo01l.1.cer
Please provide valid custom key for Machine SSL.
File : /tmp/ss1/mgmt@1lvcOl.sfo0l.key
Please provide the signing certificate of the Machine SSL certificate.
File : /tmp/ss1/chainRoot64.cer
comp01vc01.sfo01.rainpole.local Please provide valid custom certificate for Machine SSL.

File : /tmp/ss1/comp@lvcOl.sfo0l.1.cer

Please provide valid custom key for Machine SSL.

File : /tmp/ss1/comp@lvcOl.sfo0l.key

Please provide the signing certificate of the Machine SSL certificate.
File : /tmp/ss1/chainRoot64.cer

4  After Status shows 100% Completed, wait several minutes until all vCenter Server services are
restarted.
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5 After you replace the certificate on the mgmt01vc01.sfoO1.rainpole.local vCenter Server, repeat the
procedure to replace the certificate on the compute vCenter Server comp01vc01.sfo01.rainpole.local.

Replace the NSX Manager Certificates in Region A

After you replace the certificates of all Platform Services Controller instances and all vCenter Server
instances, replace the certificates for the NSX Manager instances.

You replace certificates twice, once for each NSX Manager. You first start replacing certificates on the
NSX Manager for the mgmt01nsxm01.sfo01.rainpole.local management cluster.

Table 2-14. Certificate-Related Files on the NSX Manager Instances in Region A

NSX Manager FQDN Certificate File Name Replacement Time
mgmt01nsxm01.sfo01.rainpole.local ® mgmt01nsxm01.sfo01.chain.cer from manual After you replace the certificate on
generation the Management vCenter Server

m mgmt01nsxm01.sfo01.4.p12 from the automation

generation
comp01nsxm01.sfo01.rainpole.local ® comp01nsxm01.sfo01.chain.cer from manual After you replace the certificate on
generation the Compute vCenter Server

® comp01nsxm01.sfo01.4.p12 from the automation
generation

Procedure
1 On the Windows host that has access to the data center, log in to the NSX Manager Web interface.

a Open a Web browser and go to following URL.

NSX Manager URL
NSX Manager for the management cluster https://mgmt01nsxm01.sfo01.rainpole.local

NSX Manager for the shared compute and edge cluster  https://comp01nsxm01.sfo01.rainpole.local

b Log in using the following credentials.

Setting Value
User name admin
Password nsx_manager_admin_password

2 On the Manage tab, click SSL Certificates, click Import and provide the certificate chain file.
3 Restart the NSX Manager to propagate the CA-signed certificate.
a Inthe right corner of the NSX Manager page, click the Settings icon.

b From the drop-down menu, select Reboot Appliance.
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4 Re-register the NSX Manager to the Management vCenter Server.

a Open a Web browser and go to the NSX Manager Web interface.

Setting Value
NSX Manager for the management https://mgmt01nsxm01.sfo01.rainpole.local
cluster

NSX Manager for the shared compute https://comp01nsxm01.sfo01.rainpole.local
and edge cluster

b Log in using the following credentials.

Setting Value
User name admin
Password nsx_mngr_admin_password

¢ Click Manage vCenter Registration.
d Under Lookup Service, click the Edit button.

e Inthe Lookup Service dialog box, enter the following settings, and click OK.

Setting Value

Lookup Service IP sfo01psc01.sfo01.rainpole.local
Lookup Service Port 443

SSO Administrator User Name administrator@vsphere.local
Password vsphere_admin_password

f  In the Trust Certificate? dialog box, click Yes.
g Under vCenter Server, click the Edit button.

h In the vCenter Server dialog box, enter the following settings, and click OK.

Value for the NSX Manager for the  Value for the NSX Manager for the

Setting Management Cluster Shared Edge and Compute Cluster
vCenter Server mgmt01vc01.sfo01.rainpole.local comp01vc01.sfo01.rainpole.local
vCenter User Name svc-nsxmanager@rainpole.local

Password svc-nsxmanager_password

i Inthe Trust Certificate? dialog box, click Yes.
i Wait until the Status indicators for the Lookup Service and vCenter Server change to Connected.

5 Repeat the steps for the NSX Manager for the shared compute and edge cluster.
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Install a CertGenVVD-Generated Certificate on vSphere Data
Protection in Region A

After you use the VMware Validated Design Certificate Generation Utility (CertGenVVD) to generate
certificates for the SDDC management components, replace the default VMware-signed certificate on
vSphere Data Protection in Region A with the certificate that is generated by CertGenVVD.

Procedure

1 Copy the .keystore file that CertGenVVD tool generated to the /root folder on the vSphere Data
Protection virtual appliance.

You can use scp, FileZilla or WinSCP.
2 Login to the vSphere Data Protection appliance.
a Open an SSH connection to the virtual machine mgmt01vdp01.sfo01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name  root

Password vdp_root_password

3 Restart all vSphere Data Protection services by running the following commands.

dpnctl stop all
dpnctl start all

4 Runthe addFingerprint.sh script to update the vSphere Data Protection server thumbprint
displayed in the VM console welcome screen.

/usr/local/avamar/bin/addFingerprint.sh
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The Cloud Management Platform (CMP) consists of integrated products that support the management of
public, private and hybrid cloud environments. The VMware CMP consists of vRealize Automation,
vRealize Orchestrator, and vRealize Business.

vRealize Automation incorporates virtual machine provisioning and a self-service portal. vRealize
Business enables billing and chargeback functions. vRealize Orchestrator provides workflow optimization.
The following procedures describe the validated flow of installation and configuration for the first site in
the enterprise.

This chapter includes the following topics:

®m  Prerequisites for Cloud Management Platform Implementation in Region A
m  Configure Service Account Privileges in Region A

m  vRealize Automation Installation in Region A

m  vRealize Automation Default Tenant Configuration in Region A

m  vRealize Automation Tenant Creation in Region A

m  vRealize Orchestrator Installation in Region A

m  vRealize Business Installation in Region A

m  Cloud Management Platform Post-Installation Tasks in Region A

m  Content Library Configuration in Region A

m  Tenant Content Creation in Region A

Prerequisites for Cloud Management Platform
Implementation in Region A

Verify that the following configurations are established prior to beginning the Cloud Management Platform
procedures.

DNS Entries and IP Address Mappings in Region A

Before you deploy vRealize Automation, verify that your environment satisfies the requirements for this
deployment.
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IP Addresses and Host Names

Verify that the static IP address and FQDNs that are listed in the table below are available for the
vRealize Automation application virtual network for the first region of the SDDC deployment.

Table 3-1. IP Addresses and FQDNSs for the vRealize Automation Instance in Region A

Role

vRealize Automation Server Appliances

vRealize Automation Server VIP

vRealize Automation for IWS

vRealize Automation IWS VIP

vRealize Automation Model Manager IMS

vRealize Automation IMS VIP

vRealize DEM Workers

MS SQL Server for vRealize Automation

vRealize Orchestrator

vRealize Orchestrator VIP

vRealize Business for vRealize Automation

IP Address

192.168.11.51

192.168.11.52

192.168.11.53

192.168.11.54

192.168.11.55

192.168.11.56

192.168.11.57

192.168.11.58

192.168.11.59

192.168.11.60

192.168.11.61

192.168.11.62

192.168.11.63

192.168.11.64

192.168.11.65

192.168.11.66

FQDN
vraO1svrO1a.rainpole.local
vraO1svrO1b.rainpole.local
vraO1svrO1.rainpole.local
vraO1iws01a.rainpole.local
vraO1iws01b.rainpole.local
vra01iws01.rainpole.local
vra01ims01a.rainpole.local
vra01ims01b.rainpole.local
vra01ims01.rainpole.local
vra01demO01.rainpole.local
vra01demO02.rainpole.local
vra01mssql01.rainpole.local
vraO1vroO1a.rainpole.local
vraO1vroO1b.rainpole.local
vraO1vro0O1.rainpole.local

vra01bus01.rainpole.local

Table 3-2. IP Addresses and Host Name for the VRA Proxy Agents and vRB Data Collector in

Region A

Role

VRealize Automation Proxy Agent

vRealize Business Data Collector
Default gateway

DNS server

Subnet mask

ntp

VMware, Inc.

IP Address

192.168.31.52

192.168.31.53

192.168.31.54

192.168.31.1

172.16.11.5

255.255.255.0

172.16.11.251
172.16.11.252

172.17.11.251
172.17.11.252

FQDN

vra0O1ias01.sfo01.rainpole.local
vraO1ias02.sfo01.rainpole.local

vra01buc01.sfo01.rainpole.local

ntp.sfo01.rainpole.local

ntp.lax01.rainpole.local
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vRealize Automation Deployment Prerequisites

Before you install and use vRealize Automation, your environment must meet the following prerequisites.

Prerequisite Value

Storage ®  Virtual disk provisioning.

®  Required storage per node.
Operating system Windows 2012 R2 Standard
Database Microsoft SQL Server 2012 Standard Edition

Installation package Download the vRealize Automation virtual appliance .ova file.
Download the vRealize Orchestrator virtual appliance .ova file.

Download the vRealize Business virtual appliance .ova file.

License Verify that you have obtained a license that covers the use of vRealize Automation.

Verify that you have obtained a license that covers the use of vRealize Business for vRealize Automation.

Active directory Verify that you have a parent Active Directory instance with the SDDC user roles configured for the
rainpole.local domain.

Verify the existence of the svc-vra user in the rainpole.local domain.

Verify the existence of the svc-vro user in the rainpole.local domain.
Certification authority ~ Configure the root Active Directory domain controller as a certificate authority for the environment.

Java Install Java SE Development Kit (JDK), which is required to run the vRealize Orchestrator Client.

SQL Server Configuration for the Cloud Management Platform in
Region A

The Cloud Management Platform uses a Microsoft SQL Server database to store data for use by
vRealize Automation and vRealize Orchestrator.

Microsoft SQL Server Recommendations in Region A

vRealize Automation, vRealize Orchestrator, and other VMware components use Microsoft SQL Server
as a database to store information. While the specific configuration of SQL Server for use in your
environment is not addressed in this implementation guide, high-level guidance is provided to ensure
more reliable operation of your VMware components.

= Microsoft SQL Server should be configured with separate Operating System Level volumes (drive
letters) for each of the following items. The separation of these items into separate logical volumes
(drive letters) will help prevent database corruption should a single volume reach capacity.

m  Operating System

m  Database Application

= SQL User Database Data Files
m  SQL User Database Log Files
= SQL TempDB
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m  SQL Backup Files

To provide optimal performance for VMware vRealize databases, configure the SQL Server virtual
machine (vradlmssql@l.rainpole.local) with 8 vCPU and 16G vRAM.

Configure the SQL Server virtual machine's (vra@1mssql01l. rainpole.local) primary DNS to point
to 172.16.11.4 (region A's primary DNS) and its secondary DNS to point to 172.17.11.4 (region B's
primary DNS).

For further guidance on the deployment and operation of a production installation of Microsoft SQL
Server, see the Microsoft SQL Server documentation, or consult with a qualified Microsoft SQL Server
database administrator.

Assign the SQL Server System Role to vRealize Automation in Region A

Assign the SQL Server system role sysadmin to the vRealize Automation service account.

vRealize Automation uses the SQL Server system role privilege to create and execute scripts on the SQL
Server database. By default, only users who are members of the sysadmin system role, or
the db_owner and db_ddladmin database roles, can create objects in the database.

Procedure

1

4

Log in to the VRAQIMSSQLO1. rainpole.local by using a Remote Desktop Protocol (RDP) client.
a Open an RDP connection to the virtual machine VRAOIMSSQLO1. rainpole. local.

b Log in using the following credentials.

Setting Value
User name  Windows administrator user

Password windows_administrator_password

From the Start menu, click All Programs, click Microsoft SQL Server, and click SQL Server
Management Studio.

Note If SQL Server Management Studio doesn't appear in your All Programs menu, you may not
have successfully installed SQL Server Management Studio. Verify that you have successfully
installed SQL Server Management Studio, and then continue with this procedure.

In the Connect to Server dialog box, leave the default value of the Server Name text box, select
Windows Authentication from the Authentication drop-down menu, and click Connect.

Note During the SQL Server installation, the Database Engine configuration wizard prompts you to
provide the user name and password for the SQL Server administrator. If this user was not added
during the SQL Server installation, select SQL Authentication from the Authentication drop-down
menu, and enter the user name sa in the User name text box, and the password sa_password in the
Password text box.

In Object Explorer, expand the server instance VRA0O1MSSQLO01.
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5 Right-click the Security folder, click New, and click Login.

4 Microsoft SQL Server Management Studio (Administrator)
File Edit View Debug Tools Window Help
P )~ " (5 ol @ | DL NewOuery (5B & 2 B9 -0 - L-5) || b
Object Explorer g X
Connect~ 3/ 3 m [ 3] .5
= |5 VRAOIMSSQLOT\VRAOTMSSQLOTA (SQL Server 11.0.5038 - RAJ
# L Databases

- a g
#4 dl
S Repots  » Server Role...

- ¢ Refrath Credential...

r | ( €I ]
Audat...

) Audrts .

) Server Audit Specificat

Server Objects

Replication

AhlvaysOn High Availability

Management

Integration Services Catalogs
D SQL Server Agent

Nesw » Login...

Server Auddt Specification...

The Login Properties dialog box opens.
6 Select the General page of the Login Properties dialog box.

7 From the Object Explorer Details pane select the General page, and enter Rainpole\Svc-vRA in
the Login name text box.

VMware, Inc. 212



Deployment for Region A

4 Microsoft SQL Server Management Studio (Administrator)
File Edit View Debug Tools Window Help

(3w - G| ANewuey B D] 8 239 -0 - 03-03 | »

Object Explorer 3 x
Connect~ 8¢ &) & 7 Z].4

- [6 VRAOTMSSQLONVRADIMSSQLO1A (SQL Server 11.0.5058 - RA
# (3 Databases

= [ Secunty - - New
#) (3 Loging q LO’I-
% (4 Server| Selectapage ? st v [ Heb
v (3 Crede(| - Genenl = G
& i Cryptd _:Sﬂ"ndﬁ S —
v (3 Audiedl = User Mapping Login name. [RA.'NPOIE:VCM?I [ Search... ]
- Securabl
& 3 Server - - ®) Windows authertication
% [ Server Obfl — () SQL Server authentication
= [ Replicatiof
# [ 3 AwaysOn
= [ Managem
% 3 Integratio|
= B SQL Servey
) Mapped to cedficate
() Mapped to asymmetic key
c ; (] Map to Credential
Server Mapped Credentials recerts Proceder
VRADTMSSGLOT\WRADIMSSGLI
Connection
RAINFOLE\SvevRA
3¢ Viaw connection propenies
Progress
Ready Defaut database |maser ad
Defaut language | <cofout> ad

8 In the Object Explorer Details pane, select the Server Role page.

9 Inthe Server roles list item field select the sysadmin check box, and click OK.
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Select a page \ .
" Geneal ‘,:st L Heb
gl Server Roles
42 User Mapping Server role I8 used to grant server-wide socurty pavileges to a user.
44 Securables
2 Qs
Server roles:
[] dbcreator
[] dekadmn
[ ] processadmin
] public
[] securtyadmin
[] sorveradmin
[ ] setupadmin
[] sysadmin
Connechon
Server
VRADIMSSQLO1
Connection
€
87 View connection properties
Progress
Ready
[ ok || Coned |

Create a SQL Server Database for vRealize Orchestrator in Region A

vRealize Orchestrator requires a database for storing data related to workflows and actions. You must
create an empty database specifically for use by vRealize Orchestrator. For information on creating a new
database using Microsoft SQL Server, see the documentation supplied by your database vendor.

Procedure
1 Log in to the VRAOIMSSQLO1. rainpole.local by using a Remote Desktop Protocol (RDP) client.
a Open an RDP connection to the virtual machine VRAQ1IMSSQLO1. rainpole.local.

b Log in using the following credentials.

Setting Value
User name  Windows administrator user

Password windows_administrator_password
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2 From the Start menu, click All Programs, click Microsoft SQL Server, and click SQL Server
Management Studio.

Note If SQL Server Management Studio doesn't appear in your All Programs menu, you may not
have successfully installed SQL Server Management Studio. Verify that you have successfully
installed SQL Server Management Studio, and then continue with this procedure.

3 Inthe Connect to Server dialog box, leave the Server Name text box with its default value, select
Windows Authentication from the Authentication drop-down menu, and click Connect.

Note During the SQL Server installation, the Database Engine configuration wizard prompts you to
provide the SQL server administrator rainpole\svc-vra user name. If this user was not added during
the SQL Server installation, select SQL Authentication from the Authentication drop-down menu,
and enter the user name sa in the User name text box, and the password sa_password in

the Password text box.

RS Microsoft SQL Server Management Studio (Administrator)
File Edit View Debug Tools Window Help

PGl S P | L NewOuey eS| £ @9 -0 -5 ] b

Object Explorer

Connect~ & ) m | =] .5

"w’? §ﬁ Server 2012

Server type Database Engne "

Server name [VRADIMSSQLOT\WRADTMSSGLOTA] v]
Authentication: Windows Authentication w

RAINPOLE\Sve-vAA

4 In Object Explorer, expand the server instance VRA0TMSSQLO01.

5 Right-click the Databases folder, and click New Database.
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- Microsoft SQL Server Ma
File Edt View Debug Tools Window Help

P~ = (T o P | L NewQuery (ifthin ) 8 289 -~ -L-5 3
Object Explorer *+3Xx

Connect~ % % m [ (] .4
= |3 VRADIMSSQLOT\VRADIMSSQLO1A (SQL Server 11,0,5058 - RA
recroerasanase

New Database...

Attach...
Restore Database...

Restore Files and Filegroups...

Deploy Data-tier Application...

BULUVLEVLL

Import Data-tier Application...
Start PowerShell
Reports .

Refresh

The New Database dialog box displays.

6 On the General page of the New Database dialog box, enter VRODB-01 in the Database name text
box.
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[v] Use fuled indexing
Database fies:
logcal Name  FleType  Flegroup htal Sze (MB)  Autogrowth / Maxaze
VRODE-01 RowsData PRIMARY (4 §ay1l-s.un.d
VRODEO1 by Log Net Applcable 1 By 10 percent, Unlmited
Server
VRADIMSSGLO!
Connection
RAINFOLE \svcma
37 View connection propenties
| Progress
Ready (<] " >]
l Add I‘ Remove
| oK || Cancel |

7 Select the Options page.
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8 On the Options page, specify the following values, and click OK.
a Select Simple from the Recovery model drop-down menu.

b In the Miscellaneous text box, specify True for the settings listed in the table below.

Setting Value
Allow Snapshot Isolation True

Is Read Committed Snapshot On  True

Iddal»

| Sencle

QL Server 2012 (110)
|Nene

Other options:

B2l =
4 Cursor

Clege Cursor on Commit Enabled

. Defaut Cursor GLOBAL

FILESTREAM Drectory Name

. FILESTREAM Non-Transacted Access Off

Miscollaneous

- Allow Snapshot kolation True

ANSI NULL Defauk False
Connection ANSI NULLS Enabled False
Siver ANSI Paddng Enabled False
VRADIMSSQLO1 ANSI Wamings Enabled False
Arthmetc Abort Enabled False
Concatenate Nul Yields Nul False
Crogs-database Ownership Chaining Enabies Falee
¥y View comnection properties Date Comelabon Optimzation Enabled False
s Read Commited Snapshot On True
. Mumens Round. Shoe Falao

Feady Is Read Committed Snapshot On

Connection
RAINFOLE\svevra

9 In the Object Explorer Details pane, expand the VRODB-01 database server.
10 Expand the Security folder, then expand the Users folder.
11 Right-click the User folder and click New User.
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File Edit View Debug Tools Window Help
i3 U S AP I NewQuey 33D 8 A9 - -
Object Explorer b

Connect~ 8; 31 = ¥ (7] .5
= |y VRADIMSSQLOT\VRADIMSSQLOTA (SQL Server 11.0.5058 - RAJ
= _l Databases
% [ System Databaces
+ [ Database Snapshots
= | J VRADB-O1
= |§ VRODB-O
3 [ Database Diagrams
+1 [ Tables
¥ () Views
4 Ll Synonyms
4 [ Programmability
4 [ Service Broker

¥ [ Storage

= [ Secunty
O] Users
# . Roles News User...
¥ [ Sche Filter »
# _dl Asyn -
% (@ Centi Policies »
# i Syme Facets

12 In the User name text box enter the vRealize Orchestrator service account
name RAINPOLE\svc-vro.

Setting Value
User type SQL user with login
User name  Rainpole\svc-vro

Login name  Rainpole\svc-vro
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Server:
VRADIMSSGLO1

RAINPOLE \svcvra
B Veew connection prostes

13 Select the Membership page.
The Database User - New page appears.

14 In the Database role membership list item field, select the db_owner check box, and click OK.
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Connection

Server.
VRADTMSSGLO1

Comnection
RAINFOLE\evcwvra

By View comection properties

Progress
Ready

Configure Network Access for Distributed Transaction Coordinator in Region
A

You configure network access and security between vRealize Automation and your Microsoft SQL Server
database using Microsoft Distributed Transaction Coordinator (MSDTC). MSDTCcoordinates transactions
that update two or more transaction-protected resources, such as databases, message queues, files
systems, and so on. These transaction-protected resources may be on a single computer, or distributed
across many networked computers.

Procedure
1 Login to the VRAOIMSSQLO1. rainpole.local by using a Remote Desktop Protocol (RDP) client.
a Open an RDP connection to the virtual machine VRA@IMSSQLO1. rainpole. local.

b Log in using the following credentials.

Setting Value
User name  Windows administrator user

Password windows_administrator_password
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2 From the Start menu, click Run, type comexp.msc in the Open text box, and click OK.

The Component Services manager displays. Component Services lets you manage Component
Object Model (COM+) applications.

3 Using the navigation tree in the left-side pane, expand Component Services > Computers > My
Computer > Distributed Transaction List > Local DTC.

4 Right-click Local DTC and click Properties.
The Local DTC Properties dialog box displays.
5 Click the Security tab in the Local DTC Properties dialog box.

6 On the Security tab, configure the following values, and click OK.

Setting Value
Network DTC Access Selected
Allow Remote Clients Selected
Allow Remote Administration Deselected
Allow Inbound Selected
Allow Outbound Selected

Mutual Authentication Required Selected

Enable XA Transactions Deselected

Enable SNA LU 6.2 Transactions  Selected

Account Leave the default setting (NT AUTHORITY\NetworkService)

Password Leave blank

B. Fie Acien View Window Hep

e 2 « B
J Coracie Root
4 & Componert Senvces

4 ) Compurens

4 I8 My Compates
COM. Agphcatiom
DCOM Canffuy Traong | Loggng  Secuty

Tonrng Procesen Secuty Seege

Dutrbuted Tea: o Network DTC Access
4 % Local DTC Ohert ardd Adwiwtredion
Transachon Lt  Mcw Famcte Owrts Hon Rerte kvt sor
Tramechon Stetatxs

» Bl Erent Viewer (Loce! Tewrwacson Marages Corrmrcation

< »  Now Fbousrd ¥ Mo Oubord

Services (Leca

® Moue Afertcaon Fegaed
ncoreng Caler Astertcaton Fagared

Mo Astertctor Feaues

oo,
Saesaces

“orfev paseord

7 Click Yes to restart the MSDTC Service.
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8 Click OK to confirm that the MSDTC Service has successfully restarted.
9 Close the Component Services manager.

Allow MS SQL Server and MSDTC access through Windows Firewall for
vRealize Automation in Region A

You can configure Windows Firewall to allow or block specific traffic. For vRealize Automation to function
correctly, ensure that network access to Microsoft Distributed Transaction Coordinator (MSDTC) and SQL
Server is configured to allow access.

Procedure
1 Login to the VRAOIMSSQLO1. rainpole. local by using a Remote Desktop Protocol (RDP) client.
a Open an RDP connection to the virtual machine VRAOIMSSQLO1. rainpole. local.

b Log in using the following credentials.

Setting Value
User name  Windows administrator user
Password windows_administrator_password
2 From the Start menu, click Run, type WF.msc in the Open text box, and click OK.

The Windows Firewall with Advanced Security dialog box appears. You use Windows Firewall with
Advanced Security to configure firewall properties for each network profile.

3 Allow Access for Microsoft SQL Server on TCP Port 1433.

a In the navigation pane right-click Windows Firewall with Advanced Security, select and right-
click Inbound Rules, and click New Rule in the action pane.

The New Inbound Rule Wizard appears.

b On the Rule Type page of the New Inbound Rule Wizard, select the Port radio button, and
click Next.

¢ On the Protocol and Ports page, select TCP and enter the port number 1433 in the Specific local
ports text box, and click Next.

d On the Action page, select Allow the connection, and click Next.
e On the Profile page, select the Domain, Private, and Public profiles, and click Next.
f  On the Name page, enter a Name and Description for this rule, and click Finish.

4 Allow access for Microsoft Distributed Transaction Coordinator.

a In the navigation pane right-click Windows Firewall with Advanced Security, select and right-
click Inbound Rules, and click New Rule in the action pane.

b On the Rule Type page click Predefined, click Distributed Transaction Coordinator, and
click Next.
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¢ On the Predefined Rules page, select all rules for Distributed Transaction Coordinator (RPC-
EPMAP), Distributed Transaction Coordinator (RPC), Distributed Transaction Coordinator
(TCP-In), and click Next.

d On the Actionpage, select Allow the connection, and click Finish.

5 Exit the Windows Firewall with Advanced Security wizard.

Configure Service Account Privileges in Region A

For you to provision virtual machines and logical networks, configure privileges for vRealize Automation
for the service account svc-vra@rainpole.local on both the Compute vCenter Server and the Compute
Cluster NSX instance.

Configure Service Account Privileges on the Compute vCenter
Server in Region A

Configure Administrator privileges for the svc-vra and svc-vro users on the Compute vCenter Server in
Region A.

If you add more Compute vCenter Server instances in the future, perform this procedure on those
instances as well.

Procedure
1 Log in to the Compute vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://comp01lvc0l.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 In the Navigator pane, select Global Inventory Lists > vCenter Servers.
3 Right-click the comp01vc01.sfo01.rainpole.local instance and select Add Permission.
4 In the Add Permission dialog box, click the Add button.

The Select Users/Groups dialog box appears.

5 Select RAINPOLE from the Domain drop-down menu, and in the Show Users First text box
enter svc to filter user and group names.

6 Select svec-vra and svc-vro from the User/Group list, click the Add button and click OK.
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Salect users from the list or type names in the Users texd box. Click Check names 1o
validate your entres against the dreciony.

Domain; | RAINPOLE |

Users and Groups

| Show Users First - |v| (& sve

ihenGmaup 2 & Desoigbon'Full name

& sveloginsight sve-logingight sve-loginsignd
g swcwRO SvevRO SO

E SVCATORS SVCATORS SVC-ATORE
a ENC-USBIS WWRD Ligars and Groups

i [RﬂNF'UI: _E)R_MNF'E':I I

Groups: |

Separate MUMgie N3Mes Wih SEMICOIONS | Checknames

7 Inthe Add Permission dialog box, select Administrator from the Assigned Role drop-down menu
and click OK.

The svc-vra and svc-vro users users now have Administrator privilege on the Compute vCenter

Server in Region A.
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Configure the Service Account Privilege on the Compute Cluster

NSX Instance in Region A

Configure Enterprise Administrator privileges for the svc-vra@rainpole.local service account.

Procedure
1 Log in to the Compute vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://comp01lvc0l.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 In the Navigator pane, select Networking & Security > NSX Managers.
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3 Double-click the Compute NSX Manager 172.16.11.66.

4 Click Manage, click Users,and click the Add icon.

vmware: vSphere Web Client  f=

e

FR 17216.11.66  Acions +
Getting Started  Summary  Mondaor Mannqe|

System Event Severiy | Secunty Tags | Exciusion List | Domains I Grouping Objects [Users |

+ | ¢

Usee Sele Sisius
rainpale lacafadministrator vGenter Entenprise Administrator Enanied
agmin MEX CLI User System Adminisirator Enanlad
vsphere. locahadministrator vCentar Entarprise Adminisirabor Enabled

The Assign Role wizard appears.

5 On the Identify User page, select the Specify a vCenter User radio button,
enter svc-vra@rainpole.local in the User text box, and click Next.

6 On the Select Roles page, select the Enterprise Administrator radio button, and click Finish.
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(ex testi@vspherelocal or testi@domain.com}
) Specify a wCanler group
Hext il Cancel

227



Deployment for Region A

fssign Role AN

" 1 Mdentify ser Select Roles
Selact NSX rola Tar wsear

Ll ¢ Select Roles
Audibor
Secunty Admmiinisirator
() MSX Adminis tratar
») Enterprise Adminstrator

Diescription

Lserg In this rolg can perform all tasks related to deployment and confguration of
MEY products and administration of this MNEX Manager instance

Back Fimish Cancel

The rainpole\svc-vra user is now configured as an Enterprise Administrator for the compute cluster
NSX instance, and appears in the lists of users and roles.

vRealize Automation Installation in Region A

A vRealize Automation installation includes installing and configuring single sign-on (SSO) capabilities,
the user interface portal, and Infrastructure as a Service (laaS) components.

After installation you can customize the installation environment and configure one or more tenants,
which sets up access to self-service provisioning and life-cycle management of cloud services. By using
the secure portal Web interface, administrators, developers, or business users can request IT services
and manage specific cloud and IT resources based on their roles and privileges. Users can request
infrastructure, applications, desktops, and IT service through a common service catalog.

Load Balancing the Cloud Management Platform in Region A

You configure load balancing for all services and components related to vRealize Automation and
vRealize Orchestrator by using an NSX Edge load balancer.

You must configure the load balancer before you deploy the vRealize Automation appliance. This is
because you need the virtual IP (VIP) addresses to deploy the vRealize Automation appliance.

Add Virtual IP Addresses to the NSX Load Balancer in Region A

As the first step of configuring load balancing, you add virtual IP Addresses to the edge interfaces.
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Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Click Networking & Security.
3 In the Navigator, click NSX Edges.

4 From the NSX Manager drop-down menu, select 172.16.11.65 as the NSX Manager and double-click
the SFOMGMT-LB01 NSX Edge to edit its network settings.

5 Click the Manage tab, click Settings, and select Interfaces.

6 Select the OneArmLB interface and click the Edit icon.

vmware® vSphere Web Client  #= U | Administrator@VSPHERELOCAL ~ | Help ~ | (Y
Navigator X I SFOMGMT-LBO1  Actions v '
B — = )
4 Networking & Se. Summary  Monitor | Manage =
I SFOMGMT-LBO1 S
| Seftings | Firewall DHCP | NAT | Routing | Load Balancer | VPN | SSL VPN-Plus \ Grouping Objects z
3
L
“ 4% 0 Job(s) In Progress | € 0 Job(s) Failed 2
Cofiguration Configure interfaces of this NSX Edge ()
e :
x 43 Actions ( -
Certificates 2= =
wNICH 1a Name 1P Address Subnet Prefix Length Connected To  Type Status =
=
0 OnethB 192168.11.2* 24 Mgmt-xRegion( Internal v §
1 wnic1 Internal 7)) =
2 wnic2 Internal Q
3 wnic3 Internal Q
4 wnicd Internal 7]
5 vnics Internal @
6 wnicé Internal @
7 wnic7 Internal (7]
8 vnicg Internal @
9 vnic9 Internal (%)
10 items
”«V_‘/ Recent Tasks Xx
Task Name Target Status Initistor Queued Fo Start Time Completion Time
Rename virtual machine @ wra01dem02.rainp v Completed VSPHERE.LOCALW 4ms  4/19/2016 3:31:49PM  4/19/2016 3:31:49 PM
Rename virtual machine @ wra01dem01.rainp. v Completed VSPHERE.LOCAL\ 5ms 4/19/2016 3:31:36 PM  4/19/2016 3:31:36 PM
MyTasks v  Tasks Filter v More Tasks

7 Inthe Edit NSX Edge Interface dialog box, add the VIP addresses of the vRealize Automation nodes
in the Secondary IP Addresses text box.

Setting Value
Secondary IP Address 192.168.11.53,192.168.11.56,192.168.11.59,192.168.11.65
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8 Click OK to save the configuration.

Create Application Profiles in Region A

Create an application profile to define the behavior of a particular type of network traffic. After configuring
a profile, you associate the profile with a virtual server. The virtual server then processes traffic according
to the values specified in the profile. Using profiles enhances your control over managing network traffic,
and makes traffic-management tasks easier and more efficient.

You repeat this procedure twice to create two application profiles.
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Procedure

1

Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting

User name

Password

Click Networking & Security.

In the Navigator, click NSX Edges.

From the NSX Manager drop-down menu, select 172.16.11.65 as the NSX Manager and double-click

Value

administrator@vsphere.local

vsphere_admin_password

the SFOMGMT-LB01 NSX Edge to manage its network settings.

Click the Manage tab, click Load Balancer, and select Application Profiles.

vmware" vSphere Web Client

fi=

O | Administrator@VSPHERELOCAL + | Help » | (SIER

3| 553101d UIHIOM (0) i,

swuepy (g)

Navigator X I% SFOMGMT-LBO1  Actions v
4 Networking & Se... Summary  Monitor ‘ Manage |
I SFOMGMT-LBO1
[ setings | Firewal DHCP‘ NAT | Routing [Load Balancer | VPN ‘ SSL VPN-Plus | Grouping Objects
| .
Global Configuration Profile ID Nsme Persistance Typs
Application Profiles
Service Monitoring
Pools
Virtual Servers
Application Rules
0items
Cipher.
Client Authentication
Virtual Server Certificates | Pool Certificates
Service Centificates | CA Certificates | CRL
Gommon Name [ Validity -
< : s
7] Recent Tasks XX
Task Name Terget Status Inititor Queved F Stad Time Complation Time
Rename vitual machine & wra01demo2rainp.. ¥ Completed VSPHERE.LOCALW. 4ms 41192016 3:31:49PM | 4/19/2016 3:3149 PM
Rename virtual machine @ wra01demo1rainp.. ¥ Completed VSPHERE LOCAL\. 5ms 411912016 3:31:35PM  4/18/2016 3:31:36 PM

‘
MyTasks »  Tasks Filter =

D
More Tasks

Click the Add icon and in the New Profile dialog box, enter the following values.

Setting
Name

Type

Value

vRealize-https-persist

HTTPS

Enable SSL Passthrough Selected
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Setting Value
Persistence Source IP
Expires in (Seconds) 1800
New Profile (7)
MName: vRealize-hitps-persist
Type: [HTTPS K3

[#] Enable S5L Passthrough
HTTF Redirect URL:

Persistence: [ source IP | = |

Cookie Name:

Mode: v
Expires in (Seconds): 1800 |
ert X-Fon d-For HTTP header
Enable Pool Side S5L
Virtual Server Certific... \
Service Certificates . CA Certificates | CRL

- Thu Nt
Thu Nc
Thu
- Thu Nt
Cipher: Default *
ECDHE-RSA-AES128-GCM-SHAZ256
ECDHE-RSA-AES256-GCM-SHA3E4 M

Client Authentication: | lgnore | - |

[ OK ][ Cancel

7 Click OK to save the configuration.

8 Repeat the same steps to create the following application profile.

Setting Value
Name vRealize-https
Type HTTPS

Enable SSL Passthrough  Selected

Persistence None
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Create Service Monitoring in Region A

The service monitor defines health check parameters for the load balancer. You create a service monitor
for each component.

Procedure

1 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go

to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting

User name

Password

2 Click Networking & Security.

Value

administrator@vsphere.local

vsphere_admin_password

3 Inthe Navigator, click NSX Edges.

4 From the NSX Manager drop-down menu, select 172.16.11.65 as the NSX Manager and double-click
the SFOMGMT-LBO01 NSX Edge to manage its network settings.

5 Click the Manage tab, click Load Balancer, and select Service Monitoring.

6 Click the Add icon and in the New Service Monitor dialog box, configure the values for the service
monitor you are adding, and click OK.

Setting
Name
Interval
Timeout
Max Retries
Type
Expected
Method
URL

Receive
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vra-svr-443-monitor
vra-svr-443-monitor
3

9

3

HTTPS

204

GET

/vcac/services/api/health

vra-iaas-web-443-monitor
vra-iaas-web-443-monitor
3

9

3

HTTPS

GET
/wapi/api/status/web

REGISTERED

vra-iaas-mgr-443-monitor
vra-iaas-mgr-443-monitor

3

9

3

HTTPS

GET
/NVMPSProvision

ProvisionService

vra-vro-8281-monitor
vra-vro-8281-monitor
3

9

3

HTTPS

GET

/vcol/api/healthstatus

RUNNING
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New Service Monitor 2

Name: # | vra-svr-443-monitor
Interval: 3 (seconds)
Timeout 9 (seconds)

Max Retries: 3

Type | HTTPS - |
Expected: 204

Method [ GET [«
URL: | Ncac/services/api/health

Send

Receive:

Extension

I OK, || Cancel

7 Repeat Step 6 to create a service monitor for each component.

Upon completion, verify that you have successfully entered the monitor names and their respective
configuration values.

Create Server Pools in Region A

A server pool consists of back-end server members. After you create a server pool, you associate a
service monitor with the pool to manage and share the back-end servers flexibly and efficiently.

The following considerations explain the design of the server pools configuration.

= The configuration uses NONE as health monitor for all server pools. Until vRealize Automation is fully
installed and started, the health monitor marks pool members as offline. Health monitors indicate the
status of pool members correctly, only after vRealize Automaton is fully installed and initialized.

= The configuration disables the second pool member of 3 vRealize Automation VIPs (vra-svr-443, vra-
iaas-web-443, vra-iaas-mgr-443). During the installation or power cycle of vRealize Automation, the
service inside the second node might not be installed or initialized yet. In this period of time, if the
load balancer passes a request to the second node, the request fails. If the second pool member is
not disabled, you can experience random failures during vRealize Automation installation, and service
initialization or registration failure during a vRealize Automation power cycle.

Perform the procedure multiple times to configure five different server pools.
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Table 3-3. Server Pools for the Cloud Management Platform in Region A

Members
Enable Member Monitor
Pool Name Algorithm Monitors  Member Name IP address Port Port Weight
vra-svr-443 ROUND- NONE Yes vra01svrO1 192.168.11. 443 443 1
ROBIN a 51
No vra01svrO1 192.168.11. 1
b 52
vra-iaas- ROUND- NONE Yes vra01iws01  192.168.11. 443 443 1
web-443 ROBIN a 54
No vra01iws01  192.168.11. 1
b 55
vra-iaas- ROUND- NONE Yes vra01ims01 192.168.11. 443 443 1
mgr-443 ROBIN a 57
No vra01ims01  192.168.11. 1
b 58
vra-vro-8281  ROUND- NONE Yes vra01vro01  192.168.11. 8281 8281 1
ROBIN a 63
No vra01vro01  192.168.11. 1
b 64
vra-svr-8444  ROUND- NONE Yes vraO1svrO1  192.168.11. 8444 443 1
ROBIN a 51
Yes vra01svrO1  192.168.11. 1
b 52

Procedure
1 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc0l.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Click Networking & Security.
3 Inthe Navigator, click NSX Edges.

4 From the NSX Manager drop-down menu, select 172.16.11.65 as the NSX Manager and double-click
the SFOMGMT-LBO01 NSX Edge to manage its network settings.

5 Click the Manage tab, click Load Balancer, and select Pools.
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vmware* vSphere Web Client  #f= U | adminisrator@vspHERe LocAL » | Heip ~ | (E DD

Navigator X 5 SFOMGMT.LBO1  Actions v 4
| - 3
| <4 Networking & Se. 2
:{ l Monitor | Manage | 5
I SFOMGMT-LBO1 . o . =1
| Seftings | Firewall | DHCP | NAT | Routing ‘Load Balancer | VPN | SSLVPN-Plus | Grouping Objects 2
=
i Show Pool Statistics - E
Global Configuration =
Pasl 1D Naria Algaritm Monitor D (5]
Application Profiles
Service Monitoring o
:
S
Virtual Servers 3
Application Rules Oitems
Description:
Transparent
Nama IP Address | VC C... Waight Monitor Port Port Max Connactions  Min Connactions
0items

6 Click the Add icon and in the New Pool dialog box, enter the following values.

Setting Value
Name vra-svr-443
Algorithm ROUND-ROBIN

Monitors  NONE

7 New Members dialog box, click the Add icon to add the first pool member.

8 Inthe New Member dialog box, enter the following values, and click OK.

Setting Value
Name vraO1svrO1a

IP Address/VC Container 192.168.11.51

State Enable
Port 443
Monitor Port 443
Weight 1
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Name: * [vra01swﬂ1a

IP Address / VC Container: % |192.168.11.51 €3/ Select
st

Port 443

Monitor Port 443

Weight K

Max Connections: [

Min Connections: \

OK ][ Cancel ]

9 Under Members, click the Add icon to add the second pool member.

10 In the New Member dialog box, enter the following values, click OK and click OK to save the
vRealize Automation server pool.

Setting Description

Name vra01svrO1b

IP Address/VC Container 192.168.11.52

State Disable
Port 443
Monitor Port 443
Weight 1
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Name: B [vrao1svr01b

IP Address / VC Container: = 192.168.11.52 €3 Select

State: Disable v

Port \443

Monitor Port: 443

Weight | 1

Max Connections:

Min Connections:

11 Repeat the procedure to create the remaining server pools.

Create Virtual Servers in Region A

After load balancing is set up, the NSX load balancer distributes network traffic across multiple servers.
When a virtual server receives a request, it chooses the appropriate pool to send traffic to. Each pool
consists of one or more members. You create virtual servers for all of the configured server pools.

Procedure

1 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go

to https://mgmt01lvcOl.sfo0l1.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Click Networking & Security.

3 In the Navigator, click NSX Edges.
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the SFOMGMT-LBO01 NSX Edge to manage its network settings.

vmware* vSphere Web Client fi=

U | Administrator@VSPHERE.LOCAL ~

5 Click the Manage tab, click Load Balancer, and select Virtual Servers.

| Help =

4 From the NSX Manager drop-down menu, select 172.16.11.65 as the NSX Manager and double-click

| Navigator b §

4 Networking & Se..

I SFOMGMT-LBO1

‘;'i",-ssouen'rm1 | Actions ~ £
S
Summary  Monitor | Manage =
k=)
2
Settings ‘ Firewall | DHCP | NAT | Routing " Load Balancer | VPN | SSL VPN-Plus | Grouping Objects ;
=
9 |
’ b B
H
Global Configuration VilDsl Server I Name Desaiption Default Pool IP Address Protocol Port ‘B-
Application Profiles
Service Monitoring =
0items =
Pools =
L]
:
Application Rules

Description:
Connection Limit
Service Insertion Status:

Detailed Status

Rule id

Name

Application Profile:
Conneclion Rate Limit
Acceleration Status:

Senvice Profile Status

Saipt

0 items

Click the Add icon, and in the New Virtual Server dialog box configure the values for the virtual
server you are adding, and click OK.

Setting

Enable Virtual
server

Application
Profile

Name

Description

IP Address
Protocol
Port

Default Pool

VMware, Inc.

vra-svr-443

Selected

vRealize-https-
persist

vra-svr-443

vRealize
Automation
Appliance Ul

192.168.11.53
HTTPS
443

vra-svr-443

vra-iaas-web-443

Selected

vRealize-https-
persist

vra-iaas-web-443

vRealize
Automation laaS
Web Ul

192.168.11.56
HTTPS
443

vra-iaas-web-443

vra-iaas-mgr-443

Selected

vRealize-https

vra-iaas-mgr-443

vRealize
Automation laaS
Manager

192.168.11.59
HTTPS
443

vra-iaas-mgr-443

vra-vro-8281

Selected

vRealize-https

vra-vro-8281

vRealize
Automation
Orchestrator

192.168.11.65
HTTPS
8281

vra-vro-8281

vra-svr-8444

Selected

vRealize-https-
persist

vra-svr-8444

vRealize
Automation
Remote Console
Proxy

192.168.11.53
HTTPS
8444

vra-svr-8444
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New Virtual Server (?7)

J General | Advanced

[+/] Enable Virtual Server

Application Profile: # vRealize-https-persist | - |
Mame: & | Wra-swr-443

Description: vRealize Automation Appliance Ul

IP Address: #(192.168.1153 3| SelectIP Address
Protocol: | HTTPS |~ |
FPort/ Port Range: # 443

Default Pool: | wa-sw-443 |~

Connection Limit:

Connection Rate Limit: (CPS)

7 Repeat Step 6 to create a virtual server for each component. Upon completion, verify that you have
successfully entered the virtual server names and their respective configuration values.

Deploy the vRealize Automation Appliance in Region A

The vRealize Automation appliance is a pre-configured virtual appliance that contains the vRealize
Automation server.

The server includes the vRealize Automation appliance product console, which provides a single portal
for self-service provisioning and management of cloud services, authoring, administration, and
governance.

During deployment of the virtual appliances, a PostgreSQL appliance database is created automatically
on the first vRealize Automation appliance. A replica database can be installed on a second vRealize
Automation appliance to create a high-availability environment.

Perform this procedure twice to deploy two appliances by using the configuration values for host A for the
first appliance, and the configuration values for host B for the second appliance.
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Setting
Name

Select a folder or
datacenter

Network

Cluster

Virtual Disk Format
VM Storage Policy
Datastore

Enable SSH
service in the
appliance

Hostname

Initial
Root Password

Default gateway
Domain Name

Domain Name
Servers

Domain Search
Path

Network 1 IP
Address

Network 1 Netmask

Procedure

1 Login to vCenter Server by using the vSphere Web Client.

Values for Host A
vraO1svrO1a.rainpole.local

VRAO1

Mgmt-xRegion01-VXLAN (192.168.11.x)
SFO01-Mgmt01

Thin provision

VvSAN Default Storage Policy
SFO01A-VSANO1-MGMTO1

Selected

vra01svrO1a.rainpole.local

vra_appA_root_password

192.168.11.1
rainpole.local

172.16.11.4,172.17.11.4

rainpole.local,sfo01.rainpole.local,lax01.rainpole.local

192.168.11.51

255.255.255.0

a Open a Web browser and go to

Values for Host B
vraO1svrO1b.rainpole.local

VRAO1

Mgmt-xRegion01-VXLAN (192.168.11.x)
SFO01-Mgmt01

Thin provision

vSAN Default Storage Policy
SFO01A-VSANO1-MGMTO1

Selected

vra01svrO1b.rainpole.local

vra_appB_root_password

192.168.11.1
rainpole.local

172.16.11.4,172.17.11.4

rainpole.local,sfo01.rainpole.local,lax01.rainpole.local

192.168.11.52

255.255.255.0

https://mgmt0lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting

User name

Password

Value

administrator@vsphere.local

vsphere_admin_password

2 In the Navigator pane, select Global Inventory Lists > vCenter Servers.

3 Right-click the mgmt01vc01.sfo01.rainpole.local object and select Deploy OVF Template.

4 On the Select source page, select Local file, browse to the location of the vRealize Automation
Virtual Machine Template file on your file system, and click Next.
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5 On the Review details page, examine the virtual appliance details, such as product, version,
download and disk size, and click Next.

6 On the Accept License Agreements page, accept the end user license agreements and click Next.

7 On the Select name and folder page, enter the following information, and click Next.

Setting Value
Name vraO1svrO1a.rainpole.local
Select a folder or datacenter VvRAO1
Deploy OVF Template 2 »
1 Source Select name and folder
Specify a name and location for the deployed template
v 1a Selectsource
v 1b Review details Name: [wa01swO1arainpolelocal
Vg AccoptLicense
Agreements Seled afolder or datacenter
2 Destination Q o
J ST S SN « (31 MoMID Ived 1.57001 rainpole.local
2b Select a resource B SFO01

» (D Discovered virlual machine
J The folder you select is where the entity will be located, and

I VRAT will be used to apply permissions fo it

» COVRAD1IAS

mae » CJvRLIOT The name of the entity mus? be unique within each vCenter
» (IvROPS Remote Collectors Server Vil folder
» EJvROps01

Back Next Cancel

8 On the Select a Resource page, select cluster SFO01-Mgmt01 and click Next.
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9 On the Select storage page, select the datastore.

a Select Thin Provision from the Select virtual disk format drop-down menu.

b Select vSAN Default Storage Policy from the VM storage policy drop-down menu.

¢ From the datastore table, select the SFO01A-VSANO01-MGMT01 vSAN datastore and click Next.

?¢ Deploy OVF Template

2 »
+ 1 Selectiemplate Selectstompe
Selectlocation to store the files for the deployed template.

+ 2 Selectname and location

V3] Selecta resource Selectvirtual disk format. | Thin provision -

v 4R detail .

bt WM storage policy [ Virtual SAN Default Storage Policy B
v 5 Acceptlicense agreements
Pt = [[] Show datastores from Storage DRS clusters @
.
Filter
7 Select networks
Datastores | Datastore Clusters
1s — -
p =z
Re. ) ® (= (a -
Name 1a|Status VM storage policy Capacity Free
. SFO01A-VSANO1-MGMTO1 Normal Virtual SAN Defa.. 865 TB 463 TB
O}
] v
f 1 Objects [[§Copy ~
Back Next Cancel

10 On the Setup Networks page, select the distributed port group that ends with Mgmt-xRegion01-

VXLAN from the Destination Network drop-down menu and click Next.

%@ Deploy OVF Template

1 Selecttemplate Selectnetworks
2 Selectname and location

3 Selecta resource

v

v

v

+ 4 Review details
+ 5 Acceptlicense agreements
v

6 Selectstorage

7 Select networks

8 Customize template

9 Readyto complete

IP Allocation Seffings

IF protocol: | IPv4

Select a destination network for each source network

Destination Network

viw-dvs-19-universalwire-2-sid-30002-Mgmt-xRegio... | ~

IP allocation: Static - Manual @

Back Next Cancel

11 On the Customize template page, configure the following values and click Next.

Option
Enable SSH service in the appliance

Hostname

VMware, Inc.

Description
Selected

vraO1svrO1a.rainpole.local
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12
13

14

15

16

Option Description

Initial Root Password vra_appA_root_password

Default gateway 192.168.11.1

Domain Name rainpole.local

Domain Name Servers 172.16.11.4,172.17.11.4

Domain Search Path rainpole.local,sfo01.rainpole.local,lax01.rainpole.local
Network 1 IP Address 192.168.11.51

Network 1 Netmask 255.255.255.0

On the Ready to complete page, review the configuration settings you specified and click Finish.

Click vCenter server mgmt01vc01.sfo01.rainpole.local. Select VMs tab. Type vra01svr0l in the

search text box.

vmware* vSphere Web Client fi= U | Administralor@VSPHERELOCAL ~ | Help ~
Navigator X | () mgmto1vco1.sto0t.rainpoledocal | fin #7 ¥@ /g | {5} Actions ~
4 Back Summ. Monitor  Config Permi Datac Hosts.. | vMs | Datast.. Netwo.. Linked.. Extens Updat.

[} vCenter Servers

: Virtual Machines ‘ ‘WM Templates in Folders | VADDS ‘ Conlent Libraries ‘

[ comp01vc01.5f001 rainpole local

(2} comp01ve51.lax01.rainpole local Wt B & | &hactions ~ % [F (qQ vra0isvr -
(21 mgm101ve01.sf001 rainpoletocal > |l 1aState Status Provisioned Space Used Space Host CF
B momto1ve51 1201 rainpole local 1 vra01svr01a rainpole local Powered Off @ Normal 15869 GB 2002 G8 0 MH:

Select virtual machine vra01svr01a.rainpole.local and click Power On icon.

Wait until the vRealize Automation appliance virtual machine is completely powered on. This may
take several minutes.

From the Virtual Machine Console, verify that vra@1svr0la.rainpole.local uses the
configuration settings you specified.

Repeat the procedure to deploy the second vRealize Automation virtual machine
vra0lsvrOlb.rainpole.local.

Deploy Windows Virtual Machines for vRealize Automation in
Region A

vRealize Automation requires several Windows virtual machines to act as laaS components in a
distributed configuration. These redundant components provide high availability for the vRealize
Automation infrastructure features.
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Create vSphere Image Customization Specifications in Region A

Create vSphere image customization specifications to use with your vRealize Automation laaS Servers
and Proxy Agent deployments. The customization specification you create customizes the guest
operating systems of the virtual machines that host the vRealize Automation laaS Web Server and laaS
Manager Services.

Customization specifications are XML files that contain guest operating system settings for virtual
machines. You create customization specifications with the Guest Customization wizard, and manage
specifications using the Customization Specification Manager. vCenter Server saves the customized
configuration parameters in the vCenter Server database. When you clone a virtual machine or deploy a
virtual machine from a template, you can customize the guest operating system of the virtual machine to
change properties such as the computer name, network settings, and license settings. When you apply
an image customization specification to the guest operating system during virtual machine cloning or
deployment, you prevent conflicts that might result if you deploy virtual machines with identical settings,
such as duplicate computer names.

Create a Customization Specification File for 1aaS Servers in Region A

Create a vSphere Image Customization template to use with your vRealize Automation laaS Servers
deployment.

You can supply a custom sysprep answer file as an alternative to specifying many of the settings in

the Guest Customization wizard. The vSphere Image Customization template sysprep answer file stores
a number of customization settings such as computer name, licensing information, and workgroup or
domain settings.

Procedure
1 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 From Home page, under Operations and Policies, click Customization Specification Manager.
3 Select mgmt01vc01.sfo01.rainpole.local from the vCenter Server drop-down menu.
4 Click the New icon.

The Guest Customization wizard opens.
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5 On the Specify Properties page, configure the following values, and click Next.

Setting Value
Target VM Operating System Windows
Use custom SysPrep answer file  Deselected

Customization Spec Name vra7-template

6 On the Set Registration Information page, configure the following values, and click Next.

Setting Value
Name Rainpole

Organization Rainpole IT

7 On the Set Computer Name page, select the Enter a name in the Clone/Deploy wizard radio
button, and click Next.

8 On the Enter Windows License page, configure the following values, and click Next.

If you are using Microsoft License Server, or have multiple single license keys, leave the Product
Key text box blank.

Setting Value
Product Key volume_license_key
Include Server License Information  Selected

Server License Mode Per seat

9 On the Set Administrator Password page, configure the following values, and click Next.

Setting Value
Password local_administrator_pwd
Automatically logon as Administrator Selected

Number of times to logon automatically 1

10 On the Time Zone page, select (GMT) Coordinated Universal Time from the Time Zone drop-down
menu, and click Next.

11 On the Run Once page, type net localgroup administrators rainpole\svc-vra /add in the
text box and click Add. This command will add service account rainpole\svc-vra into virtual machine's
local administrators group. Click Next.

12 On the Configure Network page, select the Manually select custom settings radio button, select
NIC1 from the list of network interfaces in the virtual machine, and click Edit.

The Edit Network dialog box opens.
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13 In the Edit Network dialog box, on the IPv4 page, configure the following values and click DNS.

14

15

16

17

Setting Value

Prompt the user for an address when the specification is used  Selected

Subnet Mask 255.255.255.0

Default Gateway 192.168.11.1

On the DNS page, provide DNS servers and search suffixes.

a

e

Specify the following DNS server settings.

Setting Value

Use the following DNS server address ~ Selected
Preferred DNS Server 172.16.11.4
Alternate DNS Server 172.17.11.4

Enter rainpole.local in the For all connections with TCP/IP enabled text box and click the
Add button.

Enter sfo01.rainpole.local in the For all connections with TCP/IP enabled text box and
click the Add button.

Enter Lax01.rainpole.local in the For all connections with TCP/IP enabled text box and
click the Add button.

Click OK to save settings and close the Edit Network dialog box, and click Next.

On the Set Workgroup or Domain page, enter credentials that have administrative privileges in the
domain, and click Next.

Setting Value

Windows Server Domain rainpole.local

Username ad_admin_acct@rainpole.local

Password ad_admin_password

On the Set Operating System Options page, select the Generate New Security ID (SID) check
box, and click Next.

On the Ready to complete page, review the configuration settings that you entered, and click Finish.

The customization specification you created is listed in the Customization Specification Manager, and
can be used to customize virtual machine guest operating systems.

Create a Customization Specification File for 1aaS Proxy Agent Servers in Region A

Create a vSphere Image Customization template to use with your vRealize Automation laaS Proxy Agent
deployment.
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Procedure
1 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 From the Home page, click Customization Specification Manager.
3 Select mgmt01vc01.sfo01.rainpole.local from the vCenter Server drop-down menu.
4  Click the New icon.

The New VMGuest CustomizationSpec wizard opens.

5 On the Specify Properties page, enter the following settings, and click Next.

Setting Value
Target VM Operating System Windows
Use custom SysPrep answer file Deselected

Customization Spec Name vra7-proxy-agent-template

6 On the Set Registration Information page, enter the following settings, and click Next.

Setting Value
Name Rainpole

Organization Rainpole IT

7 On the Set Computer Name page, select the Enter a name in the Clone/Deploy wizard radio
button, and click Next.
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8 On the Enter Windows License page, enter the following settings, and click Next.

If you are using Microsoft License Server, or have multiple single license keys, leave the Product

Key text box blank.

Setting Value

Product Key volume_license_key
Include Server License Information  Selected

Server License Mode Per seat

9 On the Set Administrator Password page, enter the following settings, and click Next.

Setting Value
Password
Automatically logon as Administrator Selected

Number of times to logon automatically 1

local_administrator_pwd

10 On the Time Zone page,select (GMT) Coordinated Universal Time from the Time Zone drop-down

menu, and click Next.

New VM Guest Customization Spec.

2 n

v 1 Specily Properties «
' 2 SetRegiskaton mbumton Spacify a ime zone for this Vintual Machine.
v 3 SetComputer Name Time Zone. | (GMT) Coordinated Universal Time
V' 4 Enter Windows License '
v 5 Set Administrator Password
o 6 mezove ]

7 Run Once

8 Configure Network

9 Set Workgroup or Domain

10 Set Operating System Options

o
L

MNext Cance!

11 On the Run Once page, type net localgroup administrators rainpole\svc-vra /add in the

text box and click Add. This command will add service account rainpole\svc-vra into virtual machine's

local administrators group. Click Next.

12 On the Configure Network page, select the Manually select custom settings radio button,
select NIC1 from the list of network interfaces in the virtual machine, and click Edit.
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"5 New VM Guest Customization Spec

Configure Network
Use default network settings or customize properties for each network interface

+ 1 Specify Properties
/2 Set Registration information
v 3 Set Computer Name

v 4 Enter Windows License

() Use standard

(&) Manually select custom settings

V5 Set Administrator Password
+ 7/ x

v 6 Time Zone

Cescriptic 1PV Address PV Address

v 7 RunOnce NIG1

B4 8 Confgure Network

9 Set Workgroup or Domain
10 Set Operating System
Options

Use DHCP Notused

settings for the guest operating system, including enabling DHCP on all net

ork interfaces

MNext Cancel

The Network Properties dialog box displays.

13 In the Edit Network dialog box, on the IPv4 page, specify the following settings and click DNS.

Setting
Prompt the user for an address when the specification is used
Subnet Mask

Default Gateway

F NIC1 - Edit Network

CEE—

Specify IPvd settings for the virtual network adapter

1Pve
DNS (U Use DHCP to obtain an IP address automatically
WINS (e) Prompt the user for an address when the specification is used

O Use the following IP settings

Subnet Mask

Default Gateway

Alternate Gateway

VMware, Inc.

Value
Selected
255.255.255.0

192.168.31.1

0K Cancel
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14 On the DNS page, provide DNS servers and search suffixes.

a Specify the following DNS server settings.

Setting Value

Use the following DNS server address ~ Selected
Preferred DNS Server 172.16.11.4
Alternate DNS Server 172.16.11.5

b Enter rainpole.local in the For all connections with TCP/IP enabled text box and click the
Add button.

¢ Enter sfo@l.rainpole.local in the For all connections with TCP/IP enabled text box and
click the Add button.

d Enter lax01.rainpole.local in the For all connections with TCP/IP enabled text box and
click the Add button.

e Click OK to save settings and close the Edit Network dialog box, and click Next.

NIC1 - Edit Network

1P DN
Provide DNS servers and search suffixes for the virtual network adapter.
IPvE
WINS (#) Use the following DNS server address:
Preferred DNS Server: |172.15.11.4 |
Alternate DNS Server: |172 16115 |

For all connections with TCP/IP enabled, append these DNS suffixes (in order) for resolution of unqualified names

=enter a new DNS suffix=

rainpole local Delete
sfo01.rainpole.local
lax01.rainpole.local

oK Cancel

15 On the Set Workgroup or Domain page, enter credentials that have administrative privileges in the
domain, and click Next.

Setting Value
Windows Server Domain  sfoO1.rainpole.local
Username ad_admin_acct@sfo01.rainpole.local

Password ad_admin_password
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|_& New VM Guest Customization Spec LMW
1 Spacily Propenies set Workgr D
« 2 5etRegisktion fomtion Hew will this wirtual machine participats in a natwork?
+ 3 SetComputer Name ) Workgroup
¥ 4 EnerWindovs License ) Windows Server Domain:  |sfa01 rainpale.lacal
w5 SelAdministator Password I
v 6 TimeZ Specify a user account thathas permiszion 1o add a computer 1o e domain.
ime Zone
7 RunQncs Username; administraton@sfo0 1 rainpala local
' B Configure Network Password:

B2 i o o ST N |

10 SetOperating System OpSons

Back Next Cancel

16 On the Set Operating System options page, select the Generate New Security ID (SID) check box,
and click Next.

17 On the Ready to Complete page, review the settings that you entered, and click Finish.

The customization specification you created is listed in the Customization Specification Manager, and
can be used to customize virtual machine guest operating systems.

Create Windows Virtual Machines for vRealize Automation in Region A

vRealize Automation requires several Windows virtual machines to act as laaS components in a
distributed configuration. These redundant components provide high availability for the vRealize
Automation infrastructure features.

To facilitate cloning, this design uses the vra7-template and the vra7-proxy-agent-template image
customization specification templates and the windows-2012r2-64 VM template. A fully redundant
vRealize Automation deployment requires eight virtual machines that run on Windows. Repeat this
procedure eight times by using the information in the following table to create eight VMs.

Image
Customization
NetBIOS vCenter vCPU Memory Specification
Name for Virtual Machines name Folder IP number Size Template Network
vra01iws01a.rainpole.local vra0liwsO1a VvRAO1 192.168.11.54 2 4GB vra7-template VXW-dvs-
xxxx-Mgmt-
xRegion01-
VXLAN
vra01iws01b.rainpole.local vra01iws01b  vRAO1 192.168.11.55 2 4GB vra7-template VXW-dvs-
xxxx-Mgmt-
xRegion01-
VXLAN
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Name for Virtual Machines

vra01ims01a.rainpole.local

vra01ims01b.rainpole.local

vra01demO01.rainpole.local

vra01dem02.rainpole.local

vraO1ias01.sfo01.rainpole.local

vraO1ias02.sfo01.rainpole.local

Prerequisites

NetBIOS
name

vra01imsO1a

vra01ims01b

vra01demO1

vra01dem02

vraO1ias01

vraO1ias02

vCenter
Folder

VRAO1

VRAO1

VRAO1

VRAO1

VRAO1IAS

VRAO1IAS

IP

192.168.11.57

192.168.11.58

192.168.11.60

192.168.11.61

192.168.31.52

192.168.31.53

vCPU
number

Memory
Size

4GB

4 GB

6 GB

6 GB

4 GB

4GB

Image
Customization
Specification
Template

vra7-template

vra7-template

vra7-template

vra7-template

vra7-proxy-

agent-template

vra7-proxy-
agent-template

= Verify that you have created the Windows 2012 R2 template VM windows2012r2-template.

See Virtual Machine Template Specifications.

= SHA512 is disabled in Windows for TLS 1.2 by default. If SHA512 certificates will be used for

vRealize Automation, you need to install the windows update in Microsoft KB2973337.

Procedure

1 Login to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Network

vxw-dvs-
xxxx-Mgmt-
xRegion01-
VXLAN

vxw-dvs-
xxxx-Mgmt-
xRegion01-
VXLAN

vxw-dvs-
xxxx-Mgmt-
xRegion01-
VXLAN

vxw-dvs-
xxxx-Mgmt-
xRegion01-
VXLAN

VXW-dvs-
xxxx-Mgmt-
RegionA01-
VXLAN

VXw-dvs-
xxxx-Mgmt-
RegionA01-
VXLAN

Setting
User name

Password

VMware, Inc.

Value

administrator@vsphere.local

vsphere_admin_password
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2 In the Navigator pane, select Global Inventory Lists > vCenter Servers. Click
the mgmt01vc01.sfo01.rainpole.local instance.

3 Click VM Templates in Folders, and from the VM Templates in Folders pane, right-click the laaS
windows template win2012r2-template and select New VM from this Template.

4  On the Select a name and folder page of the Deploy From Template wizard, specify a name and
location for the virtual machine.

a Enter vra@liws01la.rainpole.local in the Enter a name for the virtual machine text box.

b Inthe Select a location for the virtual machine pane, select the vRA01 folder in the SFO01
datacenter under mgmt01vc01.sfo01.rainpole.local, and click Next.

5 On the Select a compute resource page, select SFO01-Mgmt01 and click Next.
6 On the Select storage page, select the datastore on which to create the virtual machine's disks.
a Select vSAN Default Storage Policy from theVM Storage Policy drop-down menu.
b Select the SFO01A-VSANO01-MGMTO01 vSAN datastore from the datastore table and click Next.

& win2k12r2_template - Deploy From Template 2 »n

1 Edit settings Select storage
Select the datastore in which to store e configuration and disk files
v 1a Selecta name and folder
v 1b Selecta compute 1esource  goiect virtual disk form at

hgl ¢ Selectsorage WM Storage Pol

1d Select clone options

Virtual SAN Default Storage Policy -l

The following o ores coes from the destination resource that you selected. Select the destination datastore for the
wrtual machine configuration files and all of the virtu 3l disks

iame Storage DAY+
Compatible

E3 SFO01A-VSANO1-MGMTO1 654818 1214268 64178 vsan

Incompatible:

@9 SORs-Mgmt-Gold 1575TB 72078 85578 Enatl
[3 SFO01A-NFS01-VDPO1 30478 3.00 K 478 NFS

A NESAVRD TR 1 205 TR 1R4TR 229TR NFSA
Advanced >>

Compatbility

Mext Cancel

7 On the Select Clone options page, select the Customize the operating system check box, and
click Next.

8 On the Customize guest OS page, select the vra7-template from the table, and click Next.

9 On the User Settings page, enter the following values, and click Next.

Setting Value
NetBIOS name vra01iws01a
IPv4 address 192.168.11.54

IPv4 subnet mask 255.255.255.0
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i 2% win2k12r2_template - Deploy from Template oy

1 Edit settings User Settings

The customization s pecification requires the user to provide the following setings for the new virtual machine.
1a Select a name and folder

Select te res ource
1b Selecta compute resource e e
1c Select storage

1d Select clone options NetBIOS name: wra0tiws01a

C LSS

1@ Customize guestOS Tne name cannot exceed 63 characters

11 User Setiings

Network Adapter 1 Settings.

Next Cancel

10 On the Ready to Complete page, review your settings and click Finish.
When the deployment of the virtual machine completes, you can customize the virtual machine.

11 In the Navigator, select VMs and Templates.

12 Right-click the vra01iws01a.rainpole.local virtual machine and select Edit Settings.

13 Click Virtual Hardware and configure the settings for CPU, Memory, and the Network adapter 1.
a Select 2 from the CPU drop-down menu.
b Setthe Memory settings to 4096 MB.

¢ Expand Network adapter 1 and select vxw-dvs-xxxx-Mgmt-xRegion01-VXLAN from the drop-
down menu and click OK.

14 Right-click the virtual machine vra01iws01a.rainpole.local, and select Power > Power on.

15 From the Virtual Machine Console, verify that vra01iws01a.rainpole.local re-boots, and uses the
configuration settings that you specified.

After the Windows customization process completes, a clean desktop appears.
16 Log in to the Windows operating system and perform final verification and customization.
a Verify that the IP address, computer name, and domain are correct.

b Verify vRealize Automation service account svc-vra@rainpole.local has been added to the Local
Administrators Group.

17 Repeat this procedure to deploy and configure the remaining virtual machines.

Install vRealize Automation Management Agent on Windows laaS VMs in
Region A

For each Windows virtual machine deployed as part of the vRealize Automation installation, a
management agent must be deployed to facilitate the installation of the Windows dependencies and
vRealize Automation components.
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Perform this procedure multiple times to install the Management Agent on all Windows laa$S virtual
machines listed below.

vraO1iws0O1a.rainpole.local
vra01iws01b.rainpole.local
vra01demO1.rainpole.local
vra01demO2.rainpole.local
vra01imsQ1a.rainpole.local
vra01ims01b.rainpole.local
vra01ias01.sfoO1.rainpole.local

vra01ias02.sfo01.rainpole.local

Procedure

1

VMware, Inc.

Log in to the vra@1iws01.rainpole.local virtual machine console using the vRealize Automation
service account.

Setting Value

Username Rainpole\svc-vra

Password  svc-vra_password

Download the vRealize Management Agent.

a Open a Web browser and go to https://vra0lsvr0la.rainpole.local:5480/installer.
b Download the Management Agent Installer .ms1i package.

Install the vRealize Management Agent.

a Start the vCAC-IaaSManagementAgent-Setup.msi installer.

b On the Welcome page, click Next to start the install process.

¢ Onthe EULA page, select the | accept the terms of this agreement check box and click Next.
d On the Destination Folder page, click Next to install in the default path.

e Onthe Management Site Service page, enter the following settings and click Load.

Setting Value

VRA Appliance Address https://vra01svrO1a.rainpole.local:5480
Root username root

Password vra_appA_root_password

f  Select the | confirm the fingerprint matches the Management Site Service SSL certificate
check box, and click Next.

256



Deployment for Region A

4 On the Management Agent Account Configuration page, enter the following credentials and click
Next.

Setting Value
Username rainpole\svc-vra
Password  svc-vra_password
5 On the Ready to Install page, click Install.

6 Repeat the procedure to install the Management Agent on the remaining Windows laaS virtual
machines.

Install the vRealize Automation Environment in Region A

You use the Installation wizard to deploy a distributed installation with load balancers for high availability
and failover.

Once you start the wizard you must complete it. If you cancel the wizard, you must redeploy the appliance
to run the wizard again.

Procedure
1 Login to the first vRealize Automation appliance.
a Open a Web browser and go to https://vra0lsvr0la.rainpole.local:5480/.

b Log in using the following credentials.

Setting Value
User name  root
Password vra_appA_root_password
The vRealize Automation Installation wizard appears.
2 Onthe Welcome to the vRealize Automation Installation Wizard page, click Next.
3 Onthe End User License Agreement page, accept the terms of the agreement and click Next.

4 On the Deployment Type page, specify the following settings and click Next.

Setting Value
Enterprise deployment Selected

Install Infrastructure as a Service  Selected
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- .
() vRealize Automation Installation Wizard Logous
(I | Oepioment e
Installabion Prerequisies Choose a deployment type for your instaliabon and whether 1o install the vRealize Automation infrastructure component, laa$. Each
deploymentitype has different hardware and configuration requirements.
vRealize Appliances
ServerRoles Minimal deployment -2
Prerequisite Checker ® Enterprise deployment m
vRealize Automation Enterprise ceployments are typically used for producton, and allows you 10 — ——
Host design the topology besffsuited to your organization’s needs === >
|
Single Sign-On In the table bellow are listed the typical machine configurations for a m
|aaS Host medium-sized high-availability degloyment and for a typical distriduted
deployment For more information about planning your deployment - i i
Microsofi® SQL Server architecture, see the vRealize Automation Reference Architecture = I o
Web Role Comporents Hgh-Availablity Destbuted ] B
s corree e et I _ = ———]
Appliance - . i
Distributed Executon 1aas Web Server 2+ 1 e 3 -
Managers IaaS Manager Service .
Server 5=
n
i [aaS DEM Server i+ i
vRealize Appliance Agenz Server 14 1
Certificate Microsoft SQU Server
(clustered)
Web Certficate
Manager Service
# Install Infrastructure as a Service
Certficate
Infrastructure as a Service (1aaS) allows you to rapidly model and provision
Load Balancers servers and desklops across private or public, virtual, or hybrid cloud
= nfrastructur
Validation PEITUCRNS
More information aboul 1aas Installatio
Create Snanenate -
Next Cancel
'S |

5 On the Installation Prerequisites page, specify the following time server settings, click Change
Time Settings, and click Next.

Option Value
Virtual Appliance Time Sync. Mode Use Tim Server
Time Server ntp.sfo01.rainpole.local

Time Server ntp.lax01.rainpole.local

6 On the Discovered Hosts page, verify that all Windows laaS virtual machines are listed and that the
time offset is within the -1/ 0/ 1 values and click Next.

Note The Time Offset column shows the time delta between the vRealize Automation appliance and
the Windows laaS VMs. Time synchronization is critical. If there are values outside of the acceptable
values, remediate those before you proceed.

7 On the vRealize Appliances page, enter the following settings to add the second vRealize Appliance
based on the table below, click Next.

Setting Value
Host vra01svrO1b.rainpole.local
Admin User root

Password vra_appB_root_password

8 Inthe pop up certificate warning message box, click OK to proceed.
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9 On the Server Roles page, select the respective check boxes for each server based on their role and

click Next.

Hosts

vra01iws01a.rainpole.local
vra01iws01b.rainpole.local
vra01ims01a.rainpole.local
vra01ims01b.rainpole.local
vra01demO01.rainpole.local

vra01dem02.rainpole.local

Role

Initial Web Server and Model Manager
Other Webs

Manager Service

Manager Service

DEM

DEM

vraO1ias01.sfo01.rainpole.local Agent

vraO1ias02.sfo01.rainpole.local Agent

"3 vReakize Automation installation Wizard

o Dexkmment Tme Server Roles
+ Inslakation Selecl cne or more vReaize Automabion components i instali on a deployed Windows host
Prarequisies

+"  vRealize Appliances

Prasequisite Chacker

vRealize Auomation

Haost {osis
Singla S9n-0n

vralfim=01b rainpole local
laas Hast
MIIDE0AD SOL Sedver wralTias02 skl rainpole local
Wb Rale

vraid1rwed1 b ainpolelocal
Manpger Seqvice Rob

s et Eiasi wratime0ia rainpole local
i cution

Idanagers .

vrallgemi2.ranpa Joca
ARENE
vt AopRance vral1reed a rainpoleocal
Cernficats

wraligem 1 rainpoie ioca
Web Cerfificais

Manager Service vral st sl minpole local

Certificaie
| amd Tt ot

Erternprisa

correctly configured.

a Click Run and wait for the prerequisite checker to complete.

b If warnings appear, click Fix.

¢ Verify that the status of all laaS components changes to OK and click Next.

Address text box and click Next.
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Ifanager
Sannice

o

=7

Pravious

T SQSNTS 10 IMSTAI B0 COMmUNICHTe WItR OCher VIMTUSSZahOn pRathonms,

Mt

Agent

Canced

10 On the Prerequisite Checker page, verify that the Windows servers for [laaS components are

11 On the vRealize Automation Host page, enter vra@1svr0l.rainpole.local in the vRealize
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12 On the Single Sign-On page, enter and confirm vra_administrator_password for the default tenant
account administrator@vsphere.local, and click Next.

13 On the laaS Host page, configure the following values and click Next.

Option Value

laaS Web Address vra01iws01.rainpole.local
Manager Service Address  vra01ims01.rainpole.local
Security Passphrase sql_db_pass

Confirm Passphrase sql_db_pass

14 On the Microsoft SQL Server page, configure the following values, click Validate, wait for successful
validation, and click Next.

Option Value

Server Name vra01mssql01.rainpole.local
Database Name VRADB-01

Create new database Selected

Default Settings Selected

Use SSL for database connection Deselected

Windows Authentication Selected

15 On the Web Role page, configure the following values for the laaS servers, click Validate, wait for
successful validation, and click Next.

Setting Value
Website Name Default Web Site
Port 443

vraO1iws01a.rainpole.local Username rainpole.local\svc-vra
vraO1iws01a.rainpole.local Password  svc-vra_password
vraO1iws01b.rainpole.local Username rainpole.local\svc-vra

vraO1iws01b.rainpole.local Password  svc-vra_password
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—"

~*  Server Roles e

«  Prerequisite Checker

+ vRealize Automation
Host

+"  Single Sign-On

<

laas Host
" Microsoft® SOL Server
Manager Service Role

Dhsiributed Execution
Managers

Agents

vRealize Appliance
Certificale

Web Certiicaie

Manager Senvice
Cermacaie

Load Balancers
Walidaion

Create Snapshots
Instaltahon Detalls
Licensing

Enterprise
- o

@ vRealize Automation Installation Wizard Logout

Web Role

Specify the Website and provide login credentials.

«* All parameters ane valld

Advanced Configuration
Specify the I8 (Internet infermation Senvices) Website name and pori for the laaS web components.
* Website Mame Default Web Site i ]
“ Porl 443
laa s Web Servers

Specify login credentials for the IS application pools for the web comaonants in your deployment.

aas Host Name * Usemname * Password Instaliation Path (Optional
wral1iwsD1b.rainpolelocal rainpoke | oansve-vra Se—
wial1iwsDiarainpolelocal rainpaoke.locansve-vra e
“alidate Previous Mext Cancel
m—

16 On the Manager Service Role page, configure the following values for the laaS Web
servers, click Validate, wait for successful validation, and click Next.

Active laaS Host Name Username Password

Selected vra01ims01a.rainpole.local rainpole.local\svc-vra  svc-vra_password

Deselected vraO1imsO1b.rainpole.local rainpole.local\svc-vra svc-vra_password

VMware, Inc.
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w
'
w

C L K K

_
) vRealize Autemation Installation Wizard

Server Roks Manager Service Role

Prerequisie Checker
vRealize Automation
Host

single Sign.On ~* All parameters are valid,

Specify the Manager Service and provice login cregeniials

1345 Host vRealize Automation supports an active/passive ::'nf-;ura: on for the Manager Szvice. Sslecta hostio be the acfive M anager

Sarvice
Microsoft® SQL Server

Active  1aa3 Host Name

Web Role

1
Manager Service Role e

Distributed Exacution
Managers

vraltims01a rainpole local

wral1ims01b rainpole local

Agents

wRealize Appliance
Cartriicats

‘Web Cartificats

Manager Senvice
Certificate

Load Balancers
Walidation

Create Snapshols
fnstallation Detaits
Licensing

Enterprise

e

* Lisemame * Fassword

rainpole locallsve-vra s

rainpole local\sve-vra ]

Vallgate Frevious | Ne:
: | = J -

Installzhon Path (Optonal

Cancel

—u

17 On the Distributed Execution Managers page, click the Add icon as needed, specify the following
settings, click Validate, wait for successful validation, and click Next.

laaS Host Name

Instance Name

vra01demO01 DEM-WORKER-01

vra01demO1 DEM-WORKER-02

vra01demO01 DEM-WORKER-03

vra01dem02 DEM-WORKER-04

vra01dem02 DEM-WORKER-05

vra01dem02 DEM-WORKER-06
VMware, Inc.

Username

rainpole.local\svc-vra
rainpole.local\svc-vra
rainpole.local\svc-vra
rainpole.local\svc-vra
rainpole.local\svc-vra

rainpole.local\svc-vra

Password

svc-vra_password
svc-vra_password
svc-vra_password
sve-vra_password
sve-vra_password

sve-vra_password
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r@ vRealze Automation Instaliation Wizard

«  Server Roles fht
" Prerequisite Checker

+ vRealize Automation
Host

Single Sign.on
laa$ Hosi
Microsoft® S0L Server

Web Role

L L L <«

Manager Service Role

Distributed Execution
Maiagers
Agents

vRealize Appliance
Cartificate

Wab Cerlificate

Managar Sarvica
Certincate

Load Balancers
“ahdation

Creats Snapshols
Installation Datails
Licensing

Enterprize
| S

-
Logout
Distributed Execution Managers FiHal
Specify corfiguration information for each Disiributed Execution Manager (DEM) in your deployment. Azsign 3 name o each DEM
instance and provide the usemame and passwond for the host machine.
w All parameters ars valid
E
Instance
Diescriplion Instaliation Path
aas Host Name * Instante Name  * Usemams * Password [Cotional) {Crptional )
wralidemdl DEM-WORKER rainpole localls FbREERE X
wraligemdl - DEM-WORKER rainpole localia | | e b 4
vialidemdl - DEM-WORKEFR rainpole locals b4
wraDidemd2 » DEM-WORKEFR rainpole locals ] xX
vralidemd2 - DEM-WIRKEFR rainpole.localts sessnnen b4
wralidemdz DEM-WORKER rainpole.local's b4
Validats | Prenious MNext Cancal
' —

18 On the Agents page, configure the following values, click Validate, wait for successful validation, and

click Next.

laaS Host Name

Agent
Name

vraO1ias01.sfo01.rainpole.local VSPHERE-

AGENT-01

vraO1ias02.sfo01.rainpole.local VSPHERE-

VMware, Inc.

AGENT-01

Endpoint

comp01vc01.sfo01.rainpole.local

comp01vc01.sfo01.rainpole.local

Agent
Type

vSphere

vSphere

Username

rainpole.local\svc-
vra

rainpole.local\svc-
vra

Password

sve-
vra_password

sve-
vra_password
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"e A
vRealize Automation Installation Wizard Logout
+ Server Roles -

Agents @)Help
+" Prerequisite Checker

A O N T

VMware,

vRealize Automation
Host

Single Sign-On

laas Host

Microsoft® SQL Server
Web Role

Manager Service Role

Distributed Execution
Managers

vRealize Appliance
Certificate

Web Certificate

Manager Service
Certificate

Load Balancers
Walidation

Create Snapshots
Installation Details
Licensina

Enterprise

Inc.

You can optionally install agents for your deployment. Select a machine to host the agent and the agent type from the drop-down
menus and complete the configuration values.

+ All parameters are valid.

Far high-availability mode, you must install two or more instances of the same agent on different servers. Give each instance of
the agent the same agent name and the same endpoint name.

&+

laasS Host Name Agent Name Endpoint Installation Path (Optional) b 4
wral1ias01.sfo01 . rainpol v WSPHERE-AGENT-01 comp01ve01.sfo01.

Agent Type Username
vSphere A rainpole localisve-vra
Password
laas Host Name Agent Name Endpoint Installation Path (Optional) b 4

vraD1ias02.sfo01.rainpal v WSPHERE-AGENT-01 comp01vc01.sfo01.

Agent Ty pe Username
vSphere A rainpole locallsve-vra
Password

Validate Previous Next Cancel
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19 On the next three certificates configuration pages, configure the certificates for all vRealize

Automation.

You complete three
process and values
full.pem file for all

different certificate configuration pages for the different nodes using the same
from the vrealize.key file for the Private Key and the vrealize-
certificates stored in the vra folder. For more information on certificate

configuration, see "Use the Certificate Generation Ultility to Generate CA-Signed Certificates for the
SDDC Management Components" in the VMware Validated Design Planning and Preparation

document.

a On the vRealize Appliance Certificate page, specify the following settings, click Save Imported
Certificate, and click Next.

Setting
Certificate Action
RSA Private Key

Certificate Chain

Passphrase

Value

Import

————— END RSA PRIVATE KEY-——————————BEGIN RSA PRIVATE KEY--——-private_key value
————— BEGIN CERTIFICATE--—--Server_certificate_value———-—END CERTIFICATE-——-—-———-BEGIN
CERTIFICATE———— Intermediate_CA_ certificate_value————— END CERTIFICATE-———————— BEGIN
CERTIFICATE————— Root CA_certificate _value————— END CERTIFICATE—————

vra_cert_passphrase

b Repeat this step on the Web Certificate and the Manager Service Certificate pages of the

vRealize Autom

+ Server Roles
" Prerequisite Checker

+ vRealize Automation
Host

Single Sign-On
laa$ Host

Web Role

, S R AHL L B 4

Distributed Execution
Managers

<

Agents

vRealize Appliance
Certificate

Web Certficate

Manager Service
Cemficate

Load Balancers
Validaton

Create Snapshots
Instaliabon Details
Licensina

Enterpnse
R

VMware, Inc.

) vRealize Automation Installation Wizard Logout

Microsoft® SQL Server

Manager Service Role

ation Installation Wizard.

a

vRealize Appliance Certificate 3)Help

Select a certficate type from the cate Action menu. if you are using a PEM-encoded certficate. for example for a distributed
env ment, select import The G cate option generates a seif-signed certificate

* Cenrtificate Action Keep Existing
Generate Certificate
& Import

-

* RSA Private Key | X0xP4nnuK6IHNS
8gQ0svYFUnivdlf

* Certificate Chain | ¥

Passphrase seeeeees 0

Save Imported Certficate

Previous Cance!
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20 On the Load Balancers page, click Next.

Note You configured load balancing in Load Balancing the Cloud Management Platform in Region A

21 On the Validation page, click Validate, wait for successful validation, and click Next.

22 On the Create Snapshots page, do not close the wizard. Make snapshots of all vRealize Automation

virtual machines.

a

In a browser, go to https://mgmt01vc0l.sfo0l.rainpole.local/vsphere-client to login
to vCenter Server.

Log in using the following credentials.

Setting Value

User name administrator@vsphere.local

Password vsphere_admin_password

From the Home page, click VMs and Templates.

In the Navigator, expand the mgmt01vc01.sfo01.rainpole.local > SFO01 > VRAO01 folder.

Right-click the vra01demO01.rainpole.local VM and select Snapshots > Take Snapshot.
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23
24
25
26

27

28

29

f Inthe Take VM Snapshot dialog box, specify the following settings and click OK.

Setting Value
Name Prior to VRA laaS component installation
Snapshot the virtual machine's memory  Selected

Quiesce guest file system Selected

g Repeat the step to create snapshots of the remaining vRealize Automation VMs.

Virtual Machine vCenter Folder
vra01svrO1a.rainpole.local VRAO1
vra01svrO1b.rainpole.local VRAO1
vra01mssql01.rainpole.local VRAO1
vraO1iws01a.rainpole.local VRAO1
vra01iws01b.rainpole.local VRAO1
vra01ims01a.rainpole.local VRAO1
vra01ims01b.rainpole.local VRAO1
vra01demO01.rainpole.local VRAO1
vra01dem02.rainpole.local VRAO1

vraO1ias01.sfo01.rainpole.local VRAO1IAS

vraO1ias02.sfo01.rainpole.local VRAO1IAS

After you create snapshots of all virtual machines, return to the vRealize Automation
Installation wizard.

On the Create Snapshots page, click Next.
On the Installation Details page, click Install.
On the Installation Details page, verify that all items complete successfully and click Next.

On the Licensing page, enter your vRealize_Automation_License_Key, click Submit Key, and
click Next.

On the Telemetry page, select Join the VMware Customer Experience Improvement Program
and click Next.

On the Post-Installation Options page, select Continue to proceed without creating initial content
and click Next.

Click Finish to exit the wizard.

VMware, Inc.
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Configure vRealize Automation for a Large Scale Deployment in
Region A

Increase the value of the ProxyAgentBinding and maxStringContentlLength attributes to configure
vRealize Automation Management Service to contain a large amount of data objects. For example, 3000
or more virtual machines from vSphere Center Server.

Repeat this procedure twice to configure the virtual machines in both region A
(vra01imsO1a.rainpole.local) and region B (vra01ims01b.rainpole.local)

Procedure
1 Log into the vra01ims0O1a.rainpole.local virtual machine console as the user rainpole\svr-vra.
2 Click the Start button on the taskbar to display the menu, enter Notepad in the search box, and click

Notepad in the search results.

Note Alternatively you can use any text editor installed on the Windows operating system in your
environment that you prefer.

3 Right-click the Notepad application icon, or your preferred text editor, and select Run As
Administrator.

4 Open the file C:\Program Files (x86)\VMware\vCAC\Server\ManagerService.exe.config for
editing in Notepad or your preferred text editor.

5 Locate the following line in the ManagerService.exe.configfile.

<binding name="ProxyAgentServiceBinding” maxReceivedMessageSize="13107200">
<readerQuotas maxStringContentlLength="13107200" />

Note Do not confuse these two lines with the lines that are very similar, but with the attribute binding
name = "ProvisionServiceBinding".

6 Replace the values of the following attributes by increasing them by a factor of 10 as shown in the
table below.

Parameter Values
maxReceivedMessageSize 131072000

maxStringContentLength 131072000

7 Save your changes to the ManagerService.exe.config file, close it, and exit the text editor.

Click Start, and then click Restart to restart the virtual machine.

9 Repeat this procedure for the vra01ims01b.rainpole.local virtual machine.
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vRealize Automation Default Tenant Configuration in
Region A

In shared cloud environments, where multiple companies, divisions or independent groups are using a
common infrastructure fabric, it is necessary to set up virtual private clouds where authentication,
resources, policy are customized to the needs of each group. Tenants are useful for isolating the users,
resources and services of one tenant from those of other tenants.

Create a Local Tenant Administrator in Region A

Join the VMware Identity Manager connectors to the Active Directory domain to support Integrated
Windows Authentication. Perform this operation in the default tenant vsphere.local.

Create a local user for the default tenant in vRealize Automation and assign the Tenant Administrator role
to the default tenant.

Procedure
1 Log in to the vRealize Automation portal.
a Open a Web browser and go to https://vra0lsvr0l.rainpole.local/vcac.

b Log in using the following credentials.

Setting Value
User name administrator
Password vra_administrator_password
2 Onthe Tenants page, click the default tenant vsphere.local to edit its settings.

3 Click the Local users tab and click New to add a local user to the default tenant.

vmware' vRealize Automation

4 In the User Details dialog box, specify the following settings, click OK, and click Next.

Setting Value
First name ITAC
Last name LocalDefaultAdmin
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Setting Value

Email ITAC-LocalDefaultAdmin@vsphere.local
User name ITAC-LocalDefaultAdmin

Password itac-localdefaultadmin_password

Confirm password itac-localdefaultadmin_password

User Details:

* First name: ITAC

" Last name: ocalDefaultAdmin

* Email: ITAC-LocalDefaultAcmin@

“User name: ITAC-LocalDefaultAamin
* Password: eesscese
" Confirm password: sesseeee
OK Cancel

5 On the Administrators tab, specify tenant and infrastructure administrators.

a In the Tenant administrators search text box, enter ITAC-LocalDefaultAdmin and
press Enter.

b In the laaS administrators search text box, enter ITAC-LocalDefaultAdmin and press Enter.

¢ Click Finish.

'vmware vRealize- Automation Welcome, administator. | Preferences | Help | Logout
Adminisation

Edit Tenant: vsphere.local
Tenants.

General | Localusers | Administrators
Branding

Tenant administrators laaS administrators
Email Servers Selectusers o roups o ran e Tenantadminsalor — Seloctusrs o 10ups o rant e 333 adminisator

ole ole

[ | Y
EventLogs
Name (1) Name (1)

& TAC LocaDefautadmin (ITAC-LocalD. & TAC Locabefautadmin (ITAC-LocalD.
VRO Configuration

<Back Next> Finish Cancel

6 Log out from the vRealize Automation portal.
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Join Connectors to an Active Directory Domain in Region A

To use an Active Directory domain for tenant authentication, you must join a VMware Identity Manager
connector to vRealize Automation.

Each vRealize Automation appliance includes a connector that supports user authentication. By default,
one connector is typically configured to perform directory synchronization. Perform the procedure by
using the ITAC-LocalDefaultAdmin that you configured in the previous procedure.

Procedure

1 Log in to the vRealize Automation portal.

a Open a Web browser and go
to https://vra0lsvr0l.rainpole.local/vcac/org/vsphere.local.

b Log in using the following credentials.

Setting Value

User name ITAC-LocalDefaultAdmin

Password itac-localdefaultadmin_password

2 Navigate to Administration > Directories Management > Connectors.

vmware vRealize Automation

Home Inbox

Welcome, ITAC-LocalDefaultAdmin.

Administration Infrastructure Containers

Preferences Help Logout

< Administration

Directories

Folicies

Identity Providers

Connectors

User Attributes

MNetwork Ranges

Connectors (2)

4k Add Connector

Host Name

Host Name:
vrallsvroib.
rainpole.local
Port: 8443
Version: 2.7.2.0
Build 4588485
Domain;:

Host Name:
vrallsvrilia.
rainpole.local
Port: 8443
Version: 2.7.2.0
Build 4588485
Domain:

Password Recovery

Worker Identity Provide. .. ted Dire... Available Actions
first.connector-
Clone Join Domain
first.connector

Join Domain
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3 For the first.connector, click Join Domain, specify the following settings and click Join Domain.

Setting Value

Domain Custom Domain
rainpole.local

Domain User administrator

Domain Password domain_admin_password

vmware vRealize® Automation Welcome, [TAC-LocalDefaultAdmin. | Preferences | Help

Home Inbox Administration Infrastruciure Containers

¢ Administration Join Domain
Select the domain and enter the user name and password of the account that has permission to join the domain.
Directories
Domain Custom Domain ¥
Folicies rainpole.local

Domain User administrator

Identity Providers
Connectors
User Aftributes
Metwork Ranges

Fassword Recovery

Cancel |JoinD0main

4  For the first-connector-Clone, click Join Domain, specify the following settings and click Join

Domain.

Setting Value

Domain Custom Domain
rainpole.local

Domain User administrator

Domain Password domain_admin_password

5 Log out from the vRealize Automation portal.

vRealize Automation Tenant Creation in Region A

You create additional vRealize Automation tenants so that users can access the applications and
resources that they need to complete their work assignments.
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A tenant is a group of users with specific privileges who work within a software instance. Administrators
can create additional tenants so that users can log in and complete their work assignments.
Administrators can create as many tenants as needed for system operation. Administrators must specify
basic configuration such as name, login URL, local users, and administrators. The tenant administrator
must also log in and set up an appropriate Active Directory connection and apply custom branding to
tenants.

Create the Rainpole Tenant in Region A

The vRealize Automation Identity Manager provides Single-Sign On (SSO) capability for vRealize
Automation users.

vRealize Automation ldentity Manager is an authentication broker and security token exchange that
interacts with the Active Directory to authenticate users. As the system administrator, you configure
Identity Manager to provide access to vRealize Automation by the Rainpole tenant. The Rainpole tenant
is the tenant through which you manage system-wide configuration, that includes global system defaults
for branding, notifications, and monitor system logs.

Procedure
1 Log in to the vRealize Automation portal.
a Open a Web browser and go to https://vradlsvr0l.rainpole.local/vcac.

b Log in using the following credentials.

Setting Value
User name  administrator
Password vra_administrator_password
2 On the Tenants page, click New to configure a new tenant.

3 Onthe General tab, enter the following settings for the Rainpole tenant, and click Submit and Next.

Setting Value
Name Rainpole
URL Name rainpole

Contact email administrator@rainpole.local

vmware' vRealize- Automation Welcome, administator. | Preferences | Help | Logout

New Tenant

General

nnnnnnnnnnnnnnnn
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4 On the Local Users tab, click New to add a local user for the tenant.

5 In the User Details dialog box, specify the following settings, click OK, and click Next.

Setting
First name
Last name
Email

User name

Password

Confirm password

Value

ITAC

LocalRainpoleAdmin

ITAC-LocalRainpoleAdmin@rainpole.local
ITAC-LocalRainpoleAdmin

itac-localrainpoleadmin_password

User Details

VMware, Inc.

" First name:

*Last name:

" Email:

" User name:

* Pasaword:

* Confirm password:

LocaRsinpoleAdmin

[TAC-LotaR asinpoleAdmin

eananee

itac-localrainpoleadmin_password

ITAC-LotaRanpoleAomn

oK

Cancel
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6 On the Administrators tab, specify tenant and infrastructure administrators.

a Enter ITAC-LocalRainpoleAdmin in the Tenant administrators search text box and
press Enter.

b Enter ITAC-LocalRainpoleAdmin in the laaS administrators search text box and press Enter.

¢ Click Finish.

vmware' vRealize" Automation

Edit Tenant: Rainpole

Administrators

aaS administrators

Tenant administrators I
Selectusers o Selectusers
ol

ccccccccccccccccccccc

7 Log out of vRealize Automation portal.

Configure Identity Management for the vRealize Automation
Tenant in Region A

In this design, vRealize Automation uses VMware ldentity Manage to authenticate users.

Each tenant has to be associated with at least one directory as part of the tenant creation. You can add
more directories if necessary. Perform the procedure by using the ITAC-LocalRainpoleAdmin that you
configured.

Procedure
1 Login to the vRealize Automation Rainpole portal.
a Open a Web browser and go to https://vradlsvr0l.rainpole.local/vcac/org/rainpole.

b Log in using the following credentials.

Setting Value
User name ITAC-LocalRainpoleAdmin

Password itac-localrainpoleadmin_password

2 Navigate to Administration > Directories Management > Directories.

3 Click Add Directory and select Add Active Directory over LDAP/IWA, specify the following settings
and click Save & Next.

Setting Value
Directory Name rainpole.local
Directory Type Active Directory (Integrated Windows Authentication)
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Setting Value
Sync Connector vraO1svrO1a.rainpole.local
Authentication Yes

Directory Search Attribute  sAMAccountName
Certificates Deselected

Domain Name rainpole.local

Domain Admin Username  domain administrator
Domain Admin Password  domain_admin_password

Bind User UPN svc-vra@rainpole.local

Bind DN Password svc-vra_password

vmware vRealize® Automation Welcome, ITAC-LocalRainpoleAdmin. = Preferences = Help
Home Inbox Administration Infrastructure Containers
< Administration Add Directory
* Directi N i
. irectory Name  rainpole local

O Active Directory over LDAP

Policies ® Active Directory (Integrated Windows Authentication)

Directory Sync and Authentication

Identtly Providers Select the connector that syncs users from Active Directory to the VMware Identity Manager directory
ETTTE Sync Connector vra01svr01a rainpole.local ¥
Authentication g yoy want this Connector to also perform authentication?

User Aftributes ® Yes

~ No

rk
Network Ranges * Directory Search | sAMAccountName ¥
Attribute

Password Recovery Enter the account attribute that contains the user name

Certificates
If your Active Directory requires STARTTLS encryption, select the check box below and provide the Root CA
certificate. If there is more than one Root CA certificate, add all the certificates one after another. Make sure each
certificate is in the PEM format with the delimiter lines ‘BEGIN CERTIFICATE and 'END CERTIFICATE",
This Directory requires all connections to use STARTTLS
Join Domain Details
Enter the name of the Active Directory domain to join and the domain admin user name and password
* Domain Name rainpole.local

* Domain Admin Username administrator

* Domain Admin Password ansannne
Bind User Details

Enter the name of the user who can authenticate with the domain. Use the email address format, for example
jdoe@mydomain.com.

* Bind User UPN sve-vra@rainpole.local

*Bind DN Password | «ssesees

Cancel Save & Next

4 On the Select the Domains page, select rainpole.local (RAINPOLE) and click Next.
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Select the Domains :

I you ar= adding an Actve Directory over LDAP, domains ars automatcally select=d ard fsbed below with a chechmark If

you arg adding an Active Drectory (Integrated YWindows Authentc-ation), select the domains that should be assiiaied with
this Active Directony connection

Ciomam
LaxOLraimpoks Jorald [Lax01 )
o | ranpole ksl {RATHPOLE

SR L rampoleiocs [SFOL)

5 On the Map User Attributes page, click Next.
6 On the Select the groups (users) you want to sync page, enter the group DNs to sync.
a Click the Add icon to add the distinguished name to the search criteria.
b In the Specify the group DNs text box, enter dc=rainpole,dc=1ocal and click Find Groups

c After the Groups to sync value updates, click Select.

Select the groups (users) you want to sync

Enter the Group DNs to sync, for example, CN=users DC=example DC=company, DC=tom Select the Active Drectory
groups that you want Lo sync Lo the directory. When you select a group, users of that group are also synced

v Sync nested group members

Specty the group ONs Select Al Groups to syne .-
dc=rainpole,dc =hoca O0of60  Select ¥ -
Group DN Magped Groups
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d Select the following groups and click Save.

ug-ITAC-TenantAdmins
ug-ITAC-TenantArchitects
ug-SDDC-Admins
ug-SDDC-Ops
ug-vROAdmins

Y} |vp PG Tenmitidning Terariibring Co=timrs DG mrainple.OC=kocal

v ugITAC-TenantArchitacts %‘m&ummm-«mm-hd
ug-SDDC-Adming N =ug-SDDC-Adminz, CN=Userz. DC=ranpole, OC=local
ug-SDDC-Ops CN=ug-SDDC-Ops,ON =Usars, DC=rainpols, DC=lacal
ugrvCADmins N sugvCADming CH=User s DC 1 ain pole DC=loc &
ug vCanter Admins N =yugvCenter Admins,CN=Users. DC=ranpole, DC=local

v | ug-vROAdmINS CN=ug-vROAImINS, CN=Users DC=ranpole, OC=local

e Click Next.

Select the groups (users) you want to sync

VMware, Inc.

Entér the Group DNs 1o gyne, for example, CN=users DC=exampie, DC=company DC=com. Seiect the Active Directory
groups that you want o sync 1o the direciory Vhen you select a group, users of that group are also synced

+ Sync nested group members

Specity the group DN Select Al Groups 10 gyne 4

de mrainpole. & slocal Sof60  Selet X 4

Group DN | Mapped Groups

de s minpobe de <loc el CH=ug TTAC-TenantaAdming, ON = User s DC s mnpoks, DC=loc sl
CNsug-TTAC-

desveinpole dosiecal Tenanthrchitects,CN=Users, DC =raingole, DClocal

dc =ranpobe dc=local CN=ug SDOC- Admin s CN =User 5. DC =r smpole. DC =loc sl

de=ranpole,do=local CN=ug-SDOC-Ope, CN=Usars, DC =rainpola, DC=local

de =1 anpobe,de =loc sl CH=ug-vROAd N 3. CN = User s, DC =r sinpole. DC =local
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7 On the Select the Users you would like to sync page, enter the user DNs to sync.
a Click the Add icon to add the distinguished name to the search criteria.
b In the Specify the group DNs text box, enter cn=users,dc=rainpole,dc=1ocal, click the Add

icon on the same row, and click Next.

Salect the Users you would like to sync

Erler the Leer Die 1o syne, Tor exampls, Cl=ussrnams, CN=ussrs DC=example DC=company, DC=com. All usars found
umder the O ane also synced. To exciude amy users from syncing, provide excirsion fikers

Specdy the user Dils +
On =rmers, do =ran poks, e =local b 4 +
Add & fiter to evchude users -+

8 On the Review page, click Sync Directory.

Configure Directories Management for High Availability in Region
A

Each vRealize Automation appliance includes a connector that supports user authentication, although
only one connector is typically configured to perform directory synchronization.

To support Directories Management high availability, you must configure a second connector that
corresponds to your second vRealize Automation appliance. That second connector connects to the
same ldentity Provider and, through VMware |dentity Manager, points to the same Active Directory
instance. With this configuration, if one appliance fails, the other can take over management of user
authentication.

In a high availability environment, all nodes must serve the same set of users, authentication methods,
and other Active Directory constructs. The most direct method to accomplish this is to promote the
Identity Provider to the cluster by setting the load balancer host as the Identity Provider host. With this
configuration, all authentication requests are directed to the load balancer, which forwards the request to
either connector as appropriate.

Procedure
1 Log in to the vRealize Automation Rainpole portal.
a Open a Web browser and go to https://vradlsvr0l.rainpole.local/vcac/org/rainpole.

b Log in using the following credentials.

Setting Value
User name ITAC-LocalRainpoleAdmin
Password itac-localrainpoleadmin_password

Domain vsphere.local
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2 Navigate to Administration > Directories Management > Identity Providers.
3 Click the name of the identity provider WorkspacelDP__1 to edit its settings.

4 Under Connector(s), specify the following settings and click Add Connector.

Setting Value
Add a Connector vra01svrO1b.rainpole.local
Bind DN Password svec-vra_password

Domain Admin Password domain_admin_password
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vmware vRealize® Automation Welcome, [TAC-Loca

Administration Infrastructure Containers

< Administration <Back o IdP List

Directories Q WorkspacelDP__ 1
Type: AUTOMATIC
Policies Status: Enabled

Identity Providers

Connectors Identity Provider Name

WorkspacelDP__1

User Atfributes
Users

e Select which users can authenticate using this IdF. Choose fram the avs
«|rainpole local

Password Recovery Metwork

Select which networks this IdF can be accessed from. Choose from the
« ALL RANGES

Authentication Methods

Select which authentication methods the IdP will use to authenticate us:

Authentication Methods SAML Context

Connector(s)
«|vral1svrl1a.rainpole.local

Adda Connector | yra01svr01ib.rain
* Bind DN Password

* Domain Admin Password

Add Connector |

IdP Hostname
vralisvrli.rainpole. local

This is the hostname where the |dentity Provider will redirect to far authe
other than 443, you can set this to Hostname:Port

Save Cancel

VMwagdiE-until vra01svr01b.rainpole.local shows under Connector(s) before proceeding to the next 28!
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step. This might take a few minutes.
Selectwhich users can authenticate using this IdF. Choose from the available Directories from the list below.
«|rainpole local
Network
Select which networks this IdP can be accessed from. Choose from the available network ranges fram the list below.
«| ALL RANGES
Authentication Methods
Selectwhich authentication methods the [dP will use to authenticate users.

Authentic ation Methods SAML Context

Password urn:oasis:names:tc:SAML:2.0:ac:classes:PasswordProtectedTransp. ..

Connector(s)

«|vral1svrl1a.rainpole.local

«| vral1svrl1b.rainpole.local

Adda Connector v, can deploy external connectors and add them to this IdP for high availability.

Create the connectar activation code from the Add a Connector page and set up
the connector. Youw can then select that connector for this |dP.

IdP Hostname
vral1svrl1 rainpole.local

This is the hostname where the |dentity Provider will redirect to for authentication. If you are using a non-standard port
otherthan 443, you can set this to Hostname:Paort

Save Cancel

5 Inthe IdP Hostname text box, enter vra@1svr0l. rainpole.local, the host name of the load
balancer, and click Save.

6 Log out of vRealize Automation portal.
Assign Tenant Administrative Roles to Active Directory Users in
Region A

After vRealize Automation Directories Management is associated with your Active Directory domain,
domain users can administer the tenant. Assign domain user groups for tenant and infrastructure
administrators.
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Procedure
1 Log in to the vRealize Automation portal.
a Open a Web browser and go to https://vra0lsvr0l.rainpole.local/vcac.

b Log in using the following credentials.

Setting Value
User name administrator
Password vra_administrator_password
2 On the Tenants page, click the Rainpole tenant to edit its settings.

3 Click the Administrators tab to assign domain user groups for tenant and infrastructure
administrators.

a Enter ug-ITAC-TenantAdmins in the Tenant administrators search text box and press Enter.
b Enter ug-ITAC-TenantAdmins in the laaS administrators search text box and press Enter.

¢ Click Finish.

Edit Tenant: Rainpole

Genersl  Local users Administrators

Tenant administrators laaS administrators

Select Users or groups 1o grant the Tenant adminBrator roke. Select users or Qroups 10 grant the 1365 sSmiNBralor 10k,

HNamae (2) Name (2

Brand the Tenant Login Pages in Region A

You can apply custom branding on a per-customer basis to the vRealize Automation tenant login pages.

System administrators control the default branding for all tenants. As a tenant administrator, you change
the branding of the portal. That includes the logo, the background color, and the information in the header
and footer. If the branding for a tenant is changed, a tenant administrator can revert back to the system
defaults.

Procedure
1 Log in to the vRealize Automation portal.
a Open a Web browser and go to https://vra@lsvr0l.rainpole.local/vcac.

b Log in using the following credentials.

Setting Value
User name administrator

Password vra_administrator_password
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2 Navigate to Administration > Branding and deselect the Use default check box.

3 On the Header tab specify the following settings for the header branding.

Setting Value
Company Name Rainpole
Product Name Infrastructure Service Portal

Background hex color  3989C7

Text hex color FFFFFF

4 Click the Footer tab, specify the following settings for the footer branding and click Finish.

Setting Value
Copyright notice Copyright Rainpole. All Rights Reserved.
Privacy policy link  https://www.rainpole.local

Contact link https://www.rainpole.local/contact

Branding - System Default
Customize the look and feel of the application including the logo, display color, header, and footer information

Use default

Header Footer

Copyright notice: | copyright Rainpole. All Rights Reserved Privacy policy link: | htips:vwwew rainpole local

Policy link is visible only if you provide the
URL.

Contactlink: | https:www.rainpole.localicontact

Contactlink is visible only if you provide the
URL.

Copyright Rainpole. All Rights Reserved. version 7.2.0 (build 4658752) | Privacy Policy = Contact us

Configure the Default Email Servers in Region A

System administrators configure inbound and outbound email servers to handle email notifications about
events involving tenants' machines. System administrators can create only one inbound email server and
one outbound email server. These servers are the defaults for all tenants.

If tenant administrators do not override the default email server settings before they enable notifications,
vRealize Automation uses the globally configured email server.
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Procedure
1 Log in to the vRealize Automation portal.
a Open a Web browser and go to https://vra0lsvr0l.rainpole.local/vcac.

b Log in using the following credentials.

Setting Value
User name  administrator
Password vra_administrator_password
2 Navigate to Administration > Email Servers and click New.
3 Inthe New Email Server dialog box, select Email - Inbound and click OK.

4 On the New Inbound Email page, specify the following values, click Test Connection to verify that
the settings are correct, and click OK.

Setting Value

Name Rainpole-Inbound
Security Deselected
Protocol IMAP

Server Name email.rainpole.local
Server Port 143

Folder Name INBOX

Processed Email Deselected

User Name administrator@rainpole.local
Password vra_administrator_password
Email Address itac@rainpole.local

New Inbound Email

"Name: | painpole-Inbound Description:
Security: Use SSL
"Protocol: g IMAP POP3
" Server Name: | emai rainpole.local - User Name:

administrator@rainpole.local

Server Port: | 143 “Password: | ...

Folder Name: |iNgoX " Email Address: |jtac@rainpole.local

Processed Email: Delete From Server Accept Self Signed Yes No

Certificates:

5 On the Email Servers page, click New to configure the outbound server settings.
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6 Inthe New Email Server dialog box, select Email - Outbound and click OK.

7 On the New Outbound Email page, specify the following values, click Test Connection to verify
that the settings are correct, and click OK.

Setting

Name

Server Name

Encryption Method

Server Port

Authentication

User Name

Password

Sender Address

Value

Rainpole-Outbound
email.rainpole.local

None

25

Selected
administrator@rainpole.local
vra_administrator_password

itac@rainpole.local

New Outbound Email

* Encryption Method:

* Name:

* Server Name:

* Server Port:

Rainpole-Outbound

email.rainpole.local

Use SSL Use TLS e None

25

8 Log out of vRealize Automation portal.

Description:

Authentication:

“User Name:

" Password:

* Sender Address:

Accept Self Signed
Certificates:

administrator@rainpole.local

itac@rainpole.local

No

vRealize Orchestrator Installation in Region A

VMware vRealize Orchestrator is a platform that provides a library of extensible workflows to allow you to
create and run automated, configurable processes to manage the VMware vSphere infrastructure as well
as other VMware and third-party technologies.

vRealize Orchestrator is composed of three distinct layers: an orchestration platform that provides the
common features required for an orchestration tool, a plug-in architecture to integrate control of
subsystems, and a library of workflows. vRealize Orchestrator is an open platform that can be extended
with new plug-ins and libraries, and can be integrated into larger architectures through a REST API.
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Install vRealize Orchestrator in Region A

Deploy and configure two vRealize Orchestrator appliances to provide the SDDC foundation orchestration
engine.

Install and configure the multi-node plug-in to provide disaster recovery capability through vRealize
Orchestrator content replication.

Prerequisites

m  Verify that you have successfully generated a CA-Signed certificate for vRealize Orchestrator. See
"Use the Certificate Generation Utility to Generate CA-Signed Certificates for the SDDC Management
Components" in the VMware Validated Design Planning and Preparation document.

= Verify that you have created an empty SQL Server database for vRealize Orchestrator. See SQL
Server Configuration for the Cloud Management Platform in Region A.

= Verify that you have downloaded the NSX Plug-in for vRealize Orchestrator . vmoapp file.

Deploy the vRealize Orchestrator Virtual Appliances in Region A
You deploy two vRealize Orchestrator virtual appliances.

Perform this procedure twice to deploy two appliances using the respective values in the following table
for the different hosts.

vRealize Orchestrator Appliance IP Address FQDN

Host A 192.168.11.63  vraO1vroO1a.rainpole.local
Host B 192.168.11.64 vraO1vroO1b.rainpole.local
Procedure

1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Navigate to the mgmt01vc01.sfo01.rainpole.local vCenter Server instance.
3 Right-click mgmt01vc01.sfo01.rainpole.local and select Deploy OVF Template.

4 On the Select source page, browse to the vRealize Orchestrator . ova file on your local machine and
click Next.

5 On the Review Details page click Next.
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6 On the Accept License Agreements page, accept the end user license agreement and click Next.

7 On the Select name and folder page, enter the following information for the host that you deploy and

click Next.

Setting Values for Host A Values for Host B

Name vraO1vroO1a.rainpole.local vraO1vroO1b.rainpole.local
Select a folder or datacenter vRAO1 VRAO1

8 Onthe Select a resource page, select the SFO01-Mgmt01 cluster and click Next.
9 On the Select storage page, select the datastore.
a From the Select virtual disk format drop-down menu, select Thin Provision.
b From the VM Storage Policy drop-down menu, select vSAN Default Storage Policy.
¢ From the datastore table, select the SFO01A-VSANO01-MGMTO01 vSAN datastore and click Next.

10 On the Setup networks page, select the distributed port group on the distributed switch that ends
with Mgmt-xRegion01-VXLAN and click Next.

11 On the Customize template page, select the following values and click Next.

Setting Values for Host A Values for Host B

Initial Root hostA_root_pwd hostB_root_pwd
Password

Confirm Initial ~ hostA_root_pwd hostB_root_pwd

Root

Password

Enable SSH Selected Selected

service in the

appliance

Hostname vraO1vroO1a.rainpole.local vraO1vroO1b.rainpole.local
Default 192.168.11.1 192.168.11.1

Gateway

Domain Name rainpole.local rainpole.local

Domain rainpole.local,sfo01.rainpole.local,lax01.rainpole.local  rainpole.local,sfo01.rainpole.local,lax01.rainpole.local

Search Path

Domain Name 172.16.11.4,172.17.11.4 172.16.11.4,17217.11.4
Servers

Network 1 IP 192.168.11.63 192.168.11.64

address

Network 1 255.255.255.0 255.255.255.0

Netmask

12 On the Ready to complete page, review the configuration settings, check Power on the appliance
after deployment, and click Finish.

13 Repeat the procedure to deploy the vRealize Orchestrator virtual appliance for Host B.
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Configure NTP for vRealize Orchestrator in Region A

Configure the network time protocol (NTP) for the vRealize Orchestrator appliances from the virtual
appliance management interface (VAMI).

Perform this procedure twice, once for each of the vRealize Orchestrator virtual appliances.

Host

VAMI URL

Host A https://vraO1vroO1a.rainpole.local:5480

Host B https://vra01vroO1b.rainpole.local:5480

Procedure

1 Login to the vRealize Orchestrator virtual appliance management interface.

a

b

Open a Web browser and go to https://vra@lvro0la.rainpole.local:5480.

Log in using the following credentials.

Setting Value
User name  root

Password hostA_root_password

2 Configure the appliance to use a time server.

a

b

Click the Admin tab and click Time Settings.
Under Time Settings, set Time Sync Mode to Use Time Server.
Click the Add button to enter a new time server.

In the Time Server text box, enter ntp.sfo01.rainpole.local.
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e Click the Add icon to enter another time server.

f Inthe second Time Server text box, enter ntp.lax01. rainpole.local and click Save
Settings.

ogy” VMware vRealize Orchestrator Appliance

Metwork “I“. - Admin @E | |.|:I|J1 user root
Admin Imum Logs
Time Settings
Time settings updated successfully. Actions
Time Sync. Moda Use Hosl Tima

Sawe Sallings
® Usa Time Sanvar

Refrash
+
T Sarver
ntp. sfol 1 rainpole local X
ntp. lax01.rainpole.local X
NTP Stalus NTF Enabled: Yes, NTF Started: Yes, Use Host Time: Mo
Current Time May 11 21:36:56 UTC 2016

3 Repeat this procedure to configure the second vRealize Orchestrator virtual
appliance, vra01vroO1b.rainpole.local.

Configure the SQL Server Database for vRealize Orchestrator in Region A

To create a vRealize Orchestrator cluster, you must configure your deployment to use a shared database
that accepts multiple connections. A shared database can accept connections from different
vRealize Orchestrator instances.

Procedure
1 Login to the vRealize Orchestrator Control Center.

a Open a Web browser and go
to https://vra@lvro@la.rainpole.local:8283/vco-controlcenter.

b Log in using the following credentials.

Setting Value
User name  root

Password hostA_root_password
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2 Configure the SQL Server database.
a Onthe Home page, under Database, click Configure Database.

b  Enter the following settings to configure the database and click Save Changes.

Setting Value

Database type SQL Server

Server address vra01mssql01.rainpole.local: 1433
Use SSL Deselected

Database name VRODB-01

User name SVC-VIo

Password svc_vro_password

Domain rainpole.local

Use Windows authentication mode (NTLMv2) Selected

Leave the Instance (if any) text box empty if your SQL Server database was installed by using
the default server instance name.

VMware vRealize" Orchestrator” Control Center

Home
Configure Database
Database is one of the most important dependencies of the Drchestrator server. Refable access o the database is crucial
for the eMciant and pradiciable operation of the CTENESIrator Senver. Provide the database configuralion properies
Database type LI
Serveraddress vra01mssgidt rainpote local 1433
Use S50
Database name VRODE-01
User name S
Passwers .
Instance {if any)
Domain falnpﬂ:lﬂ hxCal
Use Windows ’
authentication (NTLMv2) M)

Cancel Save changes
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¢ Click Save changes.

d Click Update Database.

3 Force re-installation of the vRealize Orchestrator plug-ins.

a Onthe Home page, under Manage, click Startup Options.

b Click Stop, and click Home.

¢ On the Home page, under Monitor and Control, click Troubleshooting.

d Click Force Plug-ins Reinstall, and click Home.

e Onthe Home page, under Manage, click Startup Options.

f  Click Start.

Generate the vRealize Orchestrator Certificate in Region A

vRealize Orchestrator uses two certificates. One of the certificates was previously created using an
external Certificate Authority. In this procedure you create a second, self-signed certificate which is used
by the appliance to sign workflow packages.

Procedure

1 Log in to the vRealize Orchestrator Control Center.

a Open a Web browser and go

to https://vra@lvro@la.rainpole.local:8283/vco-controlcenter.

b Log in using the following credentials.

Setting Value

User name  root

Password  hostA_root_password

2 Onthe Home page, under Manage, click Certificates.

3 Click the Package Signing Certificate tab, and click Generate.

4 Inthe Generate a new Package Signing Certificate page, specify the following settings and click

Generate.
Setting Value
Signature Algorithm  SHA512withRSA

Common Name
Organization
Organizational Unit

Country Code

VMware, Inc.

vraO1vro01.rainpole.local
Rainpole
Engineering

us
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Trusted Cenmcates Orchestrator Server SSL Certificate Fackage Signing Certifcate

Packages exported from an Orchestrator server are digitally signed. Import a certificate or generate a new
one to be used for signing packages

Current package signing cerlificate

organization: ViMware

Mame: vRO vra0ivroOia.rainpele.local 075a173c-d2aB-4835-82¢0-5feB27 30897 be
sefnal number: 00000:00:0000000000 000000000 00000000001 154 35 6e 4401
Signature algorithm: SHAS12withRSA

Fingerprint (MDS) e1.1a:82:e0.c7:92:73:bd: 14:0b:a1 b dd 065 1d

Fingerprint (SHA-1). cffai0ceb 0a 428030 0102516151012 39 a7 d2 4941
alid from: Apr 20, 2016

Walid until: Apr 18, 2026

Generate a new Package Signing Certificate

Signature Algorithm SHAS12withRSA «

Common Name .
a0 1wioD 1 rainpole local

Organization Rainpohe
Organizational Unit Engineering
Country Code us

Cancel Generate

Wait for confirmation that the certificate generates successfully.
5 Restart the vRealize Orchestrator appliance for the changes to take effect.
a Click Home and under Manage, click Startup Options.

b  On the Startup Options page, click Restart.

Configure the Certificate for vRealize Orchestrator in Region A

Import the previously generated certificates for vRealize Orchestrator from the vRealize Orchestrator
Control Center. You must import the certificates on both of the vRealize Orchestrator virtual machines.

For information about the certificate generation process, see "Use the Certificate Generation Utility to
Generate CA-Signed Certificates for the SDDC Management Components" in the VMware Validated
Design Planning and Preparation document.
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Procedure

1

Log in to the vRealize Orchestrator Control Center.

a

Open a Web browser and go to
https://vra@lvroOla.rainpole.local:8283/vco-controlcenter.

Log in using the following credentials.

Setting Value
User name  root

Password  hostA_root _password

From the Home page, under Manage, click Certificates.

Click the Orchestrator Server SSL Certificate tab, and click Import > Import from a PEM-encoded

file.

Browse to the vro.2.chain.pem file in the vro folder on your local machine.

In the Key Password text box, enter the vro_vrealize_full_pem_pass password that you entered
during certificate generation and click Import.

Restart the vRealize Orchestrator appliance for the changes to take effect.

a

b

From the Home page, under Manage, click Startup Options.

On the Startup Options page, click Restart.

Install the NSX Plugin for vRealize Orchestrator in Region A

Install the NSX Plugin for vRealize Orchestrator for the virtual appliance that will be part of your vRealize
Orchestrator cluster.

Procedure

1

Log in to the vRealize Orchestrator Control Center.

a

Open a Web browser and go
to https://vra@lvro0@la.rainpole.local:8283/vco-controlcenter.

Log in using the following credentials.

Setting Value
User name  root

Password hostA_root_password
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2 Install the NSX Plug-in for vRealize Orchestrator.

a

b

From the Home page, under Plug-Ins, click Manage Plug-Ins.

Browse to the NSX Plug-in for vRealize Orchestrator . vmoapp file on your local machine, and
click Install.

After the plug-in file loads in the vRealize Control Center, accept the EULA and click Install.

Wait for confirmation that the plug-in to installed successfully

3 Restart the vRealize Orchestrator appliance for the changes to take effect.

a

b

Click Home and under Manage, click Startup Options.
On the Startup Options page, click Restart.

Configure Component Registry Authentication for vRealize Orchestrator in
Region A

After you install the NSX plugin, configure the component registry authentication with vRealize
Automation for vRealize Orchestrator.

Use component registry authentication mode when configuring vRealize Orchestrator as an external
Orchestrator with a vRealize Automation system. This enables the usage of Single Sign-On
authentication through vRealize Automation.

Procedure

1 Login to the vRealize Orchestrator Control Center.

a

Open a Web browser and go
to https://vra@lvro0la.rainpole.local:8283/vco-controlcenter.

Log in using the following credentials.

Setting Value
User name  root

Password hostA_root_password

2 Configure vRealize Automation as a vRealize Orchestrator authentication provider.

a

b

On the Home page, under Manage click Configure Authentication Provider.

On the Authentication Provider tab, select vRealize Automation from the Authentication
mode drop-down menu.

VMware, Inc.
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¢ Enter vra@lsvr0l.rainpole.local in the Host address text box and click Connect.

VMware vRealize” Orchestrator” Control Center

Home

Configure Authentication Provider

@ Configure the authentication parameters and test your login credentials.

Authentication Provider Tesl Login

Configure the authentication provider.

Authentication mode vRealize Automation ~

Host address

vral syt rainpole local

URL
hittps: Mivra01svrl 1 rainpole. localicomponent-registry

Connect

vimware
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d Click Accept Certificate, enter the following credentials of the vRealize Automation administrator
account, and click Register.

Setting Value
User name administrator
Password vra_administrator_password

Configure Licenses Selected

Default Tenant rainpole

bl vRealize Automation ~

Hostaddress vra01svrO1._rainpole.local

URL hitps:/fvra01svr01 rainpole. local/component-registry

Identity service

User name administrator
Password ssssssce
Configure licences

Default tenant rainpole

Register

Cancel Save Changes
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e Inthe Admin group text box, enter vRO and click Search.

f  From the drop-down menu, select rainpole.local\ug-vROAdmins and click Save Changes.

Configure Authentication Provider

@ Configure the authentication parameters and test your login credentials.

Authentication Provider Test Login

Configure the authentication provider.

Authentication mode vRealize Automation -

SRS vra01svrO1.rainpole.local Unregister

URL hitps:/ivra01svr01.rainpole.local/component-registry

Fimim granp Vro Search
- Select admin group - -
rainpole_locallug-vROAdmins -

Default tenant rainpole

Cancel = Save Changes

3 Restart the vRealize Orchestrator appliance for the changes to take effect.
a Click Home and under Manage, click Startup Options.

b On the Startup Options page, click Restart.
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4 Test user administrative rights in vRealize Orchestrator.

a

b

Click Home and under Manage, click Configure Authentication Provider.

On the Test Login tab, enter the following credentials and click Test.

Setting Value

User name svc-vra

Password svc-vra_password

A green banner with the following text appears: "Info: The user has administrative

rights in vRealize Orchestrator" and confirms that configuration is successful.

Configure Authentication Provider
@ Configure the authentication parametars and lest your login credentials.
Authentication Provider Test Login

After configuring your authentication provider. you can test if a user has administrative rights in the Orchestrator

Info: The user has administrative flf_]n'.?: In vReallze Orchestrator,

User name

Password

Test

Validate the Configuration in Region A

You can verify that vRealize Orchestrator is configured properly by opening the Validate
Configuration page in the Control Center.

Procedure

1

Log in to the vRealize Orchestrator Control Center.

a

Open a Web browser and go
to https://vra@lvroOla.rainpole.local:8283/vco-controlcenter.

Log in using the following credentials.

Setting Value
User name  root

Password  hostA_root_password

On the Home page, under Manage, click Validate Configuration and verify that all check marks are

green.
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VMware vRealize” Orchestrator” Control Center

Home

Validate Contiguration

Valkdate the configuration of the DAsic sysiem Components

£ Authentication e

Q Database o

of Licensing L

& Orchestrator Server Certificate '

& Packape Signing Certificate L

r) Cuslomer Experience Improvement Program L
Relresh

vimware

Configure vRealize Orchestrator Cluster Mode in Region A

An essential component of all services offered by the SDDC is high availability to the end user. To
increase the availability of vRealize Orchestrator, configure a vRealize Orchestrator cluster. A vRealize
Orchestrator cluster is a collection of two or more vRealize Orchestrator server instances that share a
database.

The final step in cluster setup is configuration of the cluster mode by joining the second node to the first
node.

Procedure
1 Log in to the vRealize Orchestrator Control Center.

a Open a Web browser and go
to https://vra@lvro0@lb.rainpole.local:8283/vco-controlcenter.

b Log in using the following credentials.

Setting Value
User name  root

Password  hostB_root_password
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2 Configure the vRealize Orchestrator cluster mode.
a Onthe Home page, under Manage, click Orchestrator Node Settings.
b In the Number of active nodes text box, enter 2, and click Save.
¢ Click Join Node To Cluster.

d On the Join Node To Cluster page, enter the following values and click Join to join the second
vRealize Orchestrator appliance to the cluster.

Setting Value
Hostname  vraO1vroO1a.rainpole.local
User name  root

Password hostA_root_password

VMware vRealize” Orchestrator” Control Center

Home

Join Nede To Cluster

t g Join the Orchestrator server to another Orchestrator server to form or expand a cluster. The current server automatically
replicates the configuration of the remole server

Remote Orchestrator Server
Hostname 2 vrad1vrof1a rainpole local 8283

Remote Control Center credentials

User name /4 cey

Password & sssssses

Join

vmware

3 Restart the vRealize Orchestrator service for the changes to take effect.
a Click Home and, under Manage, click Startup Options.
b On the Startup Options page, click Restart.

4 On the Home page, under Manage, click Validate Configuration and verify that all check marks are
green.

VMware, Inc. 301



Deployment for Region A

VMware vRealize” Orchestrator” Control Center

Home

Validate Configuration

Validate the conllguraﬂon of the bask system components

£ Authentication L4
Q Database L4
o Licensing L4
&) Orchestrator Server Certificate 4
(A Package Signing Cerlificate v
r) Cuslomer Experience Improvement Program L

Relresh

Add Compute vCenter Server Instance to vRealize Orchestrator in Region A

Add each vCenter Server instance that contributes resources to vRealize Automation, and uses vRealize
Orchestrator workflows, to vRealize Orchestrator to allow vCenter Server and vRealize Orchestrator to
communicate.

Procedure

1 Login to the vRealize Orchestrator Client.
a Open a Web browser and go to https://vra01vro01a.rainpole.local:8281.
b Click Start Orchestrator Client.

¢ Onthe VMware vRealize Orchestrator Login page, log in to the vRealize Orchestrator Host A
by using the following hostname and credentials.

Setting Value
Host name  vraO1vroO1a.rainpole.local:8281
User name svc-vra

Password  svc-vra_password

2 Inthe left pane, click Workflows, and navigate to Library > vCenter > Configuration.
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3 Right-click the Add a vCenter Server instance workflow and click Start Workflow.

a Onthe Set the vCenter Server Instance page, configure the following settings and click Next.

Setting Value

IP or hostname of the vCenter Server instance to add comp01vc01.sfo01.rainpole.local

HTTPS port of the vCenter Server instance 443
Location of SDK that you use to connect /sdk
Will you orchestrate this instance Yes
Do you want to ignore certificate warnings Yes

b On the Set the connection properties page, configure the following settings, and click Submit.

Setting Value
Use a session per user No
vCenter Server user name rainpole.local\svc-vro

vCenter Server user password  svc-vro_password

4 To verify that the workflow completed successfully, click the Inventory tab and expand the vCenter
Server tree control.

The vCenter Server instance you added will be visible in the inventory.
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vmware vRealize Orchestrator CEEEEEE

":E’ % "_ E ||d- .Genmal

k=] SHMP
» EN PawerShel =
= iy Anar

k() vReaize Automation Infrastruchsre

» BB var Version  B.0.2
w @ soap

* = vRO Configurabon
e FH nax

= [ Oynamic Types

w B =sm

k- [ Actwe Directory
e O VRO Mulfi-sode
e @) HTTP-REST

Mamye L H
viCenter Server

Descriplion

* [l hotpsctcompl1ve1 51001 reinpole. local443/edk
L) EE Datacenters
v ifs sFo01
¥ ﬁhn:sj: I,_" .-f" =

* Bl sFo01-ComputeEdgeCiuster | wassages

» EH soL Pug-in

Integrate vRealize Orchestrator with vRealize Automation in
Region A

Configure vRealize Automation to work with the external vRealize Orchestrator instance.

Configure vRealize Orchestrator Server in Region A

To use use vRealize Automation workflows to call vRealize Orchestrator workflows, you must configure
vRealize Orchestrator to act as an endpoint.
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Procedure
1 Log in to the vRealize Automation portal.
a Open a Web browser and go to https://vra0lsvr0l.rainpole.local/vcac.

b Log in using the following credentials.

Setting Value
User name administrator

Password vra_administrator_password

2 Click Advanced Services > vRO Configuration.

3 On the Server Configuration page, select the Use an external Orchestrator server radio button,
enter the following settings, and click Test Connection.

Setting Value

Name vra01vroO1.rainpole.local
Host vra01vroO1.rainpole.local
Port 8281

Authentication  Single Sign-On

Infrastructure Service Portal Welcome, administralor.  Preferences  Help | Logout

Administration

T Server Configuration
Default vR.O Folder i} Use the default Orchestralor server.
& Lse an external Orchestrator server,
Server Configuration e
Name ' yrantvro01 rainpale local Description
"HosU | yrantvro01 rainpole. local Authenlication @ Single Sign-On () Basic
"Port gapq * User name
* Password
i ]
Tast Connection Reset OK

4 Click OK to save the settings and click OK to accept the warning message that appears.

A confirmation message will confirm the successful configuration of vRealize Orchestrator as an
endpoint.
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Create a vRealize Orchestrator Endpoint in Region A

laaS administrators are responsible for creating the endpoints that allow vRealize Automation to
communicate with your infrastructure. You create a vRealize Orchestrator endpoint for use by Realize
Automation to communicate workflows.

Procedure

1 Log in to the Rainpole Infrastructure Service Portal.
a Open a Web browser and go to https://vra0lsvr0l.rainpole.local/vcac/org/rainpole.
b From the Select your domain drop-down menu select Rainpole.local and click Next

¢ Log in using the following credentials.

Setting Value
User name itac-tenantadmin
Password itac_tenantadmin_password

Domain rainpole.local

2 Select Infrastructure > Endpoints > Credentials.

3 Click New to create a credential for the vRealize Orchestrator administrator, configure the following
values, and click Save.

Setting Value

Name VRO Admin

Description  Administrator of vraO1vro01
User Name svc-vra@rainpole.local

Password sve-vra_password

Infrastructure Service Portal ‘Welcome, [TAC-TenantAdmin Prolemnces

Help

Home Inbax Dessign Administaiion Infrastruetire

_ Credentials
¢ Infrastruciune

IManage the credentials associated with endpoints
Endpoints
*Neme = Descripion * User Mame * Password

5 o A sinisaator of viallvroD S— "
Credentials © 9 |roasmn Agrinistraor of vrallyred1 sue-wrailirainpols iocal

Agants

Fabne Groups {’j
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4 Create a new endpoint for vRealize Orchestrator.

a Select Infrastructure > Endpoints > Endpoints.

b Click New > Orchestration > vRealize Orchestrator, configure the following values, and click

New to add a custom property.

Setting Value
Name vra01vro01.rainpole.local
Address https://vra01vro01.rainpole.local:8281/vco

Credentials vRO Admin

¢ Configure the following values for the custom property, click Save, and click OK.

Setting Value
Name VMware.VCenterOrchestrator.Priority
Valure 1

Encrypted Deselected

General
“Name: |vra01woD1 rainpole local

Description:

*Address: |hips:/Arad1wol1.rainpalelocal8281hen
“Credentials:  vRO Admin

Custom prope riies: s Hew # Edt X Delete

Name = | Vale
WMware VCenlarOrchesiralor Priority 1

o avoid confiict wil
Teature name To

by & dol for al custom property names.

VMware, Inc.
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Encrypted
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mpany o

Cancel
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5 Start the data collection for the newly created endpoint.

a Hover the vRealize Orchestrator endpoint in the Endpoints list and click Data Collection.

Endpoints
« Infrastnuciure p
Manage the endpoinis thal reprasent inrasiruciure Sources of exiemal systems.
Endpoints g New = o Impon T Colusmns =
MHame ~ Platform Type ¢  Address Credential ¥  Description
Credentials
4 vrlivrodi.minpole jocal # Edit tips:ivraliivral... VRO Admin
Agents
¥ Dekle
]
Fabric Groups > Data Collecion

b Click Start to begin the vRealize Orchestrator data collection process. Wait several minutes for

the data collection process to complete.

¢ Click Refresh to verify that the data collection successfully complete.

When a data collection success status message appears, the configuration process is complete.

vmware vRealize- Automation Welcome, ITAG-Tenantadmin MAC-TenantAdmin. | Preferences | Hel

Home Inbox Advanced Sennces Administration Infrastructure

‘Wou are here: Infrastructure *  Endpoints *  Endpoints

Data Collection

= Back fo Inrastruchure View e slatus of the endpoint data collection.
Endpaint
Endpoints
HName:  vralivrol1 ranpoie local
Cradenfials Status: Endpoint Data coliection succeeded on J212016 6:54 PM
Agents P S L IR
| Refresh | Start Cancel

Add vRealize Automation Host in vRealize Orchestrator in Region A

To call vRealize Automation Plugin workflows, you configure the vRealize Automation host in vRealize

Orachestrator.
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Procedure
1 Log in to the vRealize Orchestrator Client.
a Open a Web browser and go to https://vra0lvro0la.rainpole.local:8281.

b Click Start Orchestrator Client.

¢ On the VMware vRealize Orchestrator login page, log in to vRealize Orchestrator Host A using

the following hostname and credentials.

Setting Value
Host name  vraO1vroO1a.rainpole.local:8281
User name svc-vra

Password svc-vra_password

2 Inthe left pane, click Workflows, and navigate to Library > vRealize Automation > Configuration.

3 Right-click the Add a vRA host using component registry workflow and click Start Workflow.

a Onthe Common parameters page, configure the following settings, and click Submit.

Setting Value
Name of the vVCAC host  vraO1svr0O1.rainpole.local
Connection timeout 30.0

Operation timeout 60.0

4 To verify that the workflow completed successfully, click the Inventory tab and expand the vRealize

Automation tree control.

The vRealize Automation Server instance that you just added is visible in the inventory.

vmware vRealize" Orchestrator- G2 M | <> | Tools = | Help =

o
J General |

Last updated - 1 minute(s) ago

@ E Bl
» =] snup

» EX PowerShell

» b amar

» () vRealize Automation Infrastructure -
> B APl
» @ soap
¥ (8 vRealize Automation Version 720
» < Default [https:#vra01svr01.rainpole.local] [rainpole]
» @ vra01svil1.rainpole.local [https:/vrad1svr01.rainpole local [rainpole]

Name VCACCAFE

vRealize Automation plug-in for vRealize Orchestrator

» = vRO Configuration
» FHnsx

» il Dynamic Types Description
» B ssh

» [ Active Directory
» J vRO Multi-Node
» (5] vCenter Server
» @) HTTP-REST

» BB 0L Pug-n

O/ XK@ v

Messages
Mo logs found

5 In the left pane, click Workflows, and navigate to Library > vRealize Automation > Configuration.
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6 Right-click the Add the laaS host of a VRA host workflow and click Start Workflow.

a Onthe Common parameters page, select vra01svr01.rainpole.local
[https://vra01svr01.rainpole.local] [rainpole] for vCAC host, and click Next.

b Onthe Add an laaS host page, keep the default settings for Host Properties and click Next.
¢ Onthe Add an laaS host page, keep the default settings for the Proxy Settings and click Next.

d On the Host Authentication page, select SSO for Host's authentication type, and click
Submit.

7 To verify that the workflow completed successfully, click the Inventory tab and expand the vRealize
Automation Infrastructure tree control.

The vRealize Automation laaS Server instance you added is visible in the inventory.

O 4 | Tools | Help~|

vmware vRealize* Orchestrator™

G} iib f; E ‘I| JGeneral‘

» [=] sump

» EX PowerShell
» b Amap
¥ {®! yRealize Automation Infrastructure I -

Last updated - 1 minute(s) ago

1aa$ host for vra01svr01 rainpole local [hitps:fivra01iws01.rainpole local]
b BE o Name VCAC
> @ s0np Wersion 720
v G vRealize Automation

» 4@ Default [https:/vrad1svr01.rainpole.local] [rainpole]

» @ vra0isvr01.rainpole.local [https:/fvrad1svriA rainpole.local [rainpole]

vRealize Automation Center Infrastructure Administration plug-in for v

» = vRO Configuration

> % NSX Description

» [l Dynamic Types

» Bl ssH

» [ Active Directory

» J vRO Multi-Node

> _,]vCenter Server

» @ HTTP-REST

» BH saL Pug-n T —
[h 7 X € = info v
Messages

e logs found

vRealize Business Installation in Region A

vRealize Business is an IT financial management tool that provides transparency and control over the
costs and quality of IT services, enabling alignment with the business and acceleration of IT
transformation.

Install vRealize Business and integrate it with vRealize Automation to continuously monitor the cost of
each individual Virtual Machine and the cost of their data center.

Deploy the vRealize Business Virtual Appliances in Region A

VMware vRealize Business provides capabilities that allow users to gain greater visibility into financial
aspects of their cloud infrastructure and let them optimize and improve these operations.

You deploy two instances of vRealize Business, a Server and a Data Collector. Repeat this procedure
twice to deploy the two appliances.
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Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Click Hosts and Clusters and navigate to the mgmt01vc01.sfo01.rainpole.local vCenter Server
object.

3 Right-click the mgmt01vc01.sfo01.rainpole.local object and select Deploy OVF Template.

4 On the Select template page, select Local file, browse to the location of the vRealize Business
virtual appliance .ova file on your file system, and click Next.

5 On the Select name and location page, enter the following information for the respective appliance
that you deploy and click Next.

Setting Value for Server Value for Data Collector
Name vra01bus01.rainpole.local  vra01buc01.sfo01.rainpole.local
Select a datacenter or folder vRAO01 VRAO1IAS

6 On the Select a resource page, select the SFO01-Mgmt01 cluster and click Next.

7 On the Review details page, examine the virtual appliance details, such as product, version,
download and disk size, and click Next.

8 On the Accept license agreements page, accept the end user license agreements and click Next.
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9 On the Select storage page, select the datastore.

a

Select vSAN Default Storage Policy from the VM storage policy drop-down menu.

b From the datastore table, select the SFO01A-VSAN01-MGMTO01 vSAN datastore and click Next.

#¢ Deploy OVF Template

(7]

1 Selecttemplate
2 Select name and location

3 Selecta resource

LT T 3

4 Review defails

" 5 Acceptlicense agreements

M setecisionge ]
' T Selectnetworks

+ 8 Customize template

' 9 Readyto complete

Select storage
Select location to store the files for the deployed template.

Select virtual disk format: | Thick provision lazy zeroed

L

WM storage policy: | Virtual SAN Default Storage Paolicy

Loz

[] Show datastores from Storage DRS clusters @

| Filter |

|‘ Datastores | Datastore Clusters

Mams

(=) B SFO01A-VSANOT-MGMTO1

1 afStatus

@ MNormal

Back

@
VM storage policy Capacity
Virtual SAN Defa... 8.65 TB
Next Finish

Cancel

® (am

10 On the Select networks page, select the appropriate network from the Destination drop-down

menu, and click Next.

Setting Value for Server

Network 1

11

Value for Data Collector

Ends with Mgmt-xRegion01-VXLAN  Ends with Mgmt-RegionA01-VXLAN

On the Customize template page, configure the following values and click Next.

Setting

Currency

Enable SSH service
Enable Server

Join the VMware Customer
Experience Improvement Program

Root user password
Default Gateway
Domain Name
Domain Name Servers
Domain Search Path
Network 1 IP Address

Network 1 Netmask

VMware, Inc.

Values for Server
usD

Selected

Selected

Selected

vrb_server_root_password

192.168.11.1

rainpole.local

172.16.11.4,172.17.11.4
rainpole.local,sfo01.rainpole.local,lax01.rainpole.local
192.168.11.66

255.255.255.0

Values for Data Collector

uUsD
Selected
Deselected

Selected

vrb_collector_root_pass
192.168.13.1
sfo01.rainpole.local
172.16.11.5,172.16.11.4
sfo01.rainpole.local
192.168.31.54

255.255.255.0

word
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8 Customize emplate

9 Readyto complete

#¢ Deploy OVF Template Zmw
+ 1 Selecttemplate Customize template
Customize the deployment properties ofthis software solution.

~/ 2 Selectname and location
~ 3 Selecta resource 0 Al properties have valid values Show next Collapse all
+ 4 Review detail:

eview defalls + Application 5 settings
~ 5 Ac li its

EE RIS ERIE Currency Please select currency
v 6 Selectstorage (Usp-usp.. |~ |
v 17 Selectnetworks -

Enable S5H service

Enable Server

Join the ViMware Customer
Experience Improvement
Program

Root user password

4

Metworking Properties

Default Gateway

Domain Name

Domain Name Servers

Domain Search Path

Network 1 IP Address

Metwork 1 Netmask

This will be used as an initial status of the SSH service in the appliance. You can change it later from the
appliance Web console.

%]
This will enable the server components of vRealize Business for Cloud.

M

Viiware's Customer Experience Improvement Program (*CEIP”) provides Vivware with information that enables
Wihware to improve its products and senvices, to fix problems, and to advise you on how best to deploy and use ou
products. As partofthe CEIP, Viviware collects technical information about your organization’s use of Viviware
products and senices on a regular basis in association with your organization's Viviware license key(s). This
information does not personally identify any individual

Additional information regarding the data collected through CEIP and the purposes for
which itis used by Viiware is setforth in the Trust and Assurance Center at hitp:/Awww.vmware.com/rustvmware/
ceip.html. Ifyou prefer not to participate in Viiware's CEIP for this product, you should uncheck the box below.
You may join or leave VWWhware's CEIP for this product at any time

M

Flease enterthe password for root user of the virtual appliance.

6 settings

The default gateway address for this VM. Leave blank if DHCP is desired
‘192.153 11

The domain name of this V. Leave blank if DHCF is desired
‘rainpcle local

The domain name server IP Addresses for this VM (comma separated). Leave blank if DHCP is desired.
‘1?2.18.11 417217114

The domain search path (comma or space separated domain names ) for this V. Leave blank if DHCP is desirec

‘rampcle local,sfo01 rainpole local lax01.rainpole local

The IP address for this interface. Leave blank if DHCP is desired.
‘192.153 11.66

The netmask or prefix for this interface. Leave blank if DHCP is desired
|255.255.255.(]

Back Next Cancel

12 On the Ready to complete page, review the configuration settings you specified and click Finish.

13 Change the vRealize Business virtual appliance memory size.

14
15

a

Right-click the vra01bus01.rainpole.local virtual machine and select Edit Settings.

Click Virtual Hardware, enter 8GB for Memory, and click OK.

Right-click the vra01buc01.sfo01.rainpole.local virtual machine and select Edit Settings.

Click Virtual Hardware, enter 2GB for Memory, and click OK.

Navigate to the new appliance and power on the VM.

Repeat this procedure to deploy the vRealize Business Data Collector
vra01buc01.sfo01.rainpole.local.
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Configure SSL Certificate for vRealize Business Server in Region A

Import the previously generated certificates for vRealize Business from the vRealize Business appliance
management console.

Prerequisites

Verify that you have access to the vRealize Business certificates. For more information, see "Use the
Certificate Generation Utility to Generate CA-Signed Certificates for the SDDC Management
Components" in the VMware Validated Design Planning and Preparation document.

Procedure
1 Log in to the vRealize Business Server appliance management console.
a Open a Web browser and go to https://vra0lbus01.rainpole.local:5480.

b Log in using the following credentials.

Setting Value
User name  root

Password vrb_server_root_password

2 Click the Administration tab and click SSL.

3 Onthe Replace SSL Certificate page, select Import PEM encoded Certificate from the Choose
mode drop down menu.

4 Enter the values from the previously-generated certificate for vRealize Business and click Replace
Certificate.

Use the vrb.key file as the RSA Private Key (.key) and the vrb. 3. pen file for the Certificate(s)
(.pem) entry. These files are in the vrb folder that you created during certificate generation.

Setting Value
Choose mode Import PEM encoded Certificate

RSA Private Key (.key)

Certificate(s) (.pem)

Private Key Passphrase vrb_cert_passphrase
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ogf vRealize Business for Cloud

Administration

| Administration | Time Seftings SSL

Choose mode

Common Name
Organization
Organizational Unit
Country Code

Replace SSL Certificate

[Import PEM encoded Certificats v |

[vra01bus01.rainpole.local

|
[Rainpole Inc. |
[Rainpole local |
E |

__ Upaate

Actions

Logout user root

Replace Certificate

Refresh

Serial 59000000732549dd9012bbd875000000000073

Fingerprint E3:98:ABAD:55:28:85:E1:90:65:09:0D:6D.A1:2A4:35.EB:GE:41:09
Valid since Mon Dec 05 17:11:03 UTC 2016

Valid to Wed Dec 05 17:11:03 UTC 2018

RSA Private Key (.pem)

Certificate(s) (.pem)

CERTIFICATE— p

Private Key Passphrase

5 \Verify that the certificate changed successfully.
A message appears that informs you that the SSL certificate was successfully configured.

6 Click the System tab and click Reboot for the changes to take effect.

Configure NTP for vRealize Business in Region A

Configure the network time protocol (NTP) on both vRealize business appliances from the virtual
appliance management interface (VAMI).

Perform the procedure on both vRealize Business Server and vRealize Business Data Collector virtual
appliances.

Host VAMI URL
Server https://vra01bus01.rainpole.local:5480

Data Collector  https://vraO1buc01.sfo0O1.rainpole.local:5480
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Procedure
1 Log in to the vRealize Business Server appliance management console.
a Open a Web browser and go to https://vra0lbus0l.rainpole.local:5480.

b Log in using the following credentials.

Setting Value
User name root
Password vrb_server_root_password
2 Configure the appliance to use a time server.
a Click the Administration tab and click Time Settings.

b On the Time Settings page, enter the following settings and click Save Settings.

Setting Value
Time Sync. Mode Use Time Server
Time Server #1 ntp.sfo01.rainpole.local

Time Server #2 ntp.lax01.rainpole.local

ogf vRealize Business for Cloud

Administration Logout user root

Administration TR S5L

Time Settings

Time Sync. Mode [Use Time Server v Actions

- | Save Setlings |
Time Server #1 |ntp.sf001.ralnpole.local
Time Server#2 [ntp.lax01.rainpole.local | Refresh |

Time Server #3 [
Time Server#4 |
Time Server#5 |

Current Time 12 Dec, 2016 19:27:42 UTC +0000

3 Repeat the procedure on the vRealize Business Data Collector virtual
appliance vra01buc01.sfo01.rainpole.local.

Integrate vRealize Business with vRealize Automation in Region A

To prepare vRealize Business for use, you must register the vRealize Business Server to vRealize
Automation by using the management interface.
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Procedure
1 Log in to the vRealize Business Server appliance management console.
a Open a Web browser and go to https://vra0lbus0l.rainpole.local:5480.

b Log in using the following credentials.

Setting Value
User name root
Password vrb_server_root_password

2 On the vRealize Automation tab, enter the following credentials to register with the vRealize
Automation server.

Setting Value

Hostname vra01svr01.rainpole.local
SSO Default Tenant rainpole

SSO Admin User administrator

SSO Admin Password vra_administrator_password

Accept "vRealize Automation” certificate Deselected

3 Click Register to connect to vRealize Automation and get its certificate.

A failure message appears at the top of the page. Wait until the SSO Status changes to The
certificate of "vRealize Automation" 1is not trusted. Please view and accept to
register.

4 Click the View "vRealize Automation” certificate link to download the vRealize Automation
certificate.

5 Select the Accept "vRealize Automation™ certificate check box and click Register.

SSO Status changes to Connected to vRealize Automation.

QQ-Q vRealize Business for Cloud

o

vRealize Automation Host and $S0O Credentials

Hostname* jvra01svr01.rainpole.local | Actions

S0 Default Tenant  [rainpole | | Register |
530 Admin User* fadministratar | | Unregister |
S50 Admin Password® [ | | . |
SS0 Status Connected fo vRealize Automation

Accept "vRealize Automation” cerificate
View "vRealize Automation” certificate
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Register the vRealize Business Data Collector with the Server in
Region A

After you integrate vRealize Business with vRealize Automation, you connect the two vRealize Business
appliances.

Because the tenant is configured in vRealize Automation, you register the vRealize Business Data
Collector appliance with the vRealize Business Server using the following procedure.

= Grant an added role to the tenant admin, enter product license key, and generate a one-time key from
VRealize Automation.

m  Register the Data Collector to the vRealize Business Server.

Procedure
1 Log in to the vRealize Automation Rainpole portal.
a Open a Web browser and go to https://vra0lsvr0l.rainpole.local/vcac/org/rainpole.

b Log in using the following credentials.

Setting Value
User name itac-tenantadmin
Password  itac-tenantadmin_password

Domain Rainpole.local

2 Navigate to Administration > Users & Groups > Directory Users & Groups.

3 In the search text box, enter ug—-ITAC-TenantAdmins.

Infrastructure Service Portal Welcome, TAC-TenantAdmin. | Preferences
Home Inbox Administration Infrasfructure Containers
i -ITAC-T: tAd =
S — Directory Users & Groups gITAC enantAdming &
You can view the Directory users and groups information.
Directory Users and Groups I_| ew Details
Hame Description Email
Custom Groups ﬂ ug-ITAC-TenantAdmins. .

Business Groups

4  Click the ug-ITAC-TenantAdmins group to edit its settings.

5 On the Edit Group page, in the Add Roles to this Group list, select the Business Management
Administrator role to add the role and click Finish.
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Infrastructure Service Portal Welcome, [TAC-TenantAdmin. | Preferences = Help

Administration Infrastructure Containers

Edit Group: ug-ITAC-TenantAdmins

¢ Administration

General Members Directory Groups Custom Groups Business Groups Entitled ltems
Directory Users and Groups

Custom Groups Name:  Ug-TAC-Tenantadmins Add Roles to this Group.

() Application Architect

Description: -~
Business Groups bt [ Approval Administrator

|# Business Management Administrator
] Business Management Controller
Domain:  rainpole local -

Tenant: rainpole Authorities Granted by Selected Roles.

Access Ul -

Access my tenant administration GUI.

Access my tenant directories, groups an...

6 Log out, and log in again by using the same credentials.
7 Assign a license to the vRealize Business solution.
a Click the Business Management tab.
b Under License, enter your serial number for vRealize Business and click Save.
8 Generate a one-time use key for connecting the two vRealize Business appliances.
a Navigate to Administration > Business Management.

b Expand the Manage Data Collector > Remote Data Collection section.
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¢ Click Generate a new one time use key.

d Save the one time use key as you need it at a later stage in the implementation sequence.

Infrastructure Service Portal Welcome, [TAC-TenantAdmin. | Preferences | Help  Logout

Home Inbox Administration Infrastructure Containers Business Management

» Manage Private Cloud Connections
Directories Management

» Manage Hybrid & Public Cloud Accounts

Users & G
ri R » Update Reference Database

Catalog Management » Support File

Property Dictionary » Update License

» vRealize Business Enterprise Integration
Reclamation

w Manage Data Collector
Branding
¥ Remote Data Collection

Dlaiicaiogs This is a ONE TIME use only key for vRE Data Collector machine/appliance to
register with vRealize Business for Cloud. The key is valid for next 20 minutes.

¥ Generate a new one time use key

VRO Configuration
Active Directory Policies

Business Management

9 Log in to the vRealize Business Data Collector console.
a Open a Web browser and go to https://vra0lbuc0l.sfo0l.rainpole.local:9443/dc-ui.

b Log in using the following credentials.

Setting Value
User name  root

Password vrb_collector_root_password
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10 Register the Data Collector with the vRealize Business Server.
a Expand the Registration with the vRealize Business Server section.

b  Enter the following values and click Register.

Setting Value
Enter the vRB Server Url  https://vra01bus01.rainpole.local

Enter the One Time Key  one_time_use_key

After you click Register, a warning message informs you that the certificate is not trusted.

vRealize Business for Cloud Data Collector

» Manage Private Cloud Connections
» Manage Hybrid & Public Cloud Accounts

w Registration with vRealize Business Server

You can connect your data collector with an existing vRE Server. You can have only one vRE
server registered ata time.

Registered vRB URL : vra01bus01 rainpole local

Register with vRealize Business

Enter the vRB Server Url: | https://vrzbusD1.rzinpole.local

The server URL must begin with hitps i/

Enter the One Time Key : FRTG-DERE-SWED-AQWS-GTYH

The OTK is found in the One Time Key tab in the vRB Server

Register

» Support File

¢ Click Install and click OK.

The vRealize Business appliances are now connected.

Connect vRealize Business with the Compute vCenter Server in
Region A

vRealize Business requires communication with the Compute vCenter Server to collect data from the
entire cluster. You perform this operation by using the vRealize Business Data Collector console.
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Procedure
1 Log in to the vRealize Business Data Collector console.
a Open a Web browser and go to https://vra0lbuc0l.sfo0l.rainpole.local:9443/dc-ui.

b Log in using the following credentials.

Setting Value
User name  root
Password vrb_collector_root_password
2 Click Manage Private Cloud Connections, select vCenter Server, and click the Add icon.

3 Inthe Add vCenter Server Connection dialog box, enter the following settings and click Save.

Setting Value

Name comp01vc01.sfo01.rainpole.local
vCenter Server comp01vc01.sfo01.rainpole.local
Username svc-vra@rainpole.local

Password svc_vra_password

Add vCenter Server Connections

Name: | compoivent.sfoni.rzinpole.local
vCenter Server: | compolvcn1.sfo0l.rainpole.local
Usemame: | sycurz@rainpolelocal

Password: |.eeeess J

4 In the SSL Certificate warning dialog box, click Install.

5 In the Success dialog box, click OK.

Cloud Management Platform Post-Installation Tasks in
Region A

After vRealize Automation and vRealize Orchestrator have been deployed, anti-affinity rules must be
created to enable HA protection for both services. Health monitors must be enabled to monitor the health
status of individual servers. The snapshots created during the vRealize Automation installation must also
be deleted.
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Create Anti-Affinity Rules for vRealize Automation and vRealize

Orchestrator Virtual Machines in Region A

After deploying the vRealize Automation and vRealize Orchestrator appliances, set up anti-affinity rules.

A VM-Host anti-affinity (or affinity) rule specifies a relationship between a group of virtual machines and a
group of hosts. Anti-affinity rules force specified virtual machines to remain apart during failover actions,

and are a requirement for high availability.

Perform the procedure six times to create six unique anti-affinity rules.

Table 3-4. Anti-affinity Rules for the Cloud Management Platform

Name Type

anti-affinity-rule-vra-svr Separate Virtual Machines
anti-affinity-rule-vra-iws ~ Separate Virtual Machines
anti-affinity-rule-vra-ims ~ Separate Virtual Machines
anti-affinity-rule-vra-dem  Separate Virtual Machines
anti-affinity-rule-vra-ias Separate Virtual Machines

anti-affinity-rule-vro Separate Virtual Machines

Procedure

Members

vraO1svrO1a.rainpole.local, vraO1svrO1b.rainpole.local
vraO1iws01a.rainpole.local, vra01iws01b.rainpole.local
vra01ims01a.rainpole.local, vra01ims01b.rainpole.local
vra01demO01.rainpole.local, vra01demO02.rainpole.local
vraO1ias01.sfo01.rainpole.local, vraO1ias02.sfo01.rainpole.local

vra01vroO1a.rainpole.local, vraO1vroO1b.rainpole.local

1 Login to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go

to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value

User name

Password

o a h~A W0 N

appliances.

administrator@vsphere.local

vsphere_admin_password

From the Home page, click Hosts and Clusters.

Under mgmt01vc01.sfo01.rainpole.local, click SFO01, and click SFO01-MgmtO01.
Click the Configure tab, and under Configuration, select VM/Host Rules.

Under VM/Host Rules, click Add to create a virtual machine anti-affinity rule.

In the Create VM/Host Rule dialog box, specify the first rule for the vRealize Automation virtual

a Inthe Name text box, enter anti-affinity-rule-vra-svr.

b  Select the Enable rule check box.
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C

d

Select Separate Virtual Machines from the Type drop-down menu.

Click Add, select the vra01svr01a.rainpole.local and vra01svr01b.rainpole.local virtual
machines, click OK, and click OK.

7 Repeat the procedure to configure the remaining anti-affinity rules.

Create VM Groups to Define the Startup Order of the Cloud
Management Platform in Region A

VM Groups allow you to define the startup order of virtual machines. The startup order you define
ensures that vSphere HA powers on virtual machines in the correct order.

Procedure

1 Log in to the Management vCenter Server by using the vSphere Web Client.

a

Open a Web browser and go
to https://mgmt01lvc0l.sfo0l.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 In the Navigator, select Host and Clusters and expand the mgmt01vc01.sfo01.rainpole.local tree.

3 Create a VM Group for the vRealize Automation laaS Database.

a

b

e

f

Select the SFO01-Mgmt01 cluster and click the Configure tab.
On the Configure page, click VM/Host Groups.
On the VM/Host Groups page, click the Add button.

In the Create VM/Host Group dialog, enter vRealize Automation IaaS Database in the
Name field, select VM Group from the Type drop down, and click the Add button.

In the Add VM/Host Group Member dialog, select vra01mssql01.rainpole.local and click OK.
Click OK to save the VM/Host Group.

4 Repeat step 3 to create the following VM/Host Groups.

VM/Host Group Name VM/Host Group Member

vRealize Automation Virtual Appliances vra01svrO1a.rainpole.local

vraO1svrO1b.rainpole.local

vRealize Automation laaS Web Servers  vraO1iws01a.rainpole.local

vra01iws01b.rainpole.local

vRealize Automation laaS Managers vra01ims01a.rainpole.local

vra01ims01b.rainpole.local
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VM/Host Group Name VM/Host Group Member

vRealize Automation laaS DEM Workers  vra01dem0O1.rainpole.local

vra01demO02.rainpole.local

vRealize Automation laaS Proxy Agents  vraO1ias01.sfo01.rainpole.local

vraO1ias02.sfo01.rainpole.local

vRealize Orchestrators vraO1vroO1a.rainpole.local

vra01vroO1b.rainpole.local

vRealize Business Servers vraO1bus01.rainpole.local

vRealize Business Remote Collectors vra01buc01.sfo01.rainpole.local

5 Create a rule to power on the vRealize Automation Database before the vRealize Automation Virtual
Appliances.

a Select the SFO01-Mgmt01 cluster and click the Configure tab.
b  On the Configure page, click VM/Host Rules.
¢ On the VM/Host Rules page, click the Add button.

d Inthe Create VM/Host Rule dialog, enter SDDC Cloud Management Platform 01 in the Name
field, ensure that the Enable Rule check box is selected, select Virtual Machines to Virtual
Machines from the Type drop down.

e Select vRealize Automation Database for the First restart VMs in VM group drop down list.
f  Select vRealize Orchestrators for the Then restart VMs in VM group drop down list
g Click OK to save the rule.

6 Repeat step 5 to create the following VM/Host Rules to ensure the correct restart order for your Cloud
Management Platform.

VM/Host Rule Name

SDDC Cloud Management Platform 02
SDDC Cloud Management Platform 03
SDDC Cloud Management Platform 04
SDDC Cloud Management Platform 05
SDDC Cloud Management Platform 06
SDDC Cloud Management Platform 07

SDDC Cloud Management Platform 08

First restart VMs in VM group
vRealize Orchestrators

vRealize Automation Virtual Appliances
vRealize Automation laaS Web Servers
vRealize Automation laaS Managers
vRealize Automation laaS Managers
vRealize Automation laaS Managers

vRealize Business Servers

Then restart VMs in VM group
vRealize Automation Virtual Appliances
vRealize Automation laaS Web Servers
vRealize Automation laaS Managers
vRealize Automation laaS DEM Workers
vRealize Automation laaS Proxy Agents
vRealize Business Servers

vRealize Business Remote Collectors

Enable Load Balancer Health Monitoring in Region A

Previously you disabled health monitoring for the SFOMGMT-LBO01 load balancer to complete
configuration of vRealize Automation. You may now re-enable health monitoring for the SFOMGMT-LBO01
load balancer.
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you perform this procedure multiple times to configure the health monitor, and to enable the second
member for the server pools as described in the following table.

Pool Name Monitor Enable Pool Member
vra-svr-443 vra-svr-443-monitor vraO1svrO1b
vra-svr-8444 vra-svr-443-monitor -

vra-iaas-web-443  vra-iaas-web-443-monitor  vraO1iws01b
vra-iaas-mgr-443  vra-iaas-mgr-443-monitor  vra01ims01b

vra-vro-8281 vra-vro-8281-monitor vra01vro01b

Procedure
1 Login to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Inthe Navigator, click Networking & Security, and select NSX Edges.

3 Select 172.16.11.65 from the NSX Manager drop-down menu, and double-click SFOMGMT-LB01 to
edit its settings.

4 Click the Manage tab, click Load Balancer, and select Pools.

5 From the pools table, select the vra-svr-443 server pool, and click Edit icon.

6 In the Edit Pool dialog box, configure the monitor, and enable the member that is not enabled.
a From the Monitors drop-down menu, select vra-svr-443-monitor.

b From the Members table, select vra01svr01b and click Edit icon.
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¢ Inthe Edit Member dialog box, select the Enable for State and click OK.

d Click OK to close the Edit Pool dialog box.

MName: *|waﬂ1sw01b

IP Address / VC Container: +|192.168.11.52 €)| Select
st
[4a3

Port:

Monitor Port: 443

Weight: [1

Max Connections: |0

Min Connections: |0

[ 0K H Cancel ]

7 Repeat the procedure to configure the health monitor and enable the second member for the
remaining server pools.

8 Click Show Pool Statistics and make sure all the server pools Status show as UP.
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Navigator

F | i SFOMGMTLBO1 | X & ¥y & [7] | {chActons ~

4 Back

_ SFOMGMT-LB0M

Summary  Monitor | Manage |

ISeﬂings | Firewall | DHCP‘ NAT| Routing | Load Balancer| VPN | SSL VPN-Plus | Grouping Objects

“

& 7 x Show Pool Statistics |Q -
Global Configuration S X
- Monitor ID
Application Profile| Pool and Member Status (x)
Service Monitoring Pool Status and Statistics h monitor-4
Fealll Hame et monitor-5
Virtual Servers pool-4 Vra-vro-8281 upP
monitor-6
icati ool-1 wra-svr-443 up
Application Rules | P monitor-4
pool-2 vra-iaas-weh-443 uUpP
pool-3 vra-iaas-mgr-443 UP
pool-5 vra-svr-8444 uUpP
Member Status and Statistics: 5 ftlems
Name IP Address Status Member 1D
| Q - |
Max Con... | Min Conn...
3 0 0
vra01svr01b 192.168. 1 443 443 0 0
2 items

Clean Up the vRealize Automation VM Snapshots in Region A

You made snapshots of each vRealize virtual machine during the vRealize Automation installation
process. After you successfully complete the installation, you can delete these snapshots.

you repeat this procedure to remove all of the vRealize Automation virtual machine snapshots you
created during the implementation. The virtual machine names and their respective folders are listed in

the following table.

Virtual Machines
vraO1svrO1a.rainpole.local
vraO1svrO1b.rainpole.local
vra01mssql01.rainpole.local
vra01iws01a.rainpole.local
vra01iws01b.rainpole.local
vra01ims01a.rainpole.local
vra01ims01b.rainpole.local
vra01demO1.rainpole.local
vra01dem02.rainpole.local
vraO1ias01.sfo01.rainpole.local

vraO1ias02.sfo01.rainpole.local
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vCenter Folder
VRAO1
VRAO1
VRAO1
VRAO1
VRAO1
VRAO1
VRAO1
VRAO1
VRAO1
VRAO1IAS

VRAO1IAS
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Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

From the Home page, click VMs and Templates.
In the Navigator, expand the mgmt01vc01.sfo01.rainpole.local > SFO01 > VRAO01 folder.
Right-click the vra01demO01.rainpole.local VM and select Snapshots > Manage Snapshots.

Select the Prior to vRA laaS Component Installation snapshot and click Delete icon.

o a A~ W DN

Repeat this procedure to remove all of the remaining vRealize Automation virtual machine snapshots.

Content Library Configuration in Region A

Content libraries are container objects for VM templates, vApp templates, and other types of files.
vSphere administrators can use the templates in the library to deploy virtual machines and vApps in the
vSphere inventory. Sharing templates and files across multiple vCenter Server instances in same or
different locations brings out consistency, compliance, efficiency, and automation in deploying workloads
at scale.

You create and manage a content library from a single vCenter Server instance, but you can share the
library items with other vCenter Server instances if HTTP(S) traffic is allowed between them.

Configure a Content Library in the First Compute vCenter Server
Instance in Region A

Create a content library and populate it with templates that you can use to deploy virtual machines in your
environment. Content libraries let you synchronize templates among different vCenter Server instances
so that all of the templates in your environment are consistent.

There is only one Compute vCenter Server in this VMware Validated Design, but if you deploy more
instances for use by the compute cluster they can also use this content library.
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Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 From the Home page, click Content Libraries and click the Create a new content library icon.
The New Content Library wizard opens.

3 On the Name page, specify the following settings and click Next.

Setting Value
Name SFO01-ContentLib01

vCenter Server comp01vc01.sfo01.rainpole.local

4 On the Configure content library page, specify the following settings, and click Next.

Setting Value

Local content library Selected

Publish externally Selected

Enable authentication  Selected

Password SFOO01-ContentLib01_password

5 On the Add storage page, click the Select a datastore radio button, select the SFO01A-NFS01-
VRALIBO01 datastore to store the content library, and click Next.

6 On the Ready to complete page, click Finish.

Import the Virtual Machine Template OVF Files in Region A

You can import OVF packages that you previously prepared to use as a template for deploying virtual
machines. The virtual machine templates that you add to the content library are used as vRealize
Automation blueprints.

You repeat this procedure three times to import the virtual machine templates listed in VM Templates to
ImportTable 3-5.
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Table 3-5. VM Templates to Import

VM Template Name Description
redhat6-enterprise-64 Red Hat Enterprise Server 6 (64-bit)
windows-2012r2-64 Windows Server 2012 R2 (64-bit)

windows-2012r2-64-sql2012  Windows Server 2012 R2 (64-bit)

Prerequisites

Verify that you have prepared the OVF templates, as specified in the Virtual Machine Template
Specifications section.

Procedure
1 Login to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc0l.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 From the Home page, click Content Libraries and click the Objects tab.

Navigator X [ Content Libraries
4 Content Libraries LO)]

[E® SFO01-ContentLib01

Gelting Started | Objects

B | @ | Gacvons ~
iame 1 al|Type Puslisned

[ER SFO01-ContentLib01 Local Yes

3 Right-click the content library SFO01-ContentLib01 and select Import Iltem.

4 Inthe Import Library Item dialog box, specify the settings for the first template and click OK.

Setting Value
Source file \redhat6-enterprise-64.ovf
Iltem name redhat6-enterprise-64

Notes Red Hat Enterprise Server 6 (64-bit)

5 Repeat the procedure to import the remaining virtual machine templates.

Tenant Content Creation in Region A

In order to provision virtual machines in the Compute vCenter, the tenant must be configured to utilize
compute resources within vCenter Server.
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Prerequisites

= Verify that a vCenter Server compute cluster has been deployed and configured. See Deploy and
Configure the Shared Edge and Compute Cluster Components in Region A.

= Verify that an NSX instance has been configured for use by the vCenter Server compute cluster.
See Deploy and Configure the Shared Edge and Compute Cluster NSX Instance in Region A.

= Proxy agents have been deployed.

Create Logical Switches for Business Groups in Region A

For each vCenter Server compute instance, you create three logical switches for each business group
which simulate networks for the web, database, and application tiers.

You repeat this procedure six times to create six logical switches. The "Logical Switch Names and
Descriptions" table lists the logical switch names, and the business group and tier to which you assign
each switch.

Table 3-6. Logical Switch Names and Descriptions

Logical Switch Name Description

Production-Web-VXLAN Logical switch for Web tier of Production Business Group
Production-DB-VXLAN Logical switch for Database tier of Production Business Group
Production-App-VXLAN Logical switch for Application tier of Production Business Group
Development-Web-VXLAN  Logical switch for Web tier of Development Business Group
Development-DB-VXLAN Logical switch for Database tier of Development Business Group

Development-App-VXLAN  Logical switch for Application tier of Development Business Group

Procedure
1 Log in to the Compute vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://comp0lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Create a logical switch.
a Click Networking & Security.
b In the Navigator, select Logical Switches.

¢ From the NSX Manager drop-down menu, select 172.16.11.66 as the NSX Manager.
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d Click the New Logical Switch icon.
The New Logical Switch dialog box appears.

e Inthe New Logical Switch dialog box, enter the following settings, and click OK.

Setting Value

Name Production-Web-VXLAN

Description Logical switch for Web tier of Production Business Group
Transport Zone Comp Universal Transport Zone

Replication Mode Hybrid

Enable IP Discovery Selected

Enable MAC Learning Deselected

A New Logical Switch 2 n

Name & [Production-\Web-VXLAN
Description Logical switch for Web tier of Production Business Group
Transport Zone %  Comp Universal Transport Zone Change Ren
Replication mode Multicast
Unicast
») Hybnid

| Enable MAC Learning

OK Cancel

3 Repeat this procedure to create the remaining logical switches.

Configure User Roles in vRealize Automation in Region A

Roles are sets pf privileges that you associate with users to determine what tasks they can perform.
Based on their responsibilities, individuals might have one or more roles associated with their user
account. All user roles are assigned within the context of a specific tenant. However, some roles in the
default tenant can manage system-wide configuration settings that apply to multiple tenants.

This procedure steps you through assigning roles to the ug-ITAC-TenantAdmins and ug-ITAC-
TenantArchitects users and groups.
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Procedure
1 Login to the vRealize Automation Rainpole portal.
a Open a Web browser and go to https://vra0lsvr0l.rainpole.local/vcac/org/rainpole.

b Log in using the following credentials.

Setting Value
User name ITAC-LocalRainpoleAdmin
Password itac-localrainpoleadmin_password

Domain vsphere.local

2 Click the Administration tab.
3 Navigate to Users & Groups > Directory Users and Groups.
4 Enter ug-ITAC-TenantAdmins in the search box and press Enter.

The ug-ITAC-TenantAdmins (ug-ITAC-TenantAdmins@rainpole.local) group name displays in
theName text box.

5 Click the user group name ug-ITAC-TenantAdmins (ug-ITAC-TenantAdmins@rainpole.local).

6 Inthe Add Roles to this Group list, select the Application Architect, Approval Administrator,
Container Administrator, Container Architect, Infrastructure Architect, Software
Architect, Tenant Administrator, and XaaS Architect check boxes, and click Finish.

7 Enter ug-ITAC-TenantArchitects in the Tenant Administrators search box and press Enter.

The ug-ITAC-TenantArchitects (ug-ITAC-TenantArchitects@rainpole.local) group name displays
in the Name text box.

8 Click the user group name ug-ITAC-TenantArchitects (ug-ITAC-
TenantArchitects@rainpole.local).

9 Inthe Add Roles to this Group list, select the Application Architect, Container Architect,
Infrastructure Architect, Software Architect, XaaS Architect check box, and click Finish.

Create Fabric Groups in Region A

laaS administrators can organize virtualization compute resources and cloud endpoints into fabric groups
by type and intent. One or more fabric administrators manage the resources in each fabric group.

Fabric administrators are responsible for creating reservations on the compute resources in their groups
to allocate fabric resources to specific business groups. Fabric groups are created in a specific tenant, but
their resources can be made available to users who belong to business groups in all tenants.
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Procedure
1 Login to the vRealize Automation Rainpole portal.
a Open a Web browser and go to https://vra0lsvr0l.rainpole.local/vcac/org/rainpole.

b Log in using the following credentials.

Setting Value
User name itac-tenantadmin
Password itac-tenantadmin_password

Domain rainpole.local

2 Select Infrastructure > Endpoints > Fabric Groups.

3 Click New Fabric Group, enter the following settings and click OK.

Setting Value
Name SFO Fabric Group

Fabric administrators  ug-ITAC-TenantAdmins@rainpole.local

Note You have not yet configured a vCenter Endpoint, so no compute resource is currently
available for you to select. You will configure the vCenter Endpoint later.

4 Log out of the vRealize Automation portal.

Create Machine Prefixes in Region A

As a fabric administrator, you create machine prefixes that are used to create names for machines
provisioned through vRealize Automation. Tenant administrators and business group managers select
these machine prefixes and assign them to provisioned machines through blueprints and business group
defaults.

Machine prefixes are shared across all tenants. Every business group has a default machine prefix. Every
blueprint must have a machine prefix or use the group default prefix. Fabric administrators are
responsible for managing machine prefixes. A prefix consists of a base name to be followed by a counter
of a specified number of digits. When the digits are all used, vRealize Automation rolls back to the first
number.
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Procedure
1 Login to the vRealize Automation Rainpole portal.
a Open a Web browser and go to https://vra0lsvr0l.rainpole.local/vcac/org/rainpole.

b Log in using the following credentials.

Setting Value
User name itac-tenantadmin
Password itac-tenantadmin_password

Domain rainpole.local

2 Select Infrastructure > Administration > Machine Prefixes.

3 Click the New icon to create a default machine prefix for the Production group using the following
settings, and click the Save icon.

Setting Value
Machine Prefix Prod-
Number of Digits 5

Next Number 1

4 Click the New icon to create a default machine prefix for the Development group using the following
settings, and click the Save icon.

Setting Value
Machine Prefix Dev-
Number of Digits 5

Next Number 1

Create Business Groups in Region A

Tenant administrators create business groups to associate a set of services and resources to a set of
users, that often correspond to a line of business, department, or other organizational unit. Users must
belong to a business group to request machines.

For this implementation create two business groups, the Production business group and the Development
business group.
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Procedure

1

10

Log in to the vRealize Automation Rainpole portal.
a Open a Web browser and go to https://vra0lsvr0l.rainpole.local/vcac/org/rainpole.

b Log in using the following credentials.

Setting Value
User name itac-tenantadmin
Password itac-tenantadmin_password
Domain rainpole.local
Navigate to Administration > Users and Groups > Business Groups.

Click the New icon.

On the General tab, enter the following values and click Next.

Setting Value
Name Production

Send Manager emails to  ITAC-TenantAdmin@rainpole.local

On the Members tab, enter ug-ITAC-TenantAdmins@rainpole.local in the Group manager role
text box, and click Next.

On the Infrastructure tab, select Prod- from the Default machine prefix drop-down menu and click
Finish.

Click the New icon.

On the General tab, configure the following values, and click Next.

Setting Value
Name Development
Send Manager emails to  ITAC-TenantAdmin@rainpole.local

On the Members tab, enter ug—-ITAC-TenantAdmins@rainpole.local in the Group manager
role text box and click Next.

On the Infrastructure tab, select Dev- from the Default machine prefix drop-down menu, and
click Finish.

Create Reservation Policies

You use reservation policies to group similar reservations together. Create the reservation policy tag first,
then add the policy to reservations to allow a tenant administrator or business group manager to use the
reservation policy in a blueprint.

VMware, Inc. 337



Deployment for Region A

When you request a machine, it can be provisioned on any reservation of the appropriate type that has
sufficient capacity for the machine. You can apply a reservation policy to a blueprint to restrict the
machines provisioned from that blueprint to a subset of available reservations. A reservation policy is
often used to collect resources into groups for different service levels, or to make a specific type of
resource easily available for a particular purpose. You can add multiple reservations to a reservation
policy, but a reservation can belong to only one policy. You can assign a single reservation policy to more
than one blueprint. A blueprint can have only one reservation policy. A reservation policy can include
reservations of different types, but only reservations that match the blueprint type are considered when
selecting a reservation for a particular request.

Procedure
1 Login to the vRealize Automation Rainpole portal.
a Open a Web browser and go to https://vradlsvr0l.rainpole.local/vcac/org/rainpole.

b Log in using the following credentials.

Setting Value
User name itac-tenantadmin
Password itac-tenantadmin_password

Domain rainpole.local

2 Navigate to Infrastructure > Reservation > Reservation Polices.

3 Click the New icon, configure the following settings, and click the Save icon.

Setting Value
Name SFO-Production-Policy

Description  Reservation policy for Production Business Group in SFO

4 Click the New icon, configure the following settings, and click the Save icon.

Setting Value
Name SFO-Development-Policy

Description  Reservation policy for Development Business Group in SFO

5 Click the New icon, configure the following settings, and click the Save icon.

Setting Value
Name SFO-Edge-Policy

Description  Reservation policy for Tenant Edge resources in SFO
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Create a vSphere Endpoint in vRealize Automation in Region A

To allow vRealize Automation to manage the infrastructure, laaS administrators create endpoints and
configure user credentials for those endpoints. When you create a vSphere Endpoint, vRealize
Automation can communicate with the vSphere environment and discover compute resources that are
managed by vCenter Server, collect data, and provision machines.

Procedure
1 Log in to the vRealize Automation Rainpole portal.
a Open a Web browser and go to https://vra0lsvr0l.rainpole.local/vcac/org/rainpole.

b Log in using the following credentials.

Setting Value
User name itac-tenantadmin
Password itac-tenantadmin_password

Domain rainpole.local

2 Navigate to Infrastructure > Endpoints > Credentials and click New.

3 On the Credentials page, configure the vRealize Automation credential for the administrator of
comp01vc01.sfo01.rainpole.local with the following settings, and click Save.

Setting Value

Name comp01vc01sfo01 admin

Description  Administrator of comp01vc01.sfo01.rainpole.local
User Name svc-vra@rainpole.local

Password svc_vra_password

4 Remain on the Credentials page and click New again.

5 Configure the NSX administrator credentials of comp01nsxm01.sfo01.rainpole.local with the following
settings, and click Save.

Setting Value

Name comp01nsxm01sfo01 admin

Description ~ Administrator of NSX Manager comp01nsxm01.sfo01.rainpole.local
User Name svc-vra@rainpole.local

Password svc_vra_password

6 Navigate to Infrastructure > Endpoints > Endpoints, and click New Virtual > vSphere (vCenter).
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7 On the New Endpoint - vSphere (vCenter) page, create a vSphere Endpoint with the following
settings, and click OK.

Setting Value

Name comp01vc01.sfo01.rainpole.local

Address https://comp01vc01.sfo01.rainpole.local/sdk
Credentials comp01vc01sfo01 admin

Specify manager for network and security platform  Selected
Address https://comp01nsxm01.sfo01.rainpole.local

Credentials comp01nsxm01sfo01 admin

Note The vSphere Endpoint Name must be identical to the name that you used to install the proxy
agent. See "Install laaS vSphere Proxy Agents."

Add Compute Resources to a Fabric Group in Region A

You allocate compute resources to fabric groups so that vRealize Automation can use the resources in
that compute resource for that fabric group when provisioning virtual machines.

Procedure
1 Login to the vRealize Automation Rainpole portal.
a Open a Web browser and go to https://vra0lsvr0l.rainpole.local/vcac/org/rainpole.

b Log in using the following credentials.

Setting Value
User name itac-tenantadmin
Password  itac-tenantadmin_password

Domain rainpole.local

2 Navigate to Infrastructure > End Points > Fabric Groups.

3 In the Name column, hover the mouse pointer over the fabric group name SFO Fabric Group, and
click Edit.
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Infrastructure Service Portal Welcome, [TAC-TenantAdmin. | Preferences | Help | Logout

Home Inbox Design Administration Infrastructure Confainers Business Management

Fabric Groups

Place compute resources in fabric groups and assign fabric administrators to manage them

< Infrastructure

Endpoints o New
Name -« Fabric Administrators Description Compute Resources

Credentials | | |

& SFO Fabric Group # Edt ntAdmins @rainpole.local

Agents
X Delete

Fabric Groups

I4 .|Page|1 of1] b | Displaying 1-10f 1

4 On the Edit Fabric Group page, select SFO01-Comp01 from the Compute resources table, and
click OK.

Note It might take several minutes for vRealize Automation to connect to the Compute vCenter
Server system and associated clusters. If you are still not able to see the compute cluster after
sufficient time has passed, try to restart both proxy agent services in the virtual

machines vraO1ias01.sfo01.rainpole.local and vraO1ias02.sfo01.rainpole.local.

5 Navigate to Infrastructure > Compute Resources > Compute Resources.

6 In the Compute Resource column, hover the mouse pointer over the compute cluster SFO01-
Comp01, and click Data Collection.

Infrastructure Service Portal Welcome, ITAC-TenantAdmin. | Preferences = Help = Logout

Home Inbox Design Administration Infrastructure Containers Business Management

Compute Resources

Manage compute resources, view or add reservations, and force rediscovery.

¢ Infrastructure

Compute Resources Columns = % Fiters ~ [Z Export ~
Quota Memory
. Data Agent Platform Machines Allocated Reserved
EBS Volumes B=ne Collecfion  Status WOTEREE N s WTRE R N e T %) T %) W
(Alloc/Res) (Res/Phys)
Q @ . ) wSphere
Q4 2] sFooi-compi # Edit comp0ivel.... {vtenter) (] 0 Toro 0GBaT0GE
ﬁ View Proxy Agent
&= Data Collection
4 »
[ 4 |Page1 o1 b b Displaying 1- 1 of 1

7 Click on the Request now buttons in each field on the page.

Wait a few seconds for the data collection process to complete.
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8 Click Refresh, and verify that Status for both Inventory and Network and Security Inventory
shows Succeeded.

Infrastructure Service Portal Welcome, [TAC-TenantAdmin. = Preferences | Help

Home Inbox Design Adminisiration Infrastructure Confainers Business Management

Data Collection

Wiew the status of the compute resource data collection

< Infrastructure

Compute Resources R —— -

EBS Volumes Name: SFO01-Comp01

Platform type: vSphere (vCenter)

Data collection: (@ On () Off

Inventory
Last completed: 12/13/2016 10:08 PM UTC+00:00
Status: Succeeded
Data collection: @ On () Off

~

Frequency (hours): | % (Leave blank for daily data collection)

Request now

Last completed: 12/13/2016 10:09 PM UTC+00:00

Status: Succeeded

Data collection: @ On () Off

Frequency (minutes): ‘ C (Leave blank for data collection every 15 minutes)
Request now
Refresh OK Cancel

Create External Network Profiles

Before members of a business group can request virtual machines, fabric administrators must create
network profiles to define the subnet and routing configuration for those virtual machines.

Each network profile is configured for a specific network port group or virtual network and specifies the IP
address and routing configuration for virtual machines that are provisioned to that network.

Prerequisites

Verify that the Create Logical Switches for Business Groups has been created.
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Procedure

1 Login to the vRealize Automation Rainpole portal.

a Open a Web browser and go to https://vradlsvr0l.rainpole.local/vcac/org/rainpole.

b Log in using the following credentials.

Setting Value
User name itac-tenantadmin
Password itac-tenantadmin_password

Domain Rainpole.local

2 Navigate to Infrastructure > Reservations > Network Profiles and click New > External.
3 On the New Network Profile - External page, specify the network profiles on the General tab.

a Add the values for the Production Group External network profile.

Setting Production Value
Name Ext-Net-Profile-Production
Description External Network profile for Production Business Group

IPAM endpoint  VMware
Subnet mask  255.255.255.0

Gateway 192.168.51.1

4 Click the DNS tab and enter the following values.

Setting Value
Primary DNS 172.16.11.4
Secondary DNS 172.16.11.5
DNS Suffix rainpole.local

DNS search suffixes rainpole.local

5 Click the Network Ranges tab and follow these steps.

a Click the New button.

b Enter the following values for the Production Business IP Range profile.

¢ Click OK.

Setting Production Value

Name Production

Description Static IP range for Production Group

Starting IP address  192.168.51.20

Ending IP address  192.168.51.250
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6 Verify that all the static IP addresses are added to the profile and click OK.

Create Reservations for the Compute Cluster in Region A

Before members of a business group can request machines, fabric administrators must allocate
resources to them by creating a reservation. Each reservation is configured for a specific business group
to grant them access to request machines on a specified compute resource.

Perform this procedure twice to create reservations for both the Production and Development business
groups.

Group Name
Production SFO01-Comp01-Prod-Res01

Development SFOO01-Comp01-Dev-Res01
Procedure
1 Login to the vRealize Automation Rainpole portal.
a Open a Web browser and go to https://vradlsvr0l.rainpole.local/vcac/org/rainpole.

b Log in using the following credentials.

Setting Value
User name itac-tenantadmin
Password itac-tenantadmin_password

Domain rainpole.local

2 Navigate to Infrastructure > Reservations > Reservations, and click New > vSphere (vCenter).

3 Onthe New Reservation - vSphere (vCenter) page, click the General tab and configure the
following values.

Setting Production Group Value Development Group Value
Name SFO01-Comp01-Prod-Res01  SFO01-Comp01-Dev-Res01
Tenant rainpole rainpole

Business Group Production Development

Reservation Policy SFO-Production-Policy SFO-Development-Policy
Priority 100 100

Enable This Reservation  Selected Selected

4 On the New Reservation - vSphere (vCenter) page, click the Resources tab.

a Select SFO01-Comp01(comp01vc01.sfo01.rainpole.local) from the Compute resource drop-
down menu.

b Inthe This Reservation column of the Memory (GB) table, enter 200.
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¢ Inthe Storage (GB) table, select the check box for datastore DS-NFS-Primary-HIGH, and enter
2000 in the This Reservation Reserved text box, enter 1 in the Priority text box, and click OK.

d Inthe Storage (GB) table, select the check box for datastore DS-NFS-Primary-MED, and enter
2000 in the This Reservation Reserved text box, enter 2 in the Priority text box, and click OK.

e Inthe Storage (GB) table, select the check box for datastore DS-NFS-Primary-LOW, and enter
2000 in the This Reservation Reserved text box, enter 3 in the Priority text box, and click OK.

f  Select User-VMRPO01 from the Resource pool drop-down menu.

5 On the New Reservation - vSphere (vCenter) page, click the Network tab.

6 On the Network tab, select the network path check boxes listed in the table below from the Network
Paths list, and select the corresponding network profile from the Network Profile drop-down menu
for the business group whose reservation you are configuring.

a Configure the Production Business Group with the following values.

Production Network Path Production Group Network Profile

vxw-dvs-xxxxx-Production-VXLAN  Ext-Net-Profile-Production

7 Click OK to save the reservation.

Create Reservations for the User Edge Resources in Region A

Before members of a business group can request virtual machines, fabric administrators must allocate
resources to that business group by creating a reservation. Each reservation is configured for a specific
business group to grant them access to request virtual machines on a specified compute resource.

Perform this procedure twice to create Edge reservations for both the Production and Development
business groups.

Group Name
Production SFO01-Edge01-Prod-Res01

Development SFOO01-Edge01-Dev-Res01

Procedure
1 Login to the vRealize Automation Rainpole portal.
a Open a Web browser and go to https://vra0lsvr0l.rainpole.local/vcac/org/rainpole.

b Log in using the following credentials.

Setting Value
User name itac-tenantadmin
Password itac-tenantadmin_password

Domain rainpole.local
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2 Navigate to Infrastructure > Reservations > Reservations, and click New > vSphere (vCenter).

3 Onthe New Reservation - vSphere (vCenter) page, click the General tab, and configure the
following values for your business group.

Setting Production Group Value Development Group Value
Name SFO01-Edge01-Prod-Res01 SFO01-Edge01-Dev-Res01
Tenant rainpole rainpole

Business Group Production Development

Reservation Policy SFO-Edge-Policy SFO-Edge-Policy

Priority 100 100

Enable This Reservation = Selected Selected

4 On the New Reservation - vSphere (vCenter) page, click the Resources tab.

a Select SFO01-Comp01(comp01vc01.sfo01.rainpole.local) from the Compute resource drop-
down menu.

b Enter 200 in the This Reservation column of the Memory (GB) table.

¢ Inthe Storage (GB) table, select the check box for datastore SFO01A-VSAN01-COMPO01, enter
2000 in the This Reservation Reserved text box, enter 1 in the Priority text box, and click OK.

d Select User-EdgeRP01 from the Resource pool drop-down menu.

Infrastructure Service Portal Welcome, ITAC-TenantAdmin. | Preferences = Help = Logout

Home Catalog Hems Requests Inbox Design Administrafion Infrastructure Containers Business Management

New Reservation - vSphere (vCenter)

< Infrastructure
Create a reservation to allocate provisioning resources 1o a busingss group in a tenant. You also can copy an existing reservation to use as a starting point

Key Pairs Copy from existing reservation: |--i-;"- tem to copy— v
Reservations General | Resources | Network = Properies = Aleris
Reservation Policies * Compute resource: ‘SFOM—Cnmpm (comp01vec01.5fo01 rainpole. v

Machine quota: ‘ Unlimited 5 | @
Network Profiles

*Memory (GB):  Physical Total Reserved Total Allocated This Reservation

1024 200 0 200 3
* Storage (GB): Total This Reservation  This Reservation " "
Storage Path Physical = Free R —— — Priority | Disabled

[ @ SFODIA-NFSO1-VRALIBOT 1008 74 )
rd @ SFOD1A-VSANOI-COMPO1 8853 8309 40000 2000 0 1

Resource pool: |User-EdgeRP01 h

oK Cancel

5 On the New Reservation - vSphere (vCenter) page, click the Network tab.
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6 On the Network tab, select the network path check boxes listed in the table below from the Network
Paths list, and select the corresponding network profile from the Network Profile drop-down menu
for the business group whose reservation you are configuring.

Production Business Group

Production Port Group Production Network Profile
vxw-dvs-xxxxx-Production-Web-VXLAN  Ext-Net-Profile-Production-Web
vxw-dvs-xxxxx-Production-DB-VXLAN Ext-Net-Profile-Production-DB

vxw-dvs-xxxxx-Production-App-VXLAN  Ext-Net-Profile-Production-App

Development Business Group

Development Port Group Development Network Profile
vxw-dvs-xxxxx-Development-Web-VXLAN  Ext-Net-Profile-Development-Web
vxw-dvs-xxxxx-Development-DB-VXLAN Ext-Net-Profile-Development-DB

vxw-dvs-xxxxx-Development-App-VXLAN  Ext-Net-Profile-Development-App

Infrastructure Service Portal Welcome, ITAC-TenantAdmin. ~ Preferences = Help = Logout

Home Catalog Hems Requests Inbox Design Administration Infrastructure Confainers Business Management

New Reservation - vSphere (vCenter)

¢ Infrastructure
Create a reservation to allocate provisioning resources 1o a business group in a tenant. You also can copy an existing reservation 1o use as a starting point
Key Pairs Copy from existing reservation: niter py -
Reservations General Resources Network  Properties  Alerts

- [F] vDS-Compd1-vMotion
Reservation Policies

VDS-Comp01-VSAN

o

Network Profiles [[] wxw-dvs-19-universalwire-1-sid-20000-Universal Transit Network
[#] wxw-dvs-19-universakiire-2-sid-20001-Production-Web-VXLAN Ext-Net-Profile-Production-Web v
[¥] wxw-dvs-19-universalire-3-sii-20002-Production-DB-VXLAN Ext-Net-Profile-Production-DB v
[#) wxw-dvs-19-universalvire-4-sid-20003-Production-App-VXLAN Ext-Net-Profile-Production-App v

wxw-dvs-19-univers alwire-5-sid-20004-Development-Web-VXLAN

wxw-@vs-19-univers akvire-6-sid-20005-Development-DB-VXLAN
] wxw-dvs-19-universahvire-T-sid-20006-Development-App-VXLAN
wxwi-dvs-19-virtuahvire- 1-5id-5000-Global Transit Network

wewrmknicPg-dvs- 19-3044-29 1faecc-4T12-47Te-8d3b-8a853c ae2bcS
Advanced Settings

Transport zone: v

oK Cancel

7 Click OK to save the reservation.

8 Repeat the procedure to create a Edge reservation for the Development Business Group.
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Create Customization Specifications in Compute vCenter Server in

Region A

Create two customization specifications, one for Linux and one for Windows, for use by the virtual
machines you will deploy. Customization specifications are XML files that contain system configuration
settings for the guest operating systems used by virtual machines. When you apply a specification to a
guest operating system during virtual machine cloning or deployment, you prevent conflicts that might
result if you deploy virtual machines with identical settings, such as duplicate computer names.

You will later use the customization specifications you create when you create blueprints for use with
vRealize Automation.

Create a Customization Specification for Linux in Region A

Create a Linux guest operating system specification that you can apply when you create blueprints for

use with vRealize Automation. This customization specification can be used to customize virtual machine

guest operating systems when provisioning new virtual machines from vRealize Automation.

Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://comp01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value

User name administrator@vsphere.local

Password vsphere_admin_password
2 Navigate to Home > Operations and Policies > Customization Specification Manager.
3 Select the vCenter Server comp01vc01.sfo01.rainpole.local from the drop-down menu.
4 Click the Create a new specification icon.

The New VM Guest Customization Spec wizard appears.

5 On the Specify Properties page, select Linux from the Target VM Operating System drop-down

menu, enter itac-1inux-custom-spec for the Customization Spec Name, and click Next.

6 On the Set Computer Name page, select Use the virtual machine name, enter
sfo0l.rainpole.local in the Domain Name text box and click Next.

VMware, Inc.
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10

On the Time Zone page, specify the time zone as shown in the table below for the virtual machine,
and click Next.

Setting Value
Area America
Location Los Angeles

Hardware Clock Set To  Local Time

On the Configure Network page, click Next.
On the Enter DNS and domain settings page, leave the default settings, and click Next.
Click Finish to save your changes.

The customization specification that you created is listed in the Customization Specification
Manager.

Create a Customization Specification for Windows in Region A

Create a Windows guest operating system specification that you can apply when you create blueprints for
use with vRealize Automation. This customization specification can be used to customize virtual machine
guest operating systems when provisioning new virtual machines from vRealize Automation.

Procedure

1

Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://comp01lvc0l.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value

User name administrator@vsphere.local

Password vsphere_admin_password
Navigate to Home > Operations and Policies > Customization Specification Manager.
Select the vCenter Server comp01vc01.sfo01.rainpole.local from the drop-down menu.
Click the Create a new specification icon.
The New VM Guest Customization wizard appears.

On the Specify Properties page, select Windows from the Target VM Operating System drop-
down menu, enter itac-windows-joindomain-custom-spec for the Customization Spec Name,
and click Next.

On the Set Registration Information page, enter Rainpole for the virtual machine owner’s Name
and Organization, and click Next.
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7 On the Set Computer Name page, select Use the virtual machine name, and click Next.
The operating system uses this name to identify itself on the network.

8 On the Enter Windows License page, provide licensing information for the Windows operating
system, enter the volume_1l1icense_key, and click Next.

9 Specify the administrator password for use with the virtual machine, and click Next.

10 On the Time Zone page, select (GMT-08:00) Pacific Time(US & Canada), and click Next.
11 On the Run Once page, click Next.

12 On the Configure Network page, click Next.

13 On the Set Workgroup or Domain page, select Windows Server Domain, configure the following
settings, and click Next.

Setting Value

Domain sfo01.rainpole.local
User name  SFOO1\administrator
Password admin_pwd

14 On the Set Operating System Options page, select Generate New Security ID (SID), and
click Next.

15 Click Finish to save your changes.

The customization specification that you created is listed in the Customization Specification
Manager.

Create Virtual Machines Using VM Templates in the Content
Library in Region A

vRealize Automation cannot directly access virtual machine templates in the content library. You must
create a virtual machine using the virtual machine templates in the content library, then convert the
template in vCenter Server. Perform this procedure on all vCenter Server compute clusters that you add
to vRealize Automation, including the first vCenter Server compute instance.

Repeat this procedure three times for each of the VM Templates in the content library. The table below
lists the VM Templates and the guest OS each template uses to create a virtual machine.

VM Template Name Guest OS
redhat6-enterprise-64 Red Hat Enterprise Server 6 (64-bit)
windows-2012r2-64 Windows Server 2012 R2 (64-bit)

windows-2012r2-64-sql2012  Windows Server 2012 R2 (64-bit)
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Procedure
1 Login to the vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://comp01lvc0l.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local

Password vsphere_admin_password

2 Navigate to Home > VMs and Templates.
3 Expand the comp01vc01.sfo01.rainpole.local vCenter Server.
4 Right-click the SFO01 data center and select New Folder > New VM and Template Folder.
5 Create a new folder and label it VM Templates.
6 Navigate to Home > Content Libraries.
7 Click SFO01-ContentLib01 > Templates.
8 Right-click the VM Template redhat6-enterprice-64 and click New VM from This Template.
vmware* vSphere Web Client A= Updated at429PM {) | Administrator@VSPHERELOCAL ~ | Help ~
Navigator X | [ SFOO1-ContentLib01  [¢l | {g}Actions ~ |
4 Back _’\ Gefting Started Summary Configure | Templates | Other Types
A
|&] Templates )| Templates
Lj Other Types [ 0 @\mpnnltem @]Newwmm Library. @Ex‘nonllem @Acnnns - (B (q Filter -
Templates Name 1a|Type Stored Content Locally Guest OS5
‘Eﬂr dhats-enterpris .64 ‘@T] redhaté-enterprise-64 VM Template Yes Red Hat Entery
e redhatb-enterprise- 4 [@) Actions - redhats-enterprise-54__ 6uis-201212-64 VM Template Yes
andows—2012r2—54 0\'.'5-2012r2-64-sql2012 VM Template Yes Microsoft Wind
(&) windows-2012r2-64-5q12012 @ Update tem
[B Exportitem
[y Cilone tem...
Rename.
Edit Notes...
Tags o
¥ Delete l " 3 Objects [ Export [ Copy~

The New Virtual Machine from Content Library wizard opens.

9 On the Select name and location page, use the same template name.

Note Use the same template name to create a common service catalog that works across different
vCenter Server instances within your datacenter environment.

10 Select VM Templates as the folder for this virtual machine, and click Next.
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11

12
13

14

15

16

On the Select a resource page, expand cluster SFO01-Comp01 and select resouce pool User-
VMRPO1.

On the Review details page, verify the template details and click Next.

On the Select storage page, select the SFO01A-NFS01-VRALIBO01 datastore and select Thin
Provision from the Select virtual disk format drop-down menu.

On the Select networks page, select vDS-Comp01-Management for the Destination Network, and
click Next.

Note vRealize Automation will change the network according to the blueprint configuration.

On the Ready to complete page, review the configurations that you made for the virtual machine,
and click Finish.

A new task for creating the virtual machine appears in the Recent Tasks pane. After the task is
complete, the new virtual machine is created.

Repeat this procedure for all of the VM Templates in the content library.

Convert the Virtual Machine to a VM Template in Region A

You can convert a virtual machine directly to a template instead of making a copy by cloning.

Repeat this procedure for each of the VM Templates in the content library. The table below lists the VM
Templates and the guest OS that each template uses to create a virtual machine.

VM Template Name Guest OS
redhat6-enterprise-64 Red Hat Enterprise Server 6 (64-bit)
windows-2012r2-64 Windows Server 2012 R2 (64-bit)

windows-2012r2-64-sql2012  Windows Server 2012 R2 (64-bit)

Procedure

1

2
3

Log in to the Compute vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://comp01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

Navigate to Home > VMs and Templates.

In the Navigator pane, expand comp01vc01.sfo01.rainpole.local > SFO01 > VM Templates.
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4 Right-click the redhat6-enterprise-64 virtual machine located in the VM Templates folder, and
click Template > Convert to Template.

5 Click Yes to confirm the template conversion.

6 Repeat this procedure for all of the VM Templates in the content library, verifying that each VM
Template appears in the VM Templates folder.

Configure Single Machine Blueprints in Region A

Virtual machine blueprints determine a machine’s attributes, the manner in which it is provisioned, and its
policy and management settings.

Create a Service Catalog in Region A

A service catalog provides a common interface for consumers of IT services to request services, track
their requests, and manage their provisioned service items.

Procedure

1 Login to the vRealize Automation Rainpole portal.

a Open a Web browser and go to https://vradlsvr0l.rainpole.local/vcac/org/rainpole.

b Log in using the following credentials.

Setting
User name
Password

Domain

2 Navigate to the Administration tab, click Catalog Management > Services, and click New.

Value

itac-tenantadmin

itac-tenantadmin_password

rainpole.local

The New Service page appears.

3 Inthe New Service page, configure the following settings and click OK.

Setting
Name
Description
Status

Icon

Status

Hours

Owner
Support Team

Change Window

VMware, Inc.

Value

SFO Service Catalog
Default setting (blank)
Active

Default setting (blank)
Default setting (blank)
Default setting (blank)
Default setting (blank)
Default setting (blank)

Default setting (blank)
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Create Entitlements for Business Groups in Region A

You add a service, catalog item, or action to an entitlement, allowing the users and groups identified in the
entitlement to request provisionable items in the service catalog. The entitlement allows members of a
particular business group (for example, the Production business group) to use the blueprint. Without the
entitlement, users cannot use the blueprint.

Perform this procedure twice to create entitlements for both the Production and Development business
groups.

Entitlement Name Status Business Group User & Groups
Prod-SingleVM-Entitlement  Active  Production ug-ITAC-TenantAdmins
Dev-SingleVM-Entitlement ~ Active = Development ug-ITAC-TenantAdmins
Procedure

1 Login to the vRealize Automation Rainpole portal.
a Open a Web browser and go to https://vra0lsvr0l.rainpole.local/vcac/org/rainpole.

b Log in using the following credentials.

Setting Value
User name itac-tenantadmin
Password itac-tenantadmin_password
Domain rainpole.local
2 Click the Administration tab, and click Catalog Management > Entitlements.
3 Click New.
The New Entitlement page appears.

4 On the New Entitlement page, select the Details tab, configure the following values, and click Next.

Setting Production Value Development Value
Name Prod-SingleVM-Entitlement  Dev-SingleVM-Entitlement
Description Default setting (blank) Default setting (blank)
Expiration Date Default setting (blank) Default setting (blank)
Status Active Active

Business Group Production Development

All Users and Groups  Unselected Unselected

Users & Groups ug-ITAC-TenantAdmins ug-ITAC-TenantAdmins
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5 Click the Items & Approvals tab.

a On the Entitlement Actions page, click the Add Action icon and add the following actions.

m  Connect using RDP (Machine)
= Power Cycle (Machine)

m  Power Off (Machine)

= Power On (Machine)

m  Reboot (Machine)

= Shutdown (Machine)

b  Click Finish.

New Entitlement

Items & Approvals

Seleci the senices, itemns, and aclions to include in this enfilement. With the exceplion of actions and blueprini companents, entitled flems appear in the senvice calalog. Acions are available only afler items are provisicned. To
apply different levels of govemance, you can configure individual services, tems, and actions with aifferent approval policies. You can change the approval policies associated with entied items at any time

Entitled Services s ) Entitled llems o ) Entitled Actions s

[ Actions only apply o tems defined in this entitiemeant

Name Appraval Policy Name Approval Podcy
No data selected No data selected Mame

Connect using RDF (Maching}

Power Cyck (Maching)

Powar Off (Machine)

Power On (Maching)

Rsboot (Machine)

Shutdown (WMaching)

6 Repeat this procedure to create an entitlement for the Development business group.

Use the same Entitled Actions as for the Production business group.

Create a Single Machine Blueprint in Region A

Approval Policy
nonej
(none}
nonej
(none}
nonej

(none}

Create a blueprint for cloning the windows-2012r2-64 virtual machine using the specified resources on
the Compute vCenter Server. Tenants can later use this blueprint for automatic provisioning. A blueprint
is the complete specification for a virtual, cloud, or physical machine. Blueprints determine a machine's

attributes, the manner in which it is provisioned, and its policy and management settings.

Repeat this procedure to create the following six blueprints.

Reservation Service
Blueprint Name VM Template Policy Catalog
Windows Server windows-2012r2-64 SFO-Production- SFO Service
2012 R2 - SFO (comp01vc01.sfo01.rainpole.local) Policy Catalog
Prod
Windows Server windows-2012r2-64 SFO- SFO Service
2012 R2-SFO Dev  (compO1vc01.sfo01.rainpole.local) Development- Catalog
Policy
VMware, Inc.

Add to
Entitlement

Prod-SingleVM-
Entitlement

Dev-SingleVM-
Entitlement
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Blueprint Name

Windows Server
2012 R2 With
SQL2012 - SFO
Prod

Windows Server
2012 R2 With
SQL2012 - SFO
Dev

Redhat Enterprise
Linux 6 - SFO Prod

Redhat Enterprise
Linux 6 - SFO Dev

Procedure

VM Template

windows-2012r2-64-
sq12012(comp01vc01.sfo01.rainpole.local)

windows-2012r2-64-
sq12012(comp01vc01.sfo01.rainpole.local)

redhat6-
enterprise-64(comp01vc01.sfo01.rainpole.local)

redhat6-
enterprise-64(comp01vc01.sfo01.rainpole.local)

1 Login to the vRealize Automation Rainpole portal.

Reservation
Policy

SFO-Production-
Policy

SFO-
Development-
Policy

SFO-Production-
Policy

SFO-
Development-
Policy

Service
Catalog

SFO Service
Catalog

SFO Service
Catalog

SFO Service
Catalog

SFO Service
Catalog

Add to
Entitlement

Prod-SingleVM-
Entitlement

Dev-SingleVM-
Entitlement

Prod-SingleVM-
Entitlement

Dev-SingleVM-
Entitlement

a Open a Web browser and go to https://vradlsvr0l.rainpole.local/vcac/org/rainpole.

b Log in using the following credentials.

Setting
User name
Password

Domain

Value
itac-tenantadmin
itac-tenantadmin_password

rainpole.local

2 Navigate to Design > Blueprints.

3 Click New.

4 In the New Blueprint dialog box, configure the following settings on the General tab. Click OK.

Setting
Name

Archive (days)

Deployment limit

Minimum

Maximum

Value

Windows Server 2012 R2 - SFO Prod
15

Default setting (blank)

30

270

5 Select and drag the vSphere Machine icon to Design Canvas.
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6 Click the General tab, configure the following settings, and click Save.

Setting
ID

Description

Default
Default setting (vSphere_Machine_1)

Default setting (blank)

Display location on request Deselected

Reservation policy
Machine prefix
Minimum

Maximum

Infrastructure Service Portal

SFO-Production-Policy
Use group default
Default setting (blank)

Default setting (blank)

New Blueprint: Windows Server 2012 R2 - SFO Prod &

Categories
B Machine Types
- Software Components
m Blueprints
© Network & Security
g Xaas

4% Containers

& Other Components

Amazon Machine
ﬁ( Azure Machine
»}} Citrix XenServer Machine
& Generic Virtual Machine
& HyperV Machine
& KVM (RHEV) Machine
© Openstack Machine
¥ SCVMM Machine
& vCloud Air Machine

& vCloud Director Machine

Design Canvas

¥ vSphere_Mach... X

vSphere_Machine_1

General  Build Information ~ Machine Resources €p  Storage  Network  Security  Properties
Q *ID: |vSphere_Machine_1

Description:

[F] Display location on request @

Reservation policy: | SFO-Production-Policy v 0
Machine prefix: |Use group default v 0
Minimum Maximum
* Instances: 123 120
-
Save Finish

7 Click the Build Information tab, configure the following settings, and click Save.

Setting

Blueprint type

Action

Provisioning workflow
Clone from

Customization spec

VMware, Inc.

Value

Server

Clone

CloneWorkflow
windows-2012r2-64 template

itac-windows-joindomain-custom-spec

Welcome, [TAC-TenantAdmin. = Preferences = Help

@ Q

Cancel

Logout
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8 Click the Machine Resources tab, configure the following settings, and click Save.

Setting Minimum Maximum

CPU 2 4

Memory (MB): 4096 16384

Storage Default setting (blank) Default setting (60)

9 Click the Network tab.

a Select Network & Security in the Categories section to display the list of available network and

security components.

b Select the Existing Network component and drag it onto the design canvas.

¢ Click in the Existing network text box and select the Ext-Net-Profile-Production-Web network

profile.

Blueprint Name
Windows Server 2012 R2 - SFO Prod

Windows Server 2012 R2 - SFO Dev

Windows Server 2012 R2 With SQL2012 - SFO Prod

Windows Server 2012 R2 With SQL2012 - SFO Dev

Redhat Enterprise Linux 6 - SFO Prod

Redhat Enterprise Linux 6 - SFO Dev

d Click Save.

Existing network
Ext-Net-Profile-Production-Web
Ext-Net-Profile-Development-Web
Ext-Net-Profile-Production-DB
Ext-Net-Profile-Development-DB
Ext-Net-Profile-Production-App

Ext-Net-Profile-Development-App

e Select vSphere_Machine properties from the design canvas.
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f  Select the Network tab, click New, and configure the following settings. Click OK.

Network Assignment Type Address

ExtNetProfileProductionWeb Static IP Default setting (blank)
ExtNetProfileDevelopmentWeb  Static IP Default setting (blank)
ExtNetProfileProductionDB Static IP Default setting (blank)
ExtNetProfileDevelopmentDB Static IP Default setting (blank)
ExtNetProfileProductionApp Static IP Default setting (blank)
ExtNetProfileDevelopmentApp  Static IP Default setting (blank)

Infrastructure Service Portal Welcome, [TAC-TenantAdmin. = Preferences  Help  Logout

Edit Blueprint: Windows Server 2012 R2 - SFO Prod
Categories Design Canvas ®Q
@6 Machine Types

¥ vSphere_Mach... X
i Software Components

m Blueprints
Q Network & Security D
-
g Xaas
.= Containers vSphere_Machine_1
& Other Components General  Build Information ~ Machine Resources ~ Storage = Network  Security ~ Properties
Q & New & Edit | X Delete
4  ID~ Network Assignment Type Address Load Balancing Custom Properties
@ Container Network
0 ExtNetProfieProducti..  Static IP &
e Existing Network
Existing Security Group
Existing Security Tag
& On-Demand Load Balancer
B, On-Demand NAT Network
Q On-Demand Routed Network
© On-Demand Security Group
Maximum network adapters: 0

Save Finish Cancel

g Click Finish to save the blueprint.
10 Select the blueprint Windows Server 2012 R2 - SFO Prod and click Publish.

11 Repeat this procedure to create additional blueprints.

Configure Entitlements for Blueprints in Region A

You entitle users to the actions and items that belong to the service catalog by associating each blueprint
with an entitlement.

Repeat this procedure to associate the blueprints with their entitlement.
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Reservation Service Add to
Blueprint Name VM Template Policy Catalog Entitlement
Windows Server windows-2012r2-64 SFO-Production-  SFO Service  Prod-SingleVM-
2012 R2 - SFO (comp01vc01.sfo01.rainpole.local) Policy Catalog Entitlement
Prod
Redhat Enterprise  redhat6- SFO-Production-  SFO Service  Prod-SingleVM-
Linux 6 - SFO Prod  enterprise-64(comp01vc01.sfo01.rainpole.local) Policy Catalog Entitlement
Procedure
1 Log in to the vRealize Automation Rainpole portal.

a Open a Web browser and go to https://vradlsvr0l.rainpole.local/vcac/org/rainpole.

b Log in using the following credentials.

Setting Value
User name itac-tenantadmin
Password itac-tenantadmin_password

Domain rainpole.local

Select the Administration tab and navigate to Catalog Management > Catalog ltems.

On the Catalog Items pane, select the Windows Server 2012 R2 - SFO Prod blueprint in the
Catalog Items list and click Configure.

On the General tab of the Configure Catalog Item dialog box, select SFO Service Catalog from
the Service drop-down menu, and click OK.

Infrastructure Service Portal Welcome, ITAC-TenantAdmin, | Preferences | Help | Logout

fems Infrastructure

Adminisirabon

Home  Catalog

« Adminisiration Configure Catalog Item

General | Enfiflements
Senices

Name: Windows Server 2012 Froduction
Catalog Hems
Source: Blueprint Senice
Actions. Resource type: Deployment

Description:
Entitements

Icon: Browse...
Recommended size: 100X 100 pixels

Preview Histuew Catalog view Detail view

B an
=

Statis:  Actve

Quota:

v

Service: SFO Senvice Catalog

[] Mew and noteworihy
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5 Associate the blueprint with the Prod-SingleVM-Entitlement entitiement.
a Click Entitlements and select Prod-SingleVM-Entitlement.
The Edit Entitlement pane appears.

b Select the Items & Approvals tab and add the Windows Server 2012 R2 - SFO Prod blueprint
to the Entitled Items list.

¢ Click Finish.

Edit Entitlement
General  lems & Approvals

Select the senices, items, and adions to include in this enttlement With the exception of adions and blueprint components, entitied ifems appear in the senice catalog Adicns are available only after items are provisioned. To
apply different levels of governance, you can configure Indvdual semices, llems, and acions with different approval policies. You can change the approval policies assoclated with entitied items at any time.

Entitled Services o ) Entitled tems 4 ) Entitled Actions < [i]
Seart | Search [ Actions only apply to tems defined In this entitement
Pame Apgroval Policy Hame Approval Policy
Windows Server 2M2R2-S. (nane) - Name Approval Poicy
Connect to Remote Console (... (nonep -
Connect using RDF (Maching} (money -
Destroy [Degloyment) (none} -
Destroy (Virtual Maching) (money -
Power Cycie (Maching) (monep -
Power Off (Machine) (mone} >
Power On (Maching) (mone} -
Reboot (achine ) (noney -
Shutdown {Kaching) (mone} =
= Back Mext = Finish Cancel

6 Repeat the steps above for blueprint "Redhat Enterprise Linux 6 - SFO Prod "

7 Select the Catalog tab and verify that the blueprints are listed in the Service Catalog.

Infrastructure Service Portal Welcome, ITAC-Tenantadmin, | Preferences | Help  Logout

Catalog

Service Catalog 0N beNall of: | TAG-Tenantagmin@rainpale.ocal ®

Browse the catalog for senices you need

SO Service Catalog (1) Business group: 41 v aarch Q
Rl Windows Servar 2012 Pr...
Y o
ROQUAST
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Implementation

Deploy vRealize Operations Manager and vRealize Log Insight in Region A to add monitoring capabilities
to your SDDC.

Region A vRealize Operations Manager Implementation

Deploy the vRealize Operations Manager analytics cluster to monitor the resources in your SDDC.
Deploy also remote collectors to collect data from the vCenter Server instances in Region A.
Region A vRealize Log Insight Implementation

Deploy vRealize Log Insight in a cluster configuration of three nodes with an integrated load
balancer: one master and two worker nodes.

Region A vSphere Update Manager Download Service Implementation

Install the vSphere Update Manager Download Service (UMDS) on a Linux virtual machine to
download and store binaries and metadata in a shared repository in Region A.

Region A vRealize Operations Manager Implementation

Deploy the vRealize Operations Manager analytics cluster to monitor the resources in your SDDC. Deploy
also remote collectors to collect data from the vCenter Server instances in Region A.

Procedure

1

Deploy vRealize Operations Manager in Region A

Start the deployment of vRealize Operations Manager in Region A by deploying the nodes of the
analytics cluster and the remote collector nodes.

Configure the Load Balancer for vRealize Operations Manager in Region A

Configure load balancing for the analytics cluster on the dedicated SFOMGMT-LB01 NSX Edge
service gateway for Region A. Remote collector cluster for Region A does not require load
balancing.

Add an Authentication Source for the Active Directory

Connect vRealize Operations Manager to the Active Directory of the SDDC for central user
management and access control.
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4 Configure User Access in vSphere for Integration with vRealize Operations Manager in Region A
Configure operations services accounts with permissions that are required to enable vRealize
Operations Manager access to monitoring data on the Management vCenter Server and Compute
vCenter Server in Region A.

5 Add vCenter Adapter Instances to vRealize Operations Manager for Region A
After you deploy the analytics cluster and the remote collector nodes of vRealize Operations
Manager in Region A and start vRealize Operations Manager, add vCenter Adapter instances for the
Management and Compute vCenter Server instances in Region A.

6 Connect vRealize Operations Manager to the NSX Managers in Region A

Install and configure the vRealize Operations Management Pack for NSX for vSphere to monitor the
NSX networking services deployed in each vSphere cluster and view the vSphere hosts in the NSX
transport zones. You can also access end to end logical network topologies between any two virtual
machines or NSX objects for better visibility into logical connectivity. Physical host and network
device relationship in this view also helps in isolating problems in the logical or physical network.

7 Connect vRealize Operations Manager to vRealize Automation in Region A

Install and configure the vRealize Operations Manager Management Pack for vRealize Automation
to monitor the health and capacity risk of your cloud infrastructure in the context of the tenant's
business groups.

8 Enable Storage Device Monitoring in vRealize Operations Manager in Region A
Install and configure the vRealize Operations Management Pack for Storage Devices to view the
storage topology, and to monitor the capacity and problems on storage components.

9 Configure E-Mail Alerts in vRealize Operations Manager

You configure e-mail notifications in vRealize Operations Manager so that users and applications
receive the administrative alerts from vRealize Operations Manager about certain situations in the
data center.

Deploy vRealize Operations Manager in Region A

Start the deployment of vRealize Operations Manager in Region A by deploying the nodes of the
analytics cluster and the remote collector nodes.

Procedure

1 Prerequisites for Deploying vRealize Operations Manager in Region A
Before you deploy vRealize Operations Manager, verify that your environment satisfies the
requirements for this deployment.

2 Deploy the Virtual Appliance for Each Node of the Analytics Cluster in Region A

Use the vSphere Web Client to deploy each vRealize Operations Manager node as a virtual
appliance on the management cluster in Region A.
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3 Configure the Master Node in the Analytics Cluster
After you deploy the virtual appliance for the master node of the vRealize Operations Manager
analytics cluster, enable its administration role in the cluster.

4 Configure the Master Replica Node in the Analytics Cluster
After you deploy a virtual appliance instance for the master replica node and configure a master
node in the cluster, enable the cluster node functionality of the master replica node and join it to the
analytics cluster.

5 Configure the Data Node in the Analytics Cluster
After you deploy the virtual appliance for a data node of the vRealize Operations Manager analytics
cluster, enable its role in the cluster.

6 Deploy the Remote Collector Virtual Appliances
After you deploy and enable the roles of the analytics cluster nodes, use the vSphere Web Client to
deploy each of the two virtual appliances for the remote collectors in Region A. In a multi-region
environment, you deploy remote collectors to forward data from the vCenter Server instances in
Region A to the analytics cluster also to support failover of the analytics cluster.

7 Connect the Remote Collector Nodes to the Analytics Cluster
After you deploy the virtual appliances for the remote collector nodes on the Management vCenter
Server, configure the settings of the remote collectors and connect them to the analytics cluster.

8 Configure a DRS Anti-Affinity Rule for vRealize Operations Manager in Region A
To protect the vRealize Operations Manager virtual machines from a host-level failure, configure
vSphere DRS to run both the virtual machines of the analytics cluster and of the remote collectors
on different hosts in the management cluster.

9 Enable High Availability and Start vRealize Operations Manager
After you deploy the virtual appliances for the analytics cluster nodes and remote collector nodes,
enable high availability in the analytics cluster by assigning the replica role to the vrops-repln-02
node, and start the analytics cluster.

10 Assign a License to vRealize Operations Manager

After you deploy and start vRealize Operations Manager in Region A, you assign a valid license.

11 Group Remote Collector Nodes in Region A

After you start vRealize Operations Manager and assign it a license, join the remote collectors in a
group for adapter resiliency in the cases where the collector experiences network interruption or
becomes unavailable.

Prerequisites for Deploying vRealize Operations Manager in Region A

Before you deploy vRealize Operations Manager, verify that your environment satisfies the requirements
for this deployment.
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IP Addresses and Host Names

Verify that static IP address and FQDNSs for the vRealize Operations Manager application virtual network
are available for the first region of the SDDC deployment.

For the analytics cluster application virtual network, allocate 3 static IP addresses and FQDNSs for the

nodes and one for the load balancer, and map host names to the IP addresses. For the remote collector
cluster, allocate 2 static IP addresses and FQDNSs.

Table 4-1. IP Addresses and Host Names for the Analytics Cluster in Region A

Role

External load balancer VIP address

Master node

Master replica node

Data node 1
Default gateway

DNS server

Subnet mask

NTP servers

IP Address

192.168.11.35

192.168.11.31

192.168.11.32

192.168.11.33

192.168.11.1

= 172.16.11.4
m 17217114

255.255.255.0

172.16.11.251
172.16.11.252
172.17.11.251
172.17.11.252

FQDN
vrops-cluster-01.rainpole.local
vrops-mstrn-01.rainpole.local
vrops-repln-02.rainpole.local

vrops-datan-03.rainpole.local

ntp.sfo01.rainpole.local

ntp.lax01.rainpole.local

Table 4-2. IP Addresses and Host Names for the Remote Collectors in Region A

Role

Remote collector node 1

Remote collector node 2

Default gateway
DNS server

Subnet mask

Deployment Prerequisites

Verify that your environment satisfies the following prerequisites to deployment vRealize Operations

Manager.
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IP Address

192.168.31.31

192.168.31.32

192.168.31.1

172.16.11.5

255.255.255.0

FQDN
vrops-rmtcol-01.sfo01.rainpole.local

vrops-rmtcol-02.sfo01.rainpole.local
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Prerequisite Value
Storage m Virtual disk provisioning.
= Thin

m  Required storage per node
m  |nitial storage for node deployment: 1.6 GB

m  Storage for monitoring data for analytics cluster nodes: 1 TB

Software Features m  vSphere
®  Management vCenter Server
m  Client Integration Plugin on the machine where you use the vSphere Web Client
®  Management cluster with enabled DRS and HA.
m NSX for vSphere
m  Application virtual network for the 3-node analytics cluster.

m Application virtual network for the 2 remote collector nodes.

Installation Package Download the .ova file of the vRealize Operations Manager virtual appliance on the machine where you
use the vSphere Web Client.

License Verify that you have obtained a license that covers the use of vRealize Operations Manager.
Active Directory Verify that you have a parent active directory with the SDDC user roles configured for the rainpole.local
domain.

Certification Authority ~ Configure the root Active Directory domain controller as a certificate authority for the environment.

Deploy the Virtual Appliance for Each Node of the Analytics Cluster in
Region A

Use the vSphere Web Client to deploy each vRealize Operations Manager node as a virtual appliance on
the management cluster in Region A.

You repeat the deployment for each of the three analytics nodes: master, master replica, and data.

Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcO0l.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Navigate to the mgmt01vc01.sfo01.rainpole.local vCenter Server object.
3 Right-click the mgmt01vc01.sfo01.rainpole.local object and select Deploy OVF Template.

4 On the Select template page, select Local file, browse to the location of the vRealize Operations
Manager OVA file on your file system, and click Next.
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5 On the Select name and location page, enter a node name, select the inventory folder for the virtual
appliance, and click Next.

¥4 Deploy OVF Template 2 M
+ 1 Selectiemplate Selectname and location
Enter a name for the OVF and select a deployment location.
%l 2 Selectname and location
3 Selecta resource Name [vrops-mstm-01
Filter | Browse
Se
Select a datacenter or folder.
fy &
v_,ngmtIJWEEH sfa01 rainpole.local
~ [;3sF001

» CJBCDRO1
» CIMGMTO1
» EINSXO1
» [ TestData_TestData-BackupRestore
» EIvRAO1

» CIvRAD1IAS

» EIvRLIOY

B VROps01
» CJvROps01RC

Back Next Cancel
a Enter a name for the node according to its role.
Name Role
vrops-mstrn-01 Master node
vrops-repin-02 Master replica node
vrops-datan-03 Data node 1

b Select the inventory folder for the virtual appliance.

Setting Value

vCenter Server mgmt01vc01.sfo01.rainpole.local
Datacenter SFOO01

Folder vROpsO01

6 On the Select a resource page, select the following values, and click Next.

Setting Value
Datacenter SFOO01
Cluster SFO01-Mgmt01

7 On the Review details page, examine the virtual appliance details, such as product, version,
download and disk size, and click Next.

8 On the Accept license agreements page, accept the end user license agreements and click Next.

9 On the Select configuration page, from the Configuration drop-down menu, select the Medium
deployment configuration of the virtual appliance, and click Next.
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10 On the Select storage page, select the following datastore and configure its settings, and click Next.

Setting
Select virtual disk format
VM Storage Policy

Datastore

Value

Thin provision

Virtual SAN Default Storage Policy
SFO01A-VSANO1-MGMTO01

11 On the Select networks page, select the distributed port group on the vDS-Mgmt distributed switch

that ends with Mgmt—xRegion®1-VXLAN, and click Next.

12 On the Customize template page, set IPv4 settings and select the time zone for the virtual

appliance, and click Next.

a Inthe Networking Properties section, configure the following IPv4 settings.

Setting

DNS server

Default gateway
Static IPv4 address

Subnet mask

b From the Timezone setting drop-down menu, select the Etc/UTC time zone.

Value
172.16.11.4,172.17.11.4
192.168.11.1

255.255.255.0

192.168.11.31 for vrops-mstrn-01
192.168.11.32 for vrops-repln-02
192.168.11.33 for vrops-datan-03

13 On the Ready to complete page,verify that the settings for deployment are correct, and click Finish.

14 After the virtual appliance is deployed, expand the data disk of the virtual appliance to collect and
store data from a large number of virtual machines.

a Inthe vSphere Web Client, navigate to the virtual appliance object.

b Right-click the virtual appliance and select Edit Settings.

¢ Inthe Edit Settings dialog box, locate Hard disk 2, increase the size of the virtual appliance disk

from 250 GB to 1 TB, and click OK.

1 vrops-repin-02 - Edil Settings

Nirtual Hardware | vW Options | SDRS Rules | vApp Options

» @ oru (s -le

» i@l vigeo cara | specity custom setngs
» 4 VNC! device
» Other Devices

» Upgrage [ Schedule UM Compatibitty Upgrade

New device: oo G8EC e

Compatibliity: ESX 5.0 and later (VM version 8)
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15 After the virtual appliance is deployed, right-click the virtual appliance object and select Power >
Power On.

During the power-on process, the virtual appliance expands the vRealize Operations Manager data
partition as well.

16 Change the default empty password for the root user.

a Inthe vSphere Web Client, right-click the analytics virtual appliance and select Open Console to
open the remote console to the appliance.

Name Role
vrops-mstrn-01 Master node
vrops-repin-02 Master replica node
vrops-datan-03 Data node 1

b Press ALT+F1 to switch to the command prompt.
¢ Atthe command prompt, log in as the root user using empty password.

d Atthe command prompt, change the default empty password for the root user account with a new
vrops_root_password password.

e Close the virtual appliance console.

17 Repeat this procedure to deploy the vRealize Operations Manager virtual appliance for the next node
in the analytics cluster.

Configure the Master Node in the Analytics Cluster

After you deploy the virtual appliance for the master node of the vRealize Operations Manager analytics
cluster, enable its administration role in the cluster.

Prerequisites

Generate the PEM file for vRealize Operations Manager by using the CertGenVVD tool and download it to
your computer. See the VMware Validated Design Planning and Preparation documentation or VMware
Knowledge Base article 2146215.

Procedure

1 Open a Web browser and go to https://vrops-mstrn-01.rainpole.local.

2 On the initial setup page, click New Installation.

3 On the Getting Started page, review the steps for creating a cluster, and click Next.
4

On the Set Administrator Password page, type and confirm the password for admin user account.
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5 On the Choose Certificate page, select the Install a certificate button, click Browse, select the
certificate chain . pem file that contains the own private key and the issuer and own certificate files,
and click Next.

You generate a PEM file vrops.2.chain.pem by using the CertGenVVD tool.

After the setup imports and validates the certificate, notice that the certificate has a common name,
vrops—cluster-01.rainpole. local, and a subject alternative name that contains vrops-—
mstrn-01.rainpole.local for the master node.

wRealize Operations Manager Iniial Setup x

+ 1 Getting Started Choose a certificate
5 Select the server certficate that wil be used for ih ihe syslem. You can supply urown
2 SetAdministrator Password ¢ 5 the defaull cerfficates generated by the vRealizs Oparations Managar system.
3 Choose Certificate
“The certifcate fie must meet these criteria
4 Deployment Settings +The ile is encoded in PEM format
« Thes CorECala is Valid Tor Server Auenticanon
S Ready to Complete «All certiicates in the chain are included
«The orivate key Is Incluged
«The private key is not secured with a password
Plase refer 1o the cericate documentation for detalls

() Use the default certificates

(&) Instal & cerlficate

wrops01-chain pem Browse...
+ The selaclad cantificate is ready o install

Certificate Information
Valld To: 2018-04-07T0003-23.000Z

Thumbprint 71:A2:2C 52143024 CB.BATD4E 7937 98.DB.DA AF CB.83.BA
Issuer Distinguished Mame: CN=Rainpole-DC01RPL-CADC=rainpol= DC=local
Subject D Hame DCDIRPL-GA DG=local
Subject Altemate Name:

PublicKey Algoriihm. RSA

Valid From: 2016-02-23T06:14:15 000

Valld To' 2021-02-23T06°2415.0002

Back || MNext Cancel

6 On the Deployment Settings page, configure the following settings, and click Next.

Setting Value
Cluster Master Node Name vrops-mstrn-01
NTP Server Address = ntp.sfoO1.rainpole.local

®  ntp.lax01.rainpole.local

7 On the Ready to Complete page, click Finish.

‘vRealize Operations Manager Initial Setup x
+ 1 Geffing Started Mext Steps
o 1 5at Click Finish to stat he cluster and to begin configuration of vRealize Operations Manager.
+ 3 Choose Certificate Administration Product
+ 4 Deployment Settings # —
5 Ready to Complete:
|
LA
Inftial Setup Start Cluster Product
Licanse 1
™
Install &
Configure
Solutions
‘Add Nodes
(Opilonal)

Back Finish || Cancet |

When the configuration process completes, the vRealize Operations Manager Administration console
opens.
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8 Click System Status in the Administration panel to verify that you have a vRealize Operations

Manager instance created.

The virtual appliance instance acting as the master node appears in the Nodes in the vRealize
Operations Manager Cluster list.

vmware vRealize Operations Manager Administration U & | admin~
System Status 2
Cluster Status High Availability 5

Software Update © NotStarted |  StartvRealize Operations Manager @ Disabled

Support Enabling or disabling High Availability requires the cluster to have at least one Data node, with all nodes online or all offline.
Remote Collector nodes cannot be used.

I Nodes in the vRealize Operations Manager Cluster ‘

EQOxa |
Node Name Node Address Chuster Role State Status Obiects In P Objects Beir Melrics In Pr Metrics Ber
® vops-mstm-01 viops-mstm-01 rainpolelocal  Master Not running Offine

Configure the Master Replica Node in the Analytics Cluster

After you deploy a virtual appliance instance for the master replica node and configure a master node in
the cluster, enable the cluster node functionality of the master replica node and join it to the analytics
cluster.

Procedure

1

2
3
4

Open a Web browser and go to https://vrops-repln-02.rainpole.local.
In the initial setup page, click Expand an Existing Installation.
On the Getting Started page, review the steps for creating a cluster, and click Next.

On the Node Settings and Cluster Info page, configure the settings of the node in the analytics
cluster.

VRealize Oporations Manager Initial Setup X

+ 1 Getting Started Enler hode seTings and clister information

- Enter 3 name for this node and selecta node type. Then enter credantials for tre cluster to jain this node to
2 Node Setlings and Cluster
info

Node Settings
3 Username and Password

4 Ready to Complete Hode name: vraps-repin-02
Node ype: Data -

Cluster Information
To loin this node o @ cluster. enter e IP address o fully qualified domain name of the cluster master nade.

Master node I address or FODN:
vrops-mstm-01.rainpole.local | valigate

‘The following cerfificate was found on the cluster.

Thumbprint

846597 34'55-FF:13:46:CE BB.CAOD 8C DI BO 43 BE 4824 FD

Issuer Distinguished Name: CN=Rainpole-DCOTRFL-

CA,DC=reinpole DC=local

Subject Distinguished Name. CN=vrops-cluster-

01 rainpole local OU=rainpale local O=Rain Pole inc\, L=Palo

Alto ST=CA.C=US

Subject Alternate Name- vrops-cluster-01,10,158 130 48 wrops-cluster-
01.1aingole Jocal,viops-msim-01.rainpole Jocal yrops-mstrm-01.vrops-repin-
02 rainnoie Incal e 5t

[ Accapt nis cartiicate

Back || Mext | cancer |
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a Configure the name, type and master address of the node.

Setting Value
Node name vrops-repln-02
Node type Data

Master node IP address or FQDN  vrops-mstrn-01.rainpole.local

b Next to the Master node IP address or FQDN text box, click Validate.

The certificate of the master node displays in the text box.
¢ Verify that the master certificate is correct, and click Accept this certificate.
d Click Next.

5 On the Username and Password page, select Use cluster administrator user name and
password, enter the vrops_admin_password password for the admin user, and click Next.

6 On the Ready to Complete page, click Finish.

When the configuration process completes, the vRealize Operations Manager Administration console

opens.

7 Click System Status in the Administration panel to verify that the node is added to the analytics
cluster.

The virtual appliance instance acting as the data node appears in the Nodes in the vRealize
Operations Manager Cluster list.

Vmware vRealize Operations Manager Administration O % | aimin ~
Administration System Status G

atus Cluster Status. High Availability [

Software Update © NotStated | StartvRealize Operations Manager @ Disabled Enable
Support

| Nodes in the vRealize Operations Manager Cluster

HQ x &
Node Hame MNode Address Cluster Role State Status Ghijects NP Cbjects Ber Metrics In Pr Metrics Beir
viops-mstm-01 wrops-mstm-01 rainpole.local Master Not running Ofine:

®viops-repin-02 wiops-repln-02.rainpole local Data Notrunning Offine - - - - ‘

Configure the Data Node in the Analytics Cluster

After you deploy the virtual appliance for a data node of the vRealize Operations Manager analytics
cluster, enable its role in the cluster.

Procedure
1 Open a Web browser and go to https://vrops-datan-03.rainpole.local
2 On the initial setup page, click Expand an Existing Installation.

3 On the Getting Started page, review the steps for creating a cluster, and click Next.
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4 On the Node Settings and Cluster Info page, configure the settings of the node in the analytics

wRealize Operations Manager Initial Setup 'Y
1 Getting Started Enter node settings and cluster information
ENtEr a Name 101 is Node aNd Select anoda type. Then eNter credentals for Me CSIE 1o join M node ta
2 Node Seftings and Cluster L L
Into
Node Settings
1 Username and Password
4 Ready to Compiste Node name: [vrops-datan-03
Node type [Data -

Cluster Information
Ta join this node fo & cluster enter the IP address or fully qualified domain name of the cluster master noge.

Master nods P address o FODN
vrops-mstm-01.rainpaielocal Validate

Tha following eartificats was found on he cluster:

ThumBprint

B4:65.07.34 55 FF:33 46 COBE.CA008C.D3 8043 BO4B 2AFD
Issuer Distinguished Name: CN=Ralnpole-DCO1RPL

CADC=rainpole DC=local

Subject Distnguished Name: CN=viops-cluster-

01 rainpole locsl,OU=rainpole lacal O=Rain Pole Inc1,L=Palo

Allo ST=CA,C=US

Subject Aftarnate Mams: vrops-cluster-01,10.158.130.48 vrops-clusier-
D1.73iNpoe 10€31 ¥Iops-MEIM-01 rainpole local wops-mstin-01 viops-rapin-
L el is-latan-01 innole Incal vrons-d

[ Accent this certifcate

Back Next Cancsl

a Configure the name, type and master address of the data node.

Setting Value
Node name vrops-datan-03
Node type Data

Master node IP address or FQDN  vrops-mstrn-01.rainpole.local

b  Click Validate next to the Master node IP address or FQDN.

The certificate of the master node certificate appears in the text box.
¢ Verify that the master certificate is correct, and click Accept this certificate.
d Click Next.

5 On the Username and password page, select Use cluster administrator user name and
password, enter the vrops_admin_password password for the admin user, and click Next.

6 On the Ready to Complete page, click Finish.

When the configuration process completes, the vRealize Operations Manager Administration console
opens.

7 Click System Status in the Administration panel to verify that the node is added to the cluster.

The virtual appliance instance acting as the data node appears in the Nodes in the vRealize
Operations Manager Cluster list.
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Administration System Status

Status

Support

\ HNodes in the vRealize Operations Manager Cluster
ECEE:
Node Name Node Address Chuster Role State
wops-mstm-01 wops-mstm-01 rainpole local Master Not running
& viops-datan-03 wops-datan-03.rainpole local Data Not running

Viops-repin-02 wiops-repin-02rainpolelocal  Data Not running

Deploy the Remote Collector Virtual Appliances

After you deploy and enable the roles of the analytics cluster nodes, use the vSphere Web Client to
deploy each of the two virtual appliances for the remote collectors in Region A. In a multi-region

System Status Cluster Status. High Availability [
Software Update © NotStarted | StartvRealize Operations Manager @ Disabled

Status
Offline
Ofline
Offine

vmware vRealize Operations Manager Administration | % | admin v
7

Enable

Objects NP Otjects Bei Metrics inPr Metrics Beir

environment, you deploy remote collectors to forward data from the vCenter Server instances in Region A
to the analytics cluster also to support failover of the analytics cluster.

Repeat this procedure two times to deploy two remote collector appliances.

Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go

to https://mgmt01lvc0l.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Navigate to the mgmt01vc01.sfo01.rainpole.local vCenter Server object.

3 Right-click the mgmt01vc01.sfo01.rainpole.local object and select Deploy OVF Template.

4 On the Select template page, select Local file, browse to the location of the vRealize Operations

Manager OVA file on your file system, and click Next.

5 On the Select name and location page, enter a node name, select the inventory folder for the virtual

appliance, and click Next.

Setting Value

Name = vrops-rmtcol-01 for remote collector 1

m  vrops-rmtcol-02 for remote collector 2

vCenter Server mgmt01vc01.sfo01.rainpole.local
Data center SFOO01
Folder VvROps01RC
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6 On the Select a resource page, select the following values, and click Next.

Setting Value
Datacenter SFO01
Cluster SFO01-Mgmt01

7 On the Review details page, examine the virtual appliance details, such as product, version,
download and disk size, and click Next.

8 On the Accept license agreements page, accept the end user license agreements and click Next.

9 On the Select configuration page, from the Configuration drop-down menu, select the Remote
Collector (Standard) deployment configuration of the virtual appliance, and click Next.

10 On the Select storage page, select the datastore indicated in the table below, and click Next.

Setting Value

Select virtual disk format Thin provision

VM Storage Policy Virtual SAN Default Storage Policy
Datastore table SFO01A-VSANO1-MGMTO1

11 On the Select networks page, select the distributed port group on the vDS-Mgmt distributed switch
that ends with Mgmt—RegionA®1-VXLAN and click Next.

12 On the Customize template page, set the IPv4 settings and select the time zone for the virtual
appliance and click Next.

a Inthe Networking Properties section, configure the following IPv4 settings.

Option Description

DNS server 172.16.11.5

Default gateway 192.168.31.1

Static IPv4 address m 192.168.31.31 for remote collector 1

= 192.168.31.32 for remote collector 2
Subnet mask 255.255.255.0

b From the Timezone setting drop-down menu, select the Etc/UTC time zone.
13 On the Ready to complete page, verify that the settings for deployment are correct, and click Finish.

14 After the virtual appliance is deployed, right-click the virtual appliance object and select Power >
Power On.

VMware, Inc. 375



Deployment for Region A

15 Change the default empty password for the root user.

a Inthe vSphere Web Client, right-click the remote collector virtual appliance and select Open
Console to open the remote console to the appliance.

Name Role
vrops-rmtcol-01 Remote collector 1
vrops-rmtcol-02 Remote collector 2

b Press ALT+F1 to switch to the command prompt.
¢ Atthe command prompt, log in as the root user using empty password.

d Atthe command prompt, change the default empty password for the root user account with a
new vrops_root_password password.

e Close the virtual appliance console.

16 Repeat the procedure to deploy the second remote collector appliance.

Connect the Remote Collector Nodes to the Analytics Cluster

After you deploy the virtual appliances for the remote collector nodes on the Management vCenter
Server, configure the settings of the remote collectors and connect them to the analytics cluster.

Procedure

1

Open a Web browser, and go to the initial setup user interface of each remote collector node virtual
appliance.

Remote Collector Node URL for Setup Interface
Remote collector 1 https://vrops-rmtcol-01.sfo01.rainpole.local
Remote collector 2 https://vrops-rmtcol-02.sfo01.rainpole.local

In the initial setup page, click Expand an Existing Installation.
On the Getting Started page, review the steps for creating a cluster, and click Next.

On the Node Settings and Cluster Info page, configure the settings of the node in the analytics
cluster.
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vRealize Gperations Manager Initial Setup

1 Getting Started Enter node settings and cluster information

Mode Settings
3 Username and Password s

4 Ready to Complete. Node name: viops-micol-01
Hoda type: Ramaota Collsctor -

Clusier Information

Master node IP address or FQDN

Enter a name far this node and select a node ype. Then enter cradentials for e cluster t Jain tis node to
2 Node Settings and Cluster L :
nfo

To join this node to a duster, enter the IP address or fully qualified domain name of the cluster mastsr node.

VIops-m=m-01 rainpole lacal || valigate |

The following cerficats was found on the cluster

Thumbprint

846597 34'55/FF 3346°C8 BB:CA'00'8C DI’ B0 43 BE 48 2AFD

Issuer Distinguished Name. CN=Rainpole-DCO1RPL-

GADC=rainpale. DC=lacal

Subject Distinguished Name: CN=vrops-cluster-

01 rainpoie |ocal OU=rainpole local O=Rain Paie Inc ), L=Falo
=CAC=US

Sublect Aflemate Name: wops-cluster-01,10.158.130 48 wops-clusier-

02 rainnoie Incal !

01 rainpale Incal vrops-mstn-01 rainpole local vrops-mstrm-01 vrops-repin-

Accept this certficate

| Back

| Mext | cancer |

a Configure the name, type and master address of the node.

Setting

Node name

Node type
Master node IP address or FQDN

b Click Validate next to the Master node IP address or FQDN text box.

Value

= vrops-rmtcol-01 for remote collector 1

m  vrops-rmtcol-02 for remote collector 2
Remote Collector

vrops-mstrn-01.rainpole.local

The certificate of the master node appears in the text box.

¢ Validate that the master certificate is correct, and click Accept this certificate.

d Click Next.

5 On the Username and Password page, select Use cluster administrator user name and
password , enter the vrops_admin_password password for the admin user, and click Next.

6 On the Ready to Complete page, click Finish.

After configuration of the second remote collector is complete, the cluster on the System Status page of
the administration user interface consists of the following nodes: vrops-mstrn-01, vrops-repln-02, vrops-
datan-03, and the remote collectors vrops-rmtcol-01 and vrops-rmtcol-02.

vmware vRealize Operations Manager Administration O & | admin~

Administration System Status

us Cluster Status
Software Update © NotStated | StartvRealze Operations Manager
Support
I Nodes in the vRealize Operations Manager Cluster
HOx e
Node Home Node Address
vrops-datan-03 vrops-datan-03 rainpole local
vrops-repin-02 vrops-repin-02 rainpole.local
vrops-mstm-01 viops-mstm-01 rainpole local
vrops-rmtcol-01 vrops-rmtcol-01.57001 rainpol...
 viops-rmical-02 Wops-rmicok-02.sfo01 rainpol...
VMware, Inc.

High Avaitability [
@ Disabled Enable
Chuster Role « State Status
Data Not running Offine:
Data Not running Offine
Master Notrunning Offine
Remote Collector  Notrunning Offine
Remote Collector  Notrunning Offine

Objects InP Objects Beir Metrics In Pr Metrics Beir

]
\
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Configure a DRS Anti-Affinity Rule for vRealize Operations Manager in
Region A

To protect the vRealize Operations Manager virtual machines from a host-level failure, configure vSphere
DRS to run both the virtual machines of the analytics cluster and of the remote collectors on different
hosts in the management cluster.

You use two anti-affinity rules for the analytics virtual machines: one for the analytics nodes and one for
the remote collector nodes. This rule configuration also accommodates the case when you place a host
from the management cluster in maintenance mode.

Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc0l.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Navigate to the mgmt01vc01.sfo01.rainpole.local vCenter Server object, and under the SFO01 data
center object select the SFO01-Mgmt01 cluster.

Click Configure tab.
Under the Configuration group of settings, select VM/Host Rules.

In the VM/Host Rules list, click Add above the rules list.

o a A~ W

In the Create VM/Host Rule dialog box, add a new anti-affinity rule for the virtual machines of the
vRealize Operations Manager analytics cluster, and click OK.

Setting Value

Name anti-affinity-rule-vropsm
Enable rule Selected

Type Separate Virtual Machines
Members ®  vrops-mstrn-01

= vrops-repln-02

®  vrops-datan-03
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In the VM/Host Rules list, click Add above the rules list, add a new anti-affinity rule for the virtual
machines of the two remote collectors, and click OK.

Setting Value

Name anti-affinity-rule-vropsr
Enable rule Selected

Type Separate Virtual Machines
Members ®  vrops-rmtcol-01

®  vrops-rmtcol-02

Enable High Availability and Start vRealize Operations Manager

After you deploy the virtual appliances for the analytics cluster nodes and remote collector nodes, enable
high availability in the analytics cluster by assigning the replica role to the vrops-repln-02 node, and start
the analytics cluster.

Procedure

1

Log in to vRealize Operations Manager by using the administration console.
a Open a Web browser and go to https://vrops-mstrn-01.rainpole.local .

b Log in using the following credentials.

Setting Value
User name admin
Password vrops_admin_password

On the System Status page, the cluster status is Not Started, and the high availability of the
cluster is Disabled.

System Status

Cluster Status High Availability H

© Mot Started StartvRealize Operations Manager @ Disabled | Enahle

On the System Status page, click Enable under High Availability.
A list of all nodes that have the data node role appears.

In the Enable High Availability dialog box, configure the following values, and click OK.

Setting Value
vrops-repln-02 Selected

Enable High Availability for this cluster  Selected
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Enahble High Availability X

Important Information about High Awvailability

In order to ensure that your cluster maintaing its current capacity and performance, you may need to add
mare nodes after enabling HA

Enable High Availability
To enable High Availability, select the option below and choose a node to be the Master Replica.

The Master and Master Replica should have resolvable names or static IP addresses. To ensure
complete protection the two nodes should not share hardware.

MNode Name Node Address Current Cluster Role
®  yrops-repin-02 vrops-repin-02.rainpole.local  Data
vrops-datan-03 vrops-datan-03.rainpole.local Data

[#] Enable High Availability for this cluster

0K Cancel |

High availability becomes enabled after several minutes. The vrops-mstrn-01 is the master node,
vrops-repln-02 is the master replica node, and the remaining nodes are data and remote collectors

nodes.

System Status

Cluster Status High Availability

© Not Started | StartvRealize Operations Manager ¥ Enabled Disable

l Nodes in the vRealize Operations Manager Cluster

0@ x &
Nodle Name Node Address Cluster Role State: Status
@ vrops-mstrn-01 wrops-mstrn-01.rainpole.local Master Not running Offline
wrops-repin-02 vrops-repin-02.rainpole.local Master Replica Mot running Offline
vrops-datan-03 vrops-datan-03 rainpole.local Data Mot running Offline
wrops-rmtcol-01 vrops-rmtcol-01.sfo01 rainpole.local Remaote Collector Not running Offline
wrops-rmicol-02 wrops-rmtcol-02.sfo01 rainpole.local Remaote Collector Mot running Offline

4 Click Start vRealize Operations Manager.
A confirmation dialog about initial startup appears.

5 Click Yes to confirm the startup of vRealize Operations Manager.

After several minutes the nodes of the cluster start, and the analytics cluster and remote collectors for
Region A are online.
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System Status
Cluster Status High Avaitability [
© online | Take Oftine ¥ Enabled Disable

| Hodes in the vRealize Operations Manager Cluster

@ xe

Node Hame Node Address Cuuster Roke State Stotus Oblects n Objects Being Colecled  Metrics In Process  Metrics Being Collected
® wops-mstm-01 wiops-mstm-01 rainpole local Master Running Online % - 5625

wiops-repin-02 wiops-repin-02 rainpole local Master Replica Running  Online 26 - 3071

wops-datan-03 wiops-datan-03 rainpole local Data Running Onling. 24 - 1567

wiops-rmitcok-01 wiops-rmicol-01.sfo01 rainpole local Remote Collector Running  Online

wops-rmicol-02 viops-rmicol-02 sfod1 rainpole local Remote Collector Running Onling

Assign a License to vRealize Operations Manager
After you deploy and start vRealize Operations Manager in Region A, you assign a valid license.
Procedure
1 Login to the vRealize Operations Manager Configuration wizard.
a Open a Web browser and go to https://vrops-mstrn-01.rainpole.local .

b Log in using the following credentials.

Setting Value
User name admin
Password vrops_admin_password

2 On the Welcome page of the vRealize Operations Manager Configuration wizard, examine the
process overview, and click Next.

vRealize Operations Manager Configuration

< T " o

Automste IT operations management, manage performance and gain wsibility 2cmss prysical and virual infrastructure with vitealize
' 2 AcceptEULA

Oparations Manager
+ 3 Enter Product License Key

+ 4 Customer Experience
Improvement Program Praduct

5 Ready 10 Complete

@ AE ) ;

Initial Satup Praduct Install & Gonfigure.
License Conngura Darault
Soluons

Palicy
tOptional)

Hext Cancel

3 Onthe Accept EULA page, accept the end user license agreement, and click Next.
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4 On the Enter Product License Key page, enter the vRealize Operations manager product license
key.

a Select Product Key and enter the license key.

b Click Validate License Key, and click Next.

‘vRealize Operations Manager Configuration

+ 1 Welcome Enter vRealize Operations Manager product license key
If you do not have your license key you can refrieve it from My Viivare.
+ 2 Accept EULA 2 e A ¥

3 Eatar Product Licanss Key (=) Product Evaluation (no key required)

4 Customer Experience
Improvement Program () Product Key:

5 Ready to Complete

Back | Next | Cancel

5 (Optional) On the Customer Experience Improvement Program page, to send technical information
for product improvement, select Join the VMware Customer Experience Impovement Program
and click Next.

6 On the Ready to Complete page, click Finish.

The vRealize Operations Manager user interface opens.

Group Remote Collector Nodes in Region A

After you start vRealize Operations Manager and assign it a license, join the remote collectors in a group
for adapter resiliency in the cases where the collector experiences network interruption or becomes
unavailable.

Procedure
1 Login to the vRealize Operations Manager administration console.
a Open a Web browser and go to https://vrops-mstrn-01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin

Password vrops_admin_password
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2 On the Home page, click Administration and click Collector Groups.

3 Click Add.

4 In the Add New Collector Group dialog box, configure the following settings, and click Save.

Setting Value
Name SFOO01

Description Remote collector group for Region A
vrops-rmtcol-01 Selected
vrops-rmtcol-02 Selected

Add New Collactor Group X

Hame SFo01

Description: Ramote collector oroup for Region A

MEmbers:

Check or uncheck collectors Lo include or exclude themn from the eollecior groun.

A AllFiers -
B vRealize Operations Manage . 18216831 11 SO0 + oniing
i () vRealize Dperations Manage... 1821883132 SFO01  Onling
save || Cancel

The SFOO01 group appears on the Collector Groups page under the Administration view of the user
interface.

+y Collector Groups

+ /X

Callsctor Braup Nams Daseiiption

Default enllector group (Defauly
SFO0T Remate collctor group for Region &

SFO01

Members (2}

The following remete callectors are parl of his collector group. Click Editto add or remove collectors from this grous

wame P Adaress
VRealze Operations ianager Collectorvrops-mieok 02 1921683132  Online

vRealize Operations ianager Collector-vrops-micok01 192.168.31.31  Online
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Configure the Load Balancer for vRealize Operations Manager in
Region A

Configure load balancing for the analytics cluster on the dedicated SFOMGMT-LB01 NSX Edge service

gateway for Region A. Remote collector cluster for Region A does not require load balancing.

Prerequisites

= Verify that the NSX Manager for the management cluster has the management virtual application
network for the analytics cluster configured.

= Verify that the Load Balancer service is enabled on the NSX Edge service gateway.

Procedure

1 Log in to vCenter Server by using the vSphere Web Client.

a

Open a Web browser and go
to https://mgmt01lvcO0l.sfo0l.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 From the Home menu, select Networking & Security.

The vSphere Web Client displays the NSX Home page.

3 Onthe NSX Home page, click NSX Edges and select 172.16.11.65 from the NSX Manager drop-
down menu at the top of the NSX Edges page.

4 On the NSX Edges page, double-click the SFOMGMT-LB01 NSX edge.

5 Configure the load balancing VIP address for analytics cluster.

a

b

On the Manage tab, click the Settings tab and click Interfaces.
Select the OneArmLB interface and click the Edit icon.

In the Edit NSX Edge Interface dialog box, click the Edit icon and in the Secondary IP
Addresses text box enter the 192.168.11.35 VIP address.

Click OK to save the configuration.
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6 Create an application profile.
a On the Manage tab for the SFOMGMT-LBO01 device, click the Load Balancer tab.
b Click Application Profiles, and click the Add icon.

¢ Inthe New Profile dialog box, configure the profile using the following configuration settings, and

click OK.

Setting Value

Name VROPS_HTTPS
Type HTTPS

Enable SSL Passthrough Selected
Persistence Source IP
Expires in (Seconds) 1800

Client Authentication Ignore

[ Enable SSL Passthraugh
HTTP Redirect URL.
Persistonc source P ™
Cookle Name:
Hods

Expires In (Seconds). | 1800

Cipher.

Client Authentication: | kgnore.
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7 Create a service monitoring entry.

a On the Load Balancer tab for the of the SFOMGMT-LB01 device, click Service Monitoring and
click the Add icon.

b In the New Service Monitor dialog box, configure the health check parameters using the

following configuration settings, and click OK.

Setting
Name
Interval

Timeout

Max Retries

Type
Method
URL

Receive

New Service Monit

Intareal:

Timeout.

Type:
Expacted:
Wethod
URL
Send
Recalw

Estenslon

MasReties 2

HTTPS

GET

Hame: | VROPS_MONITOR

(saconds)

isaconds)

sulte-apUaplideploym entnods/status

ONLINE

0K Cancel

8 Add a server pool.

Value

VROPS_MONITOR

3

5

2

HTTPS

GET
/suite-api/api/deployment/node/status

ONLINE (must be upper case)

a On the Load Balancer tab of the SFOMGMT-LBO01 device, select Pools, and click the Add icon.

b In the New Pool dialog box, configure the load balancing profile using the following configuration

settings.
Setting Value
Name VROPS_POOL
Algorithm LEASTCONN
Monitors VROPS_MONITOR
Dascription:
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¢ Under Members, click the Add icon to add the pool members.

d Inthe New Member dialog box, add one member for each node of the analytics cluster and click

OK.
Setting Value
Name ®  vrops-mstrn-01

= vrops-repln-02
®  vrops-datan-03
IP Address = 192.168.11.31
= 192.168.11.32
= 192.168.11.33

State Enable
Port 443
Monitor Port 443
Weight 1

Max Connections 8

Min Connections 8

e Inthe New Pool dialog box, click OK.
9 Add a virtual server.

a On the Load Balancer tab of the SFOMGMT-LB01 device, select Virtual Servers and click
the Add icon.

b Inthe New Virtual Server dialog box, configure the settings of the virtual server for the analytics
cluster and click OK.

Setting Value

Enable Virtual Server Selected

Application Profile VROPS_HTTPS

Name VROPS_VIRTUAL_SERVER
IP Address 192.168.11.35

Click Select IP Address, select OneArmLB from the drop-down menu and
select 192.168.11.35 IP for the virtual NIC.

Protocol HTTPS

Port 443

Default Pool VROPS_POOL
Connection Limit 0

Connection Rate Limit 0

You can connect to the analytics cluster at the public Virtual Server IP address over HTTPS at the
https://vrops—cluster-01.rainpole.local address.
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10 Configure auto-redirect from HTTP to HTTPS requests.

The NSX Edge can redirect users from HTTP to HTTPS without entering another URL in the
browser.

a

On the Load Balancer tab of the SFOMGMT-LBO01 device, select Application Profiles and click
the Add icon.

In the New Profile dialog box, configure the application profile settings and click OK.

Setting Value

Name VROPS_REDIRECT

Type HTTP

HTTP Redirect URL https://vrops-cluster-01.rainpole.local/vcops-web-ent/login.action
Persistence Source IP

Expires in (Seconds) 1800

On the Load Balancer tab of the SFOMGMT-LBO01 device, select Virtual Servers and click the
Add icon.

Configure the settings of the virtual server for HTTP redirects.

Setting Value

Enable Virtual Server Selected
Application Profile VROPS_REDIRECT
Name VROPS_REDIRECT
IP Address 192.168.11.35
Protocol HTTP

Port 80

Default Pool NONE

Connection Limit 0

Connection Rate Limit 0

You can connect to the analytics cluster at the public Virtual Server IP address over HTTP at the
http://vrops-cluster-01.rainpole.local address.

11 Verify the pool configuration by examining the pool statistics that reflect the status of the components
behind the load balancer.

a

b

Log out and log in again to the vSphere Web Client.
From the Home menu, select Networking & Security.

On the NSX Home page, click NSX Edges and select 172.16.11.65 from the NSX
Manager drop-down menu at the top of the NSX Edges page.

On the NSX Edges page, double-click the SFOMGMT-LB01 NSX edge.

On the Manage tab, click the Load Balancer tab.
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f  Select Pools and click Show Pool Statistics.

g Inthe Pool and Member Status dialog box, select the VROPS_POOL pool.

Verify that the load balancer pool is up.

Add an Authentication Source for the Active Directory

Connect vRealize Operations Manager to the Active Directory of the SDDC for central user management
and access control.

Procedure
1 Log in to vRealize Operations Manager by using the administration console.

a Open a Web browser and go to https://vrops—-cluster-01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin
Password vrops_admin_password

2 In the left pane of vRealize Operations Manager, click Administration and click Authentication
Sources.

3 On the Authentication Sources page, click the Add button.

4 In the Add Source for User and Group Import dialog box, enter the settings for the rainpole.local
and sfo01.rainpole.local Active Directories, and click OK.

| At Source for User and Group lmport 7 X

Source Display Name RANPOLE LOCAL

Source Type Active Directory

Integration Wode: wBasic ) Advanced
hout domainfsubdomein o suo-discove

DomainiSubdomain; RANPOLE LOCAL [Juse ssUTLS

User Name cnaps @rsinpole local
h s DOMANs=

Paseword

» Details

=@

symehronizs user configured graups
Host deplrainpolzlocal |~ Port 3268
Auomoticaly rebiove rom e domsin
Base DM de=RAINPOLE dc-LOCAL
Audomaticaly rebievs -
Comman Name: userFrincipsName |

~ Search Criteria

Test oK | cancel

Active Directory Settings rainpole.local Value sfo01.rainpole.local Value
Source Display Name RAINPOLE.LOCAL SFO01.RAINPOLE.LOCAL
Source Type Active Directory Active Directory
Integration Mode Basic Basic
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Active Directory Settings rainpole.local Value sfo01.rainpole.local Value
Domain/Subdomain RAINPOLE.LOCAL SFO01.RAINPOLE.LOCAL
Use SSL/TLS Deselected Deselected

User Name svc-vrops@rainpole.local svc-vrops@rainpole.local
Password sve-vrops_password sve-vrops_password

Settings under the Details section

Automatically synchronize user membership for Selected Selected
configured groups

Host dcO1rpl.rainpole.local dc01sfo.sfo01.rainpole.local

Port 3268 389

Base DN dc=RAINPOLE,dc=LOCAL dc=SFO01,dc=RAINPOLE,dc=LOCAL
Common Name userPrincipalName userPrincipalName

5 Click the Test button to test the connection to the domain controller and in the Info success message
click OK.

6 Inthe Add Source for User and Group Import dialog box, click OK.

The two Active Directories are added to vReliaze Operations Manager.

Home -l gl © © @ & T Authentication Sources
& Seluticns *
(& Licensing
utes Display ame Souie Type = Hest Fot Gomain Hame Buase Bl { auto Synchn
=] Cradentals
SFODIRAMNFOLELOG. . Actve Ditactory  de07sfo.sfo01 ramgols local 388 SFON RANPOLELOGAL  0c=8FO01 i=RAINPOLE Ji-LOCAL  bue
& Policies RANPOLE LOCAL #ctve Directory  de0plrsingole ocal 1268 RAINPOLE LOCAL de=RAINPOLE de=LOCAL e
@ Inventory Explorer
% Obijzct Relationsnips
25 Waintenance Schadules

& Access Cantrol

Configure User Access in vSphere for Integration with vRealize
Operations Manager in Region A

Configure operations services accounts with permissions that are required to enable vRealize Operations
Manager access to monitoring data on the Management vCenter Server and Compute vCenter Server in
Region A.

You associate the svc—xxx—-vrops services accounts in the Active Directory with user roles that have
certain privileges and you assign the users to the vCenter Server instanced in the inventory.

Procedure

1 Define a User Role in vSphere for Storage Devices Adapters in vRealize Operations Manager for
Region A
In vSphere, create a user role with privileges that are required for collecting data about storage
devices in vRealize Operations Manager.
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2 Configure User Privileges in vSphere for Integration with vRealize Operations Manager for Region A

Assign global permissions in Region A to the operations service accounts svc-vrops and svc-mpsd-
vrops in order to access monitoring data from the Management vCenter Server and Compute
vCenter Server in Region A with vRealize Operations Manager.

Define a User Role in vSphere for Storage Devices Adapters in vRealize

Operations Manager for Region A

In vSphere, create a user role with privileges that are required for collecting data about storage devices in
vRealize Operations Manager.

Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 On the Home page of the vSphere Web Client, click Roles under Administration.
3 Create a new role for collecting storage device data.
a Onthe Roles page, click the Create role action icon.

b In the Create Role dialog box, configure the role using the following configuration settings, and

click OK.

Setting Value

Role name MPSD Metrics User

Privilege ®  Host.CIM.CIM interaction

m  Host.Configuration.Storage partition configuration
= Profile-driven storage.Profile-driven storage view

= Storage views.View
This role inherits the System.Anonymous, System.View, and System.Read permissions.

4 The Management vCenter Server for Region A propagates the role to the other linked vCenter Server
instances.

Configure User Privileges in vSphere for Integration with vRealize Operations
Manager for Region A

Assign global permissions in Region A to the operations service accounts svc-vrops and svc-mpsd-vrops
in order to access monitoring data from the Management vCenter Server and Compute vCenter Server in
Region A with vRealize Operations Manager.
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The svc-vrops user has read-only access on all objects in vCenter Server. The svc-mpsd-vrops user has
rights that are specifically required for access to storage device information in vRealize Operations
Manager on all objects in vCenter Server.

Prerequisites

= Verify that the Management vCenter Server and Compute vCenter Server for Region A are connected
to the Active Directory domain.

= Verify that the users and groups from the rainpole.local domain are available in the Management
vCenter Server and in the Compute vCenter Server for Region A.

Procedure

1 Login to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 From the Home menu, select Administration.

3 Assign global permissions to the svc-vrops@rainpole.local and svc-mpsd-vrops@rainpole.local users
according to their roles.

User Role
svc-vrops@rainpole.local Read-Only
svc-mpsd-vrops@rainpole.local MPSD Metrics User

a Inthe vSphere Web Client, navigate Administration and click Global Permissions.

b Click Add Permission.

vmware: vSphere Web Client  #=

Navigator X Global Permissions

4 Back Manage |

Administraton

~ Access Control % s/ X
Bherr Fole

Roles

& VSPHERELOCALWdministralors Administrator
& VSPHERE LOCALWwsphere-webclient-0c099009-2898-425F-ac68-b6c7057bc33d Read-only

~ Single Sign-On

Users and Groups

& VSPHERE LOCALWpxd-extension-0cD98008-2898-425+ach8-b6cT057bc3dd Administrator
& VSPHERELOCAL\Agministrator Administrator
Configuration & VSPHERE LOCALWpxd-0c099000-2808-425%-ac68-b6cT057be32d Administrator

¢ Inthe Global Permissions Root - Add Permission dialog box, click Add to associate a user or
a group with a role.

d Inthe Select Users/Groups dialog box, from the Domain drop-down menu, select
rainpole.local, in the filter box type svc and press Enter.
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e From the list of users and groups, select svc-vrops, click Add , and click OK.

£

Select Users/Groups (7 )(x

Select users from the list or type names in the Users text box. Click Check names o
validate your entries against the directory.

Daomain: | rainpole. local |1r |

Users and Groups

| Show Users First | | [ @ svc
User/Group 2 & Descrption/Full name
& svc-vdp sve-vdp -
& sve-vr SVC-VT
& svc-vRA sve-vRA svc-vRA
& svc-vra-vrops SVC-WTra-wrops
,5 svC-vrli-vrops SVC-wrli-vrops
& svc-vRO sve-vRO sve-vRO
& svc-vrops SVC-VTOpS SVC-VTOpS -
Add
lsers: |rainpn|e.|nca|\svc—wnps |
Groups: | |

Separate multiple names with semicolons | check names

OK ][ Cancel ]

f Inthe Global Permissions Root - Add Permission dialog box, from the Assigned Role drop-
down menu, select Read-only, ensure that Propogate to children is selected, and click OK.

g Repeat the steps to assign the MPSD Metrics User role to the svc-mpsd-vrops user.

The global permissions of svc-vrops and svc-mpsd-vrops propagate to all linked vCenter Server
instances.

Add vCenter Adapter Instances to vRealize Operations Manager
for Region A
After you deploy the analytics cluster and the remote collector nodes of vRealize Operations Manager in

Region A and start vRealize Operations Manager, add vCenter Adapter instances for the Management
and Compute vCenter Server instances in Region A.

VMware, Inc. 393



Deployment for Region A

Prerequisites
m  Verify that the Management vCenter Server and Compute vCenter Server are running.

m  Verify that the Management vCenter Server and Compute vCenter Server are configured with the
rainpole.local Active Directory domain.

Procedure
1 Log in to vRealize Operations Manager by using the administration console.
a Open a Web browser and go to https://vrops—-cluster-01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin
Password vrops_admin_password

2 Inthe left pane of vRealize Operations Manager, click Administration and click Solutions.

3 From the solution table on the Solutions page, select the VMware vSphere solution, and click the
Configure icon at the top.

& Solutions EC

N —

Name + Deseription Frowided by Licensing Adapter Status

[ vhtware vSphere Manages vBphere objects such as Clusters, Hosts..  Viware | Matapplicahle MNone Configured
i Vhiware vRealize Log Insight Managerment Pack for Vihware vRealize Log Insigh...  Viware | Matapplicahle MNone Configured
Opgraung Systerns / Rermote Service Mo The End Paint Operations Management Solution 1. Whtwware | Mot applicahle Mane Configured

The Manage Solution - VMware vSphere dialog box appears.
4 On the Configure adapters page, from the Adapter Type table at the top, select vCenter Adapter.

Empty settings for the vCenter Adapter default instance appear under Instance Settings if vRealize
Operations Manager does not have vCenter Adapters configured.
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5 Under Instance Settings, enter the settings for connection to vCenter Server.

a If you already have added another vCenter Adapter, click the Add icon on the left side to add an
adapter settings.
b Enter the name, description and FQDN of vCenter Server.
Setting Value for Management vCenter Server  Value for Compute vCenter Server
Name mgmt01vc01-sfo01 comp01vc01-sfo01
Description Management vCenter Server for Region A Compute vCenter Server for Region A
vCenter Server mgmt01vc01.sfo01.rainpole.local comp01vc01.sfo01.rainpole.local
Manage Solution - VMware vSphere ? |
vCenter Adapter Frovides the connection infarmation and cred. a Whiware Inc.
Instance Settings
Instance Hams & Display Marme mgmit01ve01-sfo01
AR =S Description Management wCenter Server for Region A
Basic Settings
vCenter Server rmarmtd1vedt.sfoll rainpale.local i ]
Credential | ‘ X‘ hi ‘ & 7
vCenter Actions i}
Enable Actions (») Enable () Disable
2 Alternate Action Credentials (optional)
| Test connection |
3 Settings
Page of1 & Define Monitoring Goals | | Save Settings |
| Close |
¢ Click the Add icon on the right side, configure the collection credentials for connection to the
vCenter Server instances, and click OK.
Management vCenter Server
Credentials Attribute Value
Credential name m mgmt01vc01-sfo01-credentials (for Management vCenter Server )
m compO01vc01-sfo01-credentials (for Compute vCenter Server )
User Name svc-vrops@rainpole.local
Password sve-vrops-password
d Leave Enable Actions set to Enable so that vCenter Adapter can run actions on objects in the
vCenter Server from vRealize Operations Manager.
e Click Test Connection to validate the connection to vCenter Server instance.
The vCenter Server certificate appears.
f Inthe Review and Accept Certificate dialog box, verify the certificate information and click OK.
VMware, Inc.
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g Click OK in the Test Connection Info dialog box.
h Expand the Advanced Settings section of settings.

i From the Collectors/Groups drop-down menu, select the SFO01 group.

w Advanced Setlings

Collectors/Groups Default collector group|

Defauit collector group

Auto Discovery

VRealize Operatens Manager Collector-¥ops-datan-03
Rncss Clgt B | vRealize Operabons Manager Collector-waps-repin-02
Enable Collecting ¥Sphere Distibuted Switch VRealize Operatons Manager Collettor-yops-datan-03

e CumSCa VN AIE: REATe F et VRealizs Operatons Manager Collector-yrops-mstm-01

nable Collscang vSpnere Dismiourted Part Grou
Enable Collecing vSphere Distibuied Pot Group o - e Operaiions Nemager Collesior-wops rmicol-01
[Eschul Wi oat iadtuses fom Caxact | vRealize Operations Manager Collector-waps-micol-02

Calculalions

Maximum Number Of Virtual Machines Collected 2000000000 B

i Specify a user account with administrator privileges to register vRealize Operations Manager with
the vCenter Server instance.

After the registration, vCenter Server users can launch vRealize Operations Manager from and
use health badges on the inventory objects in the vSphere Web Client.

Setting Value
Registration user administrator@vsphere.local
Registration password vsphere_admin_password

6 Click Define Monitoring Goals

7 On the Define Monitoring Goals page, under Enable vSphere Hardening Guide Alerts?,
select Yes, leave the default configuration for the other options, and click Save.

Define Monitoring Goals x

Please answer the following list of questions to create a new default palicy or Save to modify the existing default
palicy. To adjust advanced settings of the default policy or create a new policy, proceed to Administration = Polices
Page.

Which objects do you want to be alerted on in your environment?
Leam More

( Infrastructure objects except for Vitual Machines

() Virtual Machines only

(=) AllvSphere objects

Which type of alerts do you want to enable? (Select all that apply)

Learn More
[¥] Health alerts that usually require immediate attention.
[ Risk alerts indicating that you should look into any problems in the near future
[ Efficiency alerts indicating that you can reclaim resources.

Configure Memory Capacity based on?
Learn Mare

(+) ¥Sphere Default

(U Most Aggressive

(_ Most Conservative

Enable vSphere Hardening Guide Alerts?
Learn Mare

(=) Yes

(U No

| save || cancel
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8 Click OK in the Default Policy Information dialog box.

9 Click Save Settings.

10 In the Review and Accept Certificate dialog box, verify the certificate information and click OK.
11 Click OK in the Adapter Instance Information dialog box.

12 Repeat Step 5 to Step 11 for the Compute vCenter Server.

13 In the Manage Solution - VMware vSphere dialog box, click Close.

14 On the Solutions page, select VMware vSphere from the solution table to view the collection state
and collection status of the adapters.

The collection state indicates whether the adapter should be collecting data. The collection status
value indicates whether vRealize Operations Manager is receiving data about a certain object type.
An adapter instance has a status value only if its collection state is Collecting.

The Collection State column for the vCenter Adapters displays Collecting, and the Collection
Status column displays Data receiving.

& Solutions EC

P —

Hame Deseription Frowided by Licensing Adapter Status &

- vmware vSphere Manages vSphere ohjects such ... VMware Inc. Mot applicahble Mone Canfigured
i WMware vRealize Log Insight Management Pack for Whware v...  VMware Inc. Mot applicahle Mone Canfigured
@opgmmg Systerns / Rernote Se The End Point Operations Mana. Whtwware Ine. Mot applicahle Mone Canfigured
i Managerment Pack for Starage © YMware vCenter Starage Device. Whtwware Ine. Mot applicahle Mone Canfigured

VMware vSphere Solution Details

=
Adapter Type Adapter Instance Name Credential name Collector Collection State Collection Status ™
wCenter Adapter rmgrmtd1we01-sfo01 mgmtd1vc01-sfol1-crede, vRealize Operations Man. = Collecting & Data receiving
wCenter Adapter comp0lvedl-sfodl camp0lvenl-sfadi-crede...  vRealize Operations Man. = Collecting & Data receiving

Connect vRealize Operations Manager to the NSX Managers in
Region A

Install and configure the vRealize Operations Management Pack for NSX for vSphere to monitor the NSX
networking services deployed in each vSphere cluster and view the vSphere hosts in the NSX transport
zones. You can also access end to end logical network topologies between any two virtual machines

or NSX objects for better visibility into logical connectivity. Physical host and network device relationship
in this view also helps in isolating problems in the logical or physical network.

Prerequisites

m  Download the . pak file for the vRealize Operations Manager Management Pack for NSX for vSphere
from VMware Solutions Exchange.

m  Verify that the vCenter Server instances for Region A are deployed.
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= Verify that the NSX Manager is installed and configured for the management cluster, and for the
shared edge and compute cluster.

m  Verify that vRealize Operations Manager is deployed and its analytics cluster is started.

= Verify that the remote collector nodes for Region A are deployed and grouped.

= Verify that vRealize Log Insight is deployed.

Procedure

1 Install the vRealize Operations Manager Management Pack for NSX for vSphere in Region A

Install the . pak file for the management pack for NSX for vSphere to add the solution entry and
adapters to vRealize Operations Manager.

2 Configure User Privileges in NSX Manager for Integration with vRealize Operations Manager for

Region A

Assign the permissions that are required to access monitoring data from the Management NSX
Manager and Compute Manager in Region A in vRealize Operations Manager to the operations
local service account svc-vrops-nsx.

3 Add NSX-vSphere Adapter Instances to vRealize Operations Manager for Region A

After you install the management pack, configure NSX-vSphere Adapters: one for the NSX Manager
for the management cluster and one for the NSX Manager for the shared edge and compute cluster.

4 Add Network Devices Adapter to vRealize Operations Manager for Region A

Configure a Network Devices Adapter to monitor the switches and routers in your environment, and
view related alerts, metrics and object capacity.

Install the vRealize Operations Manager Management Pack for NSX for
vSphere in Region A

Install the . pak file for the management pack for NSX for vSphere to add the solution entry and adapters
to vRealize Operations Manager.

Procedure

1 Login to vRealize Operations Manager by using the administration console.

a

b

Open a Web browser and go to https://vrops-cluster-01.rainpole.local.

Log in using the following credentials.

Setting Value
User name admin
Password vrops_admin_password

2 Inthe left pane of vRealize Operations Manager, click Administration and click Solutions.

3 On the Solutions page, click the Add icon.
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4 On the Select Solution page from the Add Solution wizard, browse to the . pak file of the vRealize
Operations Manager Management Pack for NSX for vSphere and click Upload.

Add Solution 7

1 Select Solution Select a Solution to Install

N Browse your file system to select a PAK file far the solution you want to install.
2 End User License Agreement

3 Install

|vmware-MPfﬂrNSX—vSphere- pak “ Browse.

" The selected file is ready to upload and install. Click Upload to continue.

[ Install the PAK file even ifit is already installed

] Reset Default Content, ovenwriting to a newer version provided by this update. User
modifications to DEFAULT Alert Definitions, Symptoms, Recommendations, Policy Definitions,
Views, Dashboards, Widgets and Reports will be avenaritten. If you are installing a product
s0ftware update, clone or backup the content hefore you proceed

Upload H 0%

| cancel |

After the NSX management pack file has been uploaded, you see details about the management
pack.

5 After the upload is complete, click Next.
6 Onthe End User License Agreement page, accept the license agreement and click Next.
The installation of the management pack starts. You see its progress on the Install page.

7 After the installation is complete, click Finish on the Install page.
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Add Solution 7

+ 1 Select Solution Install Solution

- The selected solution is heing installed
+ 2 End User License Agreement

3 Install Installation Details

State: Applied Adapter (Candidate) -
MNode Address: wraps-mstrn-01.rainpole.local
State: Applied Adapter (Candidate)
MNode Address: wrops-rmtcal-02.5f001 rainpale.local
State: Applied Adapter (Candidate)
MNode Address: wrops-rmtcal-01.5f001 . rainpale.local
State: Applied Adapter (Candidate)
MNode Address: wrops-repln-02.rainpole.local
State: Applied Adapter Post Script (Candidate)
MNode Address: wrops-datan-03 rainpole local
State: Applied Adapter Post Script (Candidate)
MNode Address: wrops-rmtcal-02.5f001 rainpale.local
State: Applied Adapter Post Script (Candidate)
MNode Address: wrops-rmtcal-01.5f001 . rainpale.local
State: Applied Adapter Post Script (Candidate)
MNode Address: wrops-rmtcal-02.5f001 rainpale.local
State: Applied and Cleaned (Completed)
MNode Address: wrops-rmtcal-01.5f001 . rainpale.local
State: Applied and Cleaned (Completed)
MNode Address: wraps-mstrn-01.rainpole.local
State: Applied Adapter Post Script (Candidate)
MNode Address: wraps-mstrn-01.rainpole.local
State: Applied and Cleaned (Completed)
MNode Address: wrops-repln-02.rainpole.local
State: Applied and Cleaned (Completed)
MNode Address: wrops-datan-03 rainpole local
State: Applied and Cleaned (Completed)

Finish

The Management Pack for NSX-vSphere solution appears on the Solutions page of the vRealize
Operations Manager user interface.

4 Solutions HC
4 @ |show. | Solutions >
Hame = Deseeiption Provided by Adapter Status
Lﬂ"snaugmgm Pack for NSX-vSphere | Manages NSX-vBphere objects, including ... VMware Inc. Notapplicable None Configured
& Management Pack for Storage Devices  ¥hware vCenter Storage Devices Solulion  Whware Inc Not applicable None Configured
BB operating Systems { Remote Senvice Monit The End Point Operations Management So...  Vhware Inc Not spplicable None Configured
2 viware vRealize Log Insight Management Pack for Viware viealize Lo, Vhware Inc Not applicable None Configured
) VMware vSphere Manages ¥Sphere objects such as Cluster...  Whware Inc. Notapplicable @ Data receiving (2)
Bl vRealize Automation Management Pack  Manages vRealize Autoration objects suc...  VMware Inc Not applicable @ Data recehving {1}

Management Pack for NSX-vSphere Solution Details

=~
Adapter Type Adapter Instance Name Cradential name Collactor Collection State laction Status
Network Devices Adapter Mot configured N A
NSX-vSphere Adapter Mot configured NiA &

Configure User Privileges in NSX Manager for Integration with vRealize
Operations Manager for Region A

Assign the permissions that are required to access monitoring data from the Management NSX Manager
and Compute Manager in Region A in vRealize Operations Manager to the operations local service
account svc-vrops-nsx.

Prerequisites

m  Ensure that SSH has been enabled on the Management NSX Manager and Compute NSX Manager
in Region A.

®  On a Windows host that has access to you data center, install a REST client, such as the RESTClient
add-on for Firefox.
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Procedure

1 Login to the NSX Manager by using a Secure Shell (SSH) client.

a

Open an SSH connection to the NSX Manager virtual machine.

NSX Manager Host name
NSX Manager for the management cluster mgmt01nsxm01.sfo01.rainpole.local

NSX Manager for the shared compute and edge cluster comp01nsxm01.sfo01.rainpole.local

Log in using the following credentials.

Setting Value
User name admin

Password B mngnsx_admin_password

®  compnsx_admin_password

2 Create the local service account svc-vrops-nsx on the NSX Manager instances.

a

Run the following command to switch to Privileged mode of the NSX Manager.
enable

Enter the admin password when prompted and press Enter.

Switch to Configuration mode.

configure terminal

Create the service account svc-vrops-nsx.

user svc-vrops—nsx password plaintext svc-vrops—nsx_password

Assign the svc-vrops-nsx user access to NSX Manager from the vSphere Web Client.
user svc-vrops-nsx privilege web-interface

Leave the Configuration mode
exit

Commit these updates to the NSX Managers:

copy running-config startup-config

3 Assign the security_admin role to the svc-vrops-nsx service account.

a

b

Log in to the Windows host that has access to your data center.

In a Firefox browser, go to chrome: //restclient/content/restclient.html
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¢ From the Authentication drop-down menu, select Basic Authentication

d Inthe Basic Authorization dialog box, enter the following credentials, select Remember me and
click Okay.

Setting Value
User name admin

Password B mngnsx_admin_password

®  compnsx_admin_password

The Authorization: Basic XXX header appears in the Headers pane.

e Inthe Request pane, enter the following header details and click Okay.

Request Header Attribute Value
Name Content-Type

Value Application/xml

The Content-Type:application/xml header appears in the Headers pane.

f  Inthe Request pane, from the Method drop-down menu, select POST, and in the URL text box,
enter the following URL.

NSX Manager POST URL
NSX Manager for the https://mgmt01nsxm01.sfo01.rainpole.local/api/2.0/services/usermgmt/role/svc-vrops-
management cluster nsx?isCli=true

NSX Manager for the shared  https://comp01nsxm01.sfo01.rainpole.local/api/2.0/services/usermgmt/role/svc-vrops-
edge and compute cluster nsx?isCli=true
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g

In the Request pane, paste the following request body in the Body text box and click Send.

<accessControlEntry>

<role>security_admin</role>

<resource>

<resourceld>globalroot-0</resourceld>

</resource>
</accessControlEntry>

Method  POST v | URL | https:/mgmt01nsxm01.sfo01 rainpole local/apif2 O/senices/usermgmt/role/svc-vraps-nsx?isCli % SEND
Headers il Remove A
Content-Type: appl X i Basic ¥V 1. %

Body

<accessControlEntry>
<role>security_admin</role>
<resource>
<resourceld=globalront-0<fresourceld>
</resource>

<laccessContralEntry>

[-] Response

Response Headers | Response Body (Raw) | Response Body (Highlight) | Response Body (Preview)

Status 204 No Content

Cache ntrol no-cache

Date
Strict-Transport-Security : max-
x-frame-options SAMEORIGIN

2017

14:40:38 GMT

1536000; includeSubDomains

The Status changes to 204 No Content.

h Repeat the step for the other NSX Manager.

Add NSX-vSphere Adapter Instances to vRealize Operations Manager for
Region A

After you install the management pack, configure NSX-vSphere Adapters: one for the NSX Manager for
the management cluster and one for the NSX Manager for the shared edge and compute cluster.

Procedure

1 Login to vRealize Operations Manager by using the administration console.

a

Open a Web browser and go to https://vrops-cluster-01.rainpole.local.

b Log in using the following credentials.

Setting
User name

Password

Value
admin

vrops_admin_password

2 In the left pane of vRealize Operations Manager, click Administration and click Solutions.
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3 On the Solutions page, select Management Pack for NSX-vSphere from the solution table, and

click Configure.

& Solutions:
4 @& [Show. [ANSolutions -
Name & Deseription
M Management Pack for NSX-vBphere Manages NSH-vSphere objects, including both the control plane and log. .
5 Management Pack for Storage Devices iware vGenter Storage Devices Solution
T operating Systems { Remote Senice Monitoring  The End Point Operations Management Solution for Operating Systems .
2 viware vRealize Log Insight Management Pack for Vitware vRealize Log Insight which defines the L.
[ vmware vSphere Manages vSphere objects such as Clusters, Hosts.
B vRealize Automalion Management Pack Manages vRealize Automation objects such as Tenants, Reservations...

Management Pack for NSX-vSphere Solution Details

=
Adaptar Typa Adaptar ntanca Nama Cradantial name Collactor
Network Devices Adapter Mot configured A HiA
NS¥-vEphere Adapter Mot configured WA WA

4 In the Manage Solution - Management Pack for NSX-vSphere dialog box, from the Adapter

Provided by

VMware Inc.

VMware Inc.

Wiware Inc.

hware Inc.

Vhbware Inc.

VMware Ine.

Type table at the top, select NSX-vSphere Adapter.

Licansing
Not applicable
Not applicable
Not applicable
Mot applicable
Mot applicable

Not applicable

Collaction State

Adaptar Status
MNone Configured
None Configured
None Configured
Nane Configured
@ Data receiing (4)

@) Data receming (1)

Collaction Status ™

Empty settings for the NSX-vSphere Adapter appear under Instance Settings if vRealize Operations
Manager does not have NSX-vSphere Adapters configured.
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5 Under Instance Settings, enter the settings for connection to the NSX Manager for the management
cluster or to the NSX Manager for the shared edge and compute cluster.

a If you already have added another NSX-vSphere Adapter, click the Add icon to add an adapter
settings.

b Enter the name, the FQDN of NSX Manager and the FQDN of the vCenter Server instance that is

connected to NSX Manager, and enable log forwarding of NSX-related data to vRealize Log

Insight.
Value for the NSX Manager for the Value for the NSX Manager for the Shared
Setting Management Cluster Edge and Compute Cluster
Display Name Mgmt NSX Adapter - SFO01 Comp NSX Adapter - SFO01
Description - -

NSX Manager Host

mgmt01nsxm01.sfo01.rainpole.local

comp01nsxm01.sfo01.rainpole.local

VC Host mgmt01vc01.sfo01.rainpole.local comp01vc01.sfo01.rainpole.local
Enable Log Insight false false
integration if
configured
Manage Solution - Management Pack for NSX-v Sphere 2
Adapter Type Description Instances. Provided by Reset Defautt Content
NSX-vSphere Adapter NSX-vSphere Adapter 0 VMware Inc
Network Devices Adapter Network Devices Adapter 0 VMware Inc
Instance Settings
Instance Name + Display Name Mgmt NSX Adapter - SFO01
Mamt NSX Adapter - SFOO1 Description
Basic Settings
NSX Manager Host |mgmtD'n5me'.5foD‘ rainpole local ‘
VC Host |mgmlD‘ch‘ sfoD1.rainpole.local ‘
Enable Log Insight
integration if |fa\se ‘ b ‘ Lid
configured
Credential | ‘ K‘ ~ ‘ + 7/
| Test Connection |
b Advanced Settings
Page El of1 & | Save Settings |
‘ Close ‘
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Click the Add icon next to the Credential text box, configure the credentials for the connection to
NSX Manager and vCenter Server, and click OK.

Value for the NSX Manager for the Value for the NSX Manager for the Shared

Setting Management Cluster Edge and Compute Cluster

Credential name Credentials to Mgmt vCenter Server and Credentials to Compute/Edge VC and NSX
NSX Manager Manager

NSX User Name SVC-Vrops-nsx SVC-Vrops-nsx

NSX Manager SVC-vrops-nsx_password SVC-vrops-nsx_password

Password

vCenter User Name svc-vrops@rainpole.local svc-vrops@rainpole.local

vCenter Password sve-vrops-password sve-vrops-password

Expand the Advanced Settings pane, click the Collectors/Groups drop-down menu and select
SFOO01.

Click Test Connection to validate the connection to the Management NSX Manager or Compute
NSX Manager.

The NSX Manager certificate appears.

Click Save Settings.

In the Review and Accept Certificate dialog box, verify the certificate information and click OK.
Click OK in the Adapter Instance Info box.

Repeat these steps to create an NSX-vSphere Adapter for the NSX Manager for the shared edge
and compute cluster.

6 In the Manage Solution - Management Pack for NSX-vSphere dialog box, click Close.

The two NSX-vSphere Adapters are available on the Solutions page of the vRealize Operations
Manager user interface. The Collection State of the adapters is Collecting and the Collection Status
is Data receiving.

£ Solutions WG
&= @& |Show. |All Solutions -
Hame & Dascription Frovided by Licansing Adapter Status
mﬂaniu!mem Pack for NEX-vEphers Manages NSX-vSphere objects, i.. Vhware Inc. Not applicable +) Dala recelving (2)
2 Management Pack for Storage Devices Vhtware wCenter Storage Devices . Viware Inc Not applicable None Configured
[ operating Systems  Remole Servce Monitoring The End Point Operations Manag...  ViMware Inc Not applicable None Configured
& vMware vRealize Log Insight Management Pack for Viware v...  Vhware Inc. Not applicable None Configured
() vhware vSphere Manages vSphere objects such .. Vhware Inc Not applicable @ Data receiving (4)
B vRealize Automation Management Pack Manages vRealize Automation 0. VWware Inc Not applicable @ Dsta recaiving (1)
Pack for NSX-vSphere
=]
Adaptsr Type Adapher Instancs Name Credential name Gollector Collection State Collection Status
NSK-¥Sphere Adapter Mgt NS Agapter - SFO01 Credentials to MomtvCenter Serve...  vRealize Operations Manager Goll..  “ Collecting © Data receiving
NS)-¥Sphere Adapter Comp NSX Adapter - SFOD1 Credentials to Compute/Edge VC .. vRealize Operations Manager Coll . Collecting @ Data receiving
Network Devices Adapter Not configured A A
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Add Network Devices Adapter to vRealize Operations Manager for Region A

Configure a Network Devices Adapter to monitor the switches and routers in your environment, and view

related alerts, metrics and object capacity.

The Network Devices Adapter collects data across all vCenter Server instances that you monitor by using
vRealize Operations Manager. In a multi-region environment, you use a single adapter instance to access

data for all regions.

Prerequisites

= To monitor network devices, SNMP must be enabled in your network environment.

= For complete monitoring of your environment, Link Layer Discovery Protocol (LLDP) or Cisco

Discovery Protocol (CDP) must also be enabled on each network device.

Procedure

1 Login to vRealize Operations Manager by using the administration console.

a Open a Web browser and go to https://vrops—cluster-01.rainpole.local.

b Log in using the following credentials.

Setting
User name

Password

2 In the left pane of vRealize Operations Manager, click Administration and click Solutions.

Value

admin

vrops_admin_password

3 On the Solutions page, select the Management Pack for NSX-vSphere from the solution table, and

click Configure

& Solutions

4 @ |show | AlSoltions

"M management Pack for NSX-vSphere

2 Management Pack for Storage Devices

B operating Systems f Remote Service Monitoring

& Wiware vRealize Log Insight
[ Wiware vSphere

B vRealize Automation Management P

Management Pack for NSK.vSphere So
]
Adapter Type
NEx-vEphere Adapter
NSX-vSphere Adapter

Network Devices Adapler

4 In Manage Solution - Management Pack for NSX-vSphere dialog box, from the Adapter

ack

iution Details:

Description
Manages NSX-vSphere objects, i...
VMware vCenter Storage Devices.
The End Point Operations Manag.
Management Pack for Vilware v.
Manages vSphere objects such ...

Manages vRealize Autornation o.

Adapter Instance Name Cradential name

Magent NEX Adapter - 5FO01
Comp NSX Adapter- SFOD1

Not configured

A

Provided by

Vhhware Inc,

Whtware Inc,

Whtware Inc.

Vhtwiare Inc.

Whtware Inc.

Whtware Inc.

Credentials to Mgmt vCenter Serve

Credentials to Compute/Edge VC ...

Collector

ensing
Not applicable
Not applicable
Not applicable
Notapplicable
Not applicable

Mot applicable

vRealize Operations Manager Coll

¥Realize Operations Manager Coll...

A

Type table at the top, select Network Devices Adapter.

VMware, Inc.

Collection State
“ Collecting

 Collecting

Adapter Statuz
¥ Data recelving ()
None Configured
None Configured
None Configured
@ Data receiving (4)

& Data receiving (1)

Collestion Status
© Dala receiving

© Data receiving
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a Enter the name, SNMP version and credentials.

5 Under Instance Settings, enter the settings for SNMP connection to the network devices for the
management cluster.

Setting
Display Name
Description
SNMP Ports
SNMP Version

SNMPv3 Privacy Protocol
SNMPv3 Authentication Protocol

Value

Network Devices Adapter

161

SNMPv2

AES

MD5

Adapter Type
MNEx-wSphere Adapter
Metwark Devices Adapter

Instance Name &

MNetwork Devices Adapter

Page of 1

Manage Solution - Management Pack for NSX-vSphere

Description
MEH-wSphere Adapter
Metwark Devices Adapter

Instance Settings

Display Mame

Description

Basic Settings
SHMP Ports
SMMP version

SMMP3 Privacy
Protocal

SNMPY3
Authentication
Protocal

Credential

| Test connection |

Instances
2
0

Frovided by
Whtware Inc.

Whtware Inc.

Metwork Devices Adapter

?

Reset Default Content

[181

[stamPvz

=

[mDs

|Netwnrk Devices Credentials

3 Settings

| Save Settings

| Close

b Click the Add icon, and configure the credentials for connecting the Network Devices Adapter to
the network devices, and click OK.

Credential
Credential Kind

Credential Name

SNMP Read Community Strings

Value

SNMPv1, SNMPv2 Credential

Network Devices Credentials

public

For SNMPv1 and SNMPv2 devices, enter a comma-separated list of community names (default

is public).

For SNMPv3 devices, provide SNMPv3 credentials in addition to the settings for SNMPv1 and

SNMPv2.

VMware, Inc.
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Marrage Credential X%
Cradantial King SNPYY, BP2 Credertial
Cradential name WNelwork Desices Gredentials

SNMP Read Community

Shings publie

0K Cancel

¢ Click Test Connection to verify the settings, and if the test is successful click the OK button.

d Expand the Advanced Settings section of settings, and verify that the Collectors/Groups option
is set to Default collector group.

e Click Save Settings and click OK in the information box that appears.
6 In the Manage Solution - Management Pack for NSX-vSphere dialog box, click Close.
The Network Devices Adapter appears on the Solutions page of the vRealize Operations Manager user

interface. The adapter is collecting data about the network devices in Region A of the SDDC.
The Collection State of the adapter is Collecting and the Collection Status is Data receiving.

& Solutions B
& @ |show AN Solutions -
Hame = beswiption Version Provided by Licersing Adapter Status
M Management Pack for NSX-vSphera  Manages NSX-vSphere object..  3.5.0.4602207 WMware Ine Notapplicable ) Data receiving (3)
& Management Pack for Storage Devices  YMware vCenter Storage Devic...  6.0.5.4015504 Whtware Inc Notapplicable None Configured
BB operating Systems | Remote Sendce o The End Point Operations Man...  1.0.4506154 Whtware Inc Notapplicable None Configured
2 Viware vRealize Log Insight Management Pack for Vidware 6.0.4527690 Viware Inc. Notapplicable None Configured
[ vMware vSphere Manages vSphere objects suc.. 604635876 Whtware Inc Notapplicable @ Datareceiving (4
Bl vRealze Atomation Managemant Pack Manages vRealize Automation . 21 4378245 Whware Inc Not applicable @ Datareceiving (1)

Management Pack for NSX-vSphere Solution Details

&
Adapter Type Adapter Instance Name Credential name Collectar Collection State Collection Status ¥
NEX-¥Sphere Adapter Mamt NEX Adapter - SFO01 Credentials to MamtvCenter Serve. . vRealize Gperations Manager Coll = Collecting @ Data recetving
NSX-vSphere Adapter Comp NSX Adapter - SFO01 Credentials to C: wRealize Operat Manager Coll  Collecting © Data receiving
Network Devices Adapter Network Devices Adapler Network Devices Credentials vRealize Operations Manager Coll... ™ Collecting © Data receiving

Connect vRealize Operations Manager to vRealize Automation in
Region A

Install and configure the vRealize Operations Manager Management Pack for vRealize Automation to
monitor the health and capacity risk of your cloud infrastructure in the context of the tenant's business
groups.

Prerequisites

= Download the .pak file for the vRealize Operations Manager Management Pack for vRealize
Automation from VMware Solutions Exchange.

m  Verify that vRealize Operations Manager is deployed and its analytics cluster is started.

= Verify that vRealize Automation is deployed.
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Procedure

1 Configure Collection of Metrics from vRealize Automation in vRealize Operations Manager in Region
A

Connect vRealize Automation to vRealize Operations Manager for collecting statistics about the
tenant workloads that are provisioned by using vRealize Automation.

2 Configure Integration of vRealize Operations Manager with vRealize Automation for Workload
Reclamation in Region A

Connect vRealize Automation with vRealize Operations Manager to collect metrics that vRealize
Automation can use to identify tenant workloads for reclamation in Region A. Such workloads have
low use of CPU, memory use, or disk space.

Configure Collection of Metrics from vRealize Automation in vRealize
Operations Manager in Region A

Connect vRealize Automation to vRealize Operations Manager for collecting statistics about the tenant
workloads that are provisioned by using vRealize Automation.

Procedure

1 Configure User Privileges on vRealize Automation for Integration with vRealize Operations Manager
in Region A
Assign the permissions that are required to access monitoring data from the vRealize Automation in
vRealize Operations Manager to the svc-vrops-vra operations service account. The svc-vrops-vra
user has rights that are specifically required for access to vRealize Automation in vRealize
Operations Manager.

2 Install the vRealize Operations Manager Management Pack for vRealize Automation in Region A

Install the . pak file for vRealize Operations Manager Management Pack for vRealize Automation to
monitor the state of objects related about tenants, business groups, reservations groups, and
blueprints.

3 Add vRealize Automation Adapter to vRealize Operations Manager for Region A

After you install the management pack, configure a vRealize Automation adapter to collect
monitoring data from vRealize Automation.

Configure User Privileges on vRealize Automation for Integration with vRealize Operations
Manager in Region A

Assign the permissions that are required to access monitoring data from the vRealize Automation in
vRealize Operations Manager to the svc-vrops-vra operations service account. The svc-vrops-vra user
has rights that are specifically required for access to vRealize Automation in vRealize Operations
Manager.
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Procedure

1

Log in to the vRealize Automation portal.

a

b

Open a Web browser and go to https://vra0lsvr0l.rainpole.local/vcac.

Log in using the following credentials.

Setting Value
User name administrator
Password vra_administrator_password

Domain vsphere.local

On the Tenants tab, click the Rainpole tenant.

Click the Administrators tab to assign tenant administrator and laaS administrator roles to the svc-

vrops-vra service account.

a

C

Enter svc-vrops-vra in the Tenant administrators search text box, click the Search icon, and
click sve-vrops-vra (svc-vrops-vra@rainpole.local) that shows in the search result list to
assign the role to the account.

Enter svc-vrops-vra in the laaS administrators search text box, click Search icon, and click
svc-vrops-vra (svc-vrops-vra@rainpole.local) that shows in the search result list to assign the
role to the account.

Click Finish.

Log out of the vRealize Automation Default tenant portal.

Log in to the vRealize Automation Rainpole portal.

a

b

Open a Web browser and go to https://vra@lsvr0l.rainpole.local/vcac/org/rainpole.

Log in using the following credentials.

Setting Value
User name itac-tenantadmin
Password itac-tenantadmin_password

Domain Rainpole.local

Navigate to Administration > Users & Groups > Directory Users and Groups to assign the
software architect role to the svc-vrops-vra service account.

a

Enter svc-vrops-vra in the search box, click the Search icon and click svc-vrops-vra (svc-
vrops-vra@rainpole.local) user.

The setting of the svc-vrops-vra account appear.

On the General tab, select Software Architect under Add roles to this User, and click Finish.
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7 Navigate to Infrastructure > Endpoints > Fabric Groups to assign the fabric administrator role to
the svc-vrops-vra service account.

a On the Fabric Groups page, click SFO Fabric Group.

b On Edit Fabric Group page, enter svc-vrops-vra in Fabric Administrators search text box
and click the Search icon.

¢ Click sve-vrops-vra@rainpole.local in the search result list to assign the fabric administrator
role to the account, and click OK.

Install the vRealize Operations Manager Management Pack for vRealize Automation in
Region A

Install the . pak file for vRealize Operations Manager Management Pack for vRealize Automation to

monitor the state of objects related about tenants, business groups, reservations groups, and blueprints.

Procedure
1 Log in to vRealize Operations Manager by using the administration console.
a Open a Web browser and go to https://vrops—-cluster-01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin
Password vrops_admin_password

2 Inthe left pane of vRealize Operations Manager, click Administration and click Solutions.
3 On the Solutions page, click the Add icon.

4 On the Select Solution page of the Add Solution wizard, browse to the .pak file of the vRealize
Operations Manager Management Pack for vRealize Automation, and click Upload.

VMware, Inc.
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Add Solution

2 End User License Agreement

3 Install

1 Select Sol n Select a Solution to Install

Browse your file system to select a PAK file far the solution you want to install.

|vmware-MPfurvRea\lzeAummatmn- pak

“ Browse

" The selected file is ready to upload and install. Click Upload to continue.

[ Install the PAK file even ifit is already installed

] Reset Default Content, ovenwriting to a newer version provided by this update. User

modifications to DEFAULT Alert Definitions, Symptoms, Recommendations, Policy Definitions,
Views, Dashboards, Widgets and Reports will be avenaritten. If you are installing a product

s0ftware update, clone or backup the content hefore you proceed

Upload H

| cancel |

After the vRealize Automation management pack file has been uploaded, you see details about the
management pack.

5 After the upload is complete, click Next.

6 Onthe End User License Agreement page, accept the license agreement and click Next.

The installation of the management pack starts. You see its progress on the Install page.

7 After the installation is complete, click Finish on the Install page.

Add Solution

+ 1 Select Solution
" 2 End User License Agreement

Install Solution
The selected solution is being installed.

Installation Details

State: Applied Adapter (Candidate)
Mode Address: vrops-mstrn-01 . rainpole local
State: Applied Adapter (Candidate)
Mode Address: vrops-rmicol-02 sfo01 rainpole.local
State: Applied Adapter (Candidate)
Mode Address: vrops-rmicol-01.sfo01 rainpole.local
State: Applied Adapter (Candidate)
Mode Address: vrops-mstrn-01 . rainpole local
State: Applied Adapter Post Script (Candidate)
Mode Address: vrops-rmicol-02 sfo01 rainpole.local
State: Applied Adapter Post Script (Candidate)
Mode Address: vrops-repln-02.rainpole.local
State: Applied Adapter Post Script (Candidate)
Mode Address: vrops-rmicol-01.sfo01 rainpole.local
State: Applied Adapter Post Script (Candidate)
Mode Address: vrops-datan-03.rainpale.local
State: Applied Adapter Post Script (Candidate)
Mode Address: vrops-rmicol-02 sfo01 rainpole.local
State: Applied and Cleaned (Completed]
Mode Address: vrops-rmicol-01.sfo01 rainpole.local
State: Applied and Cleaned (Completed]
Mode Address: vrops-mstrn-01 . rainpole local
State: Applied and Cleaned (Completed]
Mode Address: vrops-repln-02.rainpole.local
State: Applied and Cleaned (Completed]
Mode Address: vrops-datan-03.rainpale.local
State: Applied and Cleaned (Completed]

Finish
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The vRealize Automation Management Pack solution appears on the Solutions page of the vRealize
Operations Manager user interface.

£ Solutions HC

4 @& [Show. | Al Solutions -

Hame ¥ Deseription Providad by ensing Adaptar Status

B Realize Automation Management Pack Manages vRealize Autom...  VMware Inc. Notapplicable None Configured

[ vMware vSphere Manages vBphere object VMware Inc. Mot applicable @ Data receiving (2)

L vMware vRealize Log Insight Management Pack forVM...  VMware Inc. Notapplicable None Configured

B operating Systems / Remote Sanice Monitoring The End Point Operations...  Vware Inc. Notapplicable Nane Configured -
wvRealize Automation Management Pack Solution Details

=
Adapter Typs Rapter Instance Name Credantial name Callector Collection State Collection Status
vRealize Automation MP Not configured A NiA

Add vRealize Automation Adapter to vRealize Operations Manager for Region A

After you install the management pack, configure a vRealize Automation adapter to collect monitoring
data from vRealize Automation.

Procedure
1 Login to vRealize Operations Manager by using the administration console.
a Open a Web browser and go to https://vrops—-cluster-01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin
Password vrops_admin_password

2 In the left pane of vRealize Operations Manager, click Administration and click Solutions.

3 From the solution table on the Solutions page, select vRealize Automation Management Pack and
click Configure.

& Soltions
& @ Show.  |All Solutions -
Nama Description Provided by Licensing Adaptar Status
B vRealize Autoration Management Pack Manages vRealize uch as Tenants, Witware Inc. Not applicable None Configured

(5 VMware vSphere Manages vSphere objects such as Clusters, Hosts. VMwareIne. Mot applicable @ Data receiving (2)
& viware vRealize Log Insight Management Pack for VMware vRealize Log Insight which defines the L. Vhware Inc Mot applicable None Configured
@UD?I’GMG Systems | Remate Service Monitoring The End Paoint Operations Management Solution for Operating Systems. . WMware Inc. Not applicable None Configured
= Wanagement Pack for Storage Devices VMware vCenter Storage Devices Solution Vhtwara Inc Not applicable None Configured

vRealize Automation Management Pack Solution Details

-~
=]

Adapter Type Adapter Instance Name Credential name Collector Collection State Collection Status ¥

vRealize Automation MP Not configured MNA MA

4 In the Manage Solution - vRealize Automation Management Pack dialog box, from the Adapter
Type table at the top, select vRealize Automation MP.
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5 Under Instance Settings, enter the settings for connection to vRealize Automation.

a Enter the name and the FQDN of vRealize Automation front-end portal, and turn data collection
on for the Rainpole tenant.

Setting Value
Name vRealize Automation Adapter
Description -

vRealize Automation Appliance URL https://vra01svrO1.rainpole.local

Tenants rainpole
Manage Solution - vRealize Automation Management Pack ?
Adapter Type Description Instances Frowided by Reset Default Content
vRealize Automation MP 0 Whtwware Inc.
Instance Settings
netance Hams = Display Name vRealize Aulomalion Adapter
vRealize Automation Adapter Description
Basic Settings

vRealize Automation

Appliance URL |hnp5:fﬂ\rra015w01 rainpole.local ‘

Tenants |rampn|e ‘

Credential |Credem\a\s—vRArAdamer ‘ X‘ o ‘ + 7

Test Connection |

- Settings

Collectors/Groups | Default callector group '| i

Page of1 & | Save Settings |

| Close |

b Click the Add icon, configure the credentials for connection to vRealize Automation, and click

OK.

Credential Value

Credential name Credentials-vRA-Adapter
SysAdmin Username administrator@vsphere.local
SysAdmin Password vra_administrator_password
SuperUser Username svc-vrops-vra@rainpole.local
SuperUser Password svc_vrops_vra_password

¢ Click Test Connection to validate the connection to vRealize Automation.

d Inthe Review and Accept Certificate dialog box, verify the vRealize Automation certificate
information and click OK.

e Click OK in the Test Connection Info dialog box.
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f  Expand the Advanced Settings section of settings, and verify the following configuraton.

Advanced Setting Value
Collectors/Groups Default Collector Group
Autodiscovery True

g Click Save Settings and click OK in the information box that appears.

6 In the Manage Solution - vRealize Automation Management Pack dialog box, click Close.

The vRealize Automation MP adapter appears on the Solutions page of the vRealize Operations
Manager user interface. The Collection State of the adapter is Collecting and the Collection Status is
Data receiving.

& Solutions HC

ok @ |Show. | All Solutions -

Name Desciiption Provided by Licansing

B vRealize Automation Management Pack Manages yRealize Autoralion objects such as Tenants, Reservations..  VMwarelnc.  Not applicable None Configured
(P vmware vaphere Manages ¥Sphers objects such as Clustars, Hosts Vhware inc Not appilcable @ Data raceiing (2)
i viware vRealize Log Insight Management Pack for Vware vRealize Log Insighl which definesthe L. VMware Inc Not applicable None Configured
B2 Operating Systems { Remote Senice Monitoring The End Paint Operations Management Solution for Operating Systems... VMwarelnc.  Not applicable None Configured

5 Management Pack for Storage Devices Vhwara vCenter Storage Devices Solution VMwarelnc. Nt applicable None Configured

vRealize Automation Management Pack Solution Details
o
=

Adapter Type Adapter Instance Name Cradential name Collector Collection State Collection Status ¥

vRealize Automation MP Real i [ R pte vRealize Operations Manager Coll “ Collecting © Data receiving

Configure Integration of vRealize Operations Manager with vRealize
Automation for Workload Reclamation in Region A

Connect vRealize Automation with vRealize Operations Manager to collect metrics that vRealize
Automation can use to identify tenant workloads for reclamation in Region A. Such workloads have low
use of CPU, memory use, or disk space.

Procedure
1 Configure User Privileges on vRealize Operations Manager for Tenant Workload Reclamation in
Region A

Configure read-only privileges for the svc-vra-vrops@rainpole.local service account on vRealize
Operations Manager. You configure these privileges so that vRealize Automation can pull metrics
from vRealize Operations Manager for reclamation of tenant workloads in Region A.

2 Add vRealize Operations Manager as a Metrics Provider in vRealize Automation

Integrate vRealize Automation with vRealize Operations Manager to pull metrics for reclamation of
tenant workloads.

Configure User Privileges on vRealize Operations Manager for Tenant Workload Reclamation
in Region A

Configure read-only privileges for the svc-vra-vrops@rainpole.local service account on vRealize
Operations Manager. You configure these privileges so that vRealize Automation can pull metrics from
VRealize Operations Manager for reclamation of tenant workloads in Region A.
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Procedure
1 Login to vRealize Operations Manager by using the administration console.
a Open a Web browser and go to https://vrops—cluster-01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin
Password vrops_admin_password

2 Inthe left pane of vRealize Operations Manager, click Administration, and click Access Control.
3 Onthe Access Control page, click the User Accounts tab and click the Import Users icon.
4 On the Import Users page, import the svc-vra-vrops@rainpole.local service account.
a From the Import From drop-down menu, select RAINPOLE.LOCAL.
b Select the Basic option for the seach query.
¢ Inthe Search String text box, enter svc-vra-vrops and click Search.
The search results contain the svc-vra-vrops user account.

d Select sve-vra-vrops@rainpole.local and click Next.

Import Users ?

[ 1 importusers  JENSRUTEI RAINPOLE.LOCAL - (] )
2 Assign Groups and
T = Change Credentials
(») Basic () Advanced

[ usertame First Name Last Name Distinguished Name Email Address.

(| svc-vra-vrops@rainpole | SVC-VIA-VT CN=svc-vra-vrops,CN=U_

Next Cancel

5 On the Assign Groups and Permissions page, to assign the ReadOnly role to the svc-vra-

vrops@rainpole.local service account, click the Objects tab, configure the following settings and click

Finish.
Setting Value
Select Role ReadOnly

Assign this role to the user  Selected

VMware, Inc.
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Setting Value
Select Object

Select Object Hierarchies ~ Adapter Instance

vCenter Adapter > comp01vc01-sfo01

This option is automatically selected after you select the adapter instance.

Import Users

+ 1 Import Users

2 Assign Groups and
Permissions

| Groups Objects ‘
7

[ Assign this role to the user.

SelectRole:

Pick objects or object hierarchies to assign
Select Object Hierarchies
[] Allow access to all objects in the system
&

@
&

%+, Automation Tenant Business Group and Blue

Adapter Instance
Custom Groups

Applications

Automation Tenant Business Group and Virtu
Custom Datacenters

Fabric View

FEN:

Operating Systems

Remote Checks

[

Oooooooao

Reservation View -

Select Object
Object «

Dﬁ EP Ops adapter - 8bdedf78-a156-4fa
Dﬁ EP Ops adapter - bde2fb47-2736-43cf.
Dﬁ EP Ops adapter - c26ee8ca-6264-433
¥ [|] ! vCenter Adapter
I mgmto 1vcd1-sfo01
¥ [ vCenter Python Actions Adapter
1) comp01ved1-sfo01 - Actions
11 mgmto1ve01-sfo01 - Actions
¥ [] B vRealize Automation MP
[ B vRealize Automation Adapter
¥ [J[E) vRealize Operations Adapter
DvRea\lze Operations Manager Adapte
DvRea\lze Operations Manager Adapte
[T vRealize Operations Manager Adapte

Back | Finish

|| cancel

Add vRealize Operations Manager as a Metrics Provider in vRealize Automation

Integrate vRealize Automation with vRealize Operations Manager to pull metrics for reclamation of tenant

workloads.

Procedure

1 Login to the vRealize Automation Rainpole portal.

Open a Web browser and go to https://vra0lsvr0l.rainpole.local/vcac/org/rainpole.

a
b Log in using the following credentials.

Setting Value

User name itac-tenantadmin

Password itac-tenantadmin_password

Domain Rainpole.local
2 Navigate to Administration > Reclamation > Metrics Provider.
3 On the Metrics Provider page, configure the vRealize Operations Manager settings.
VMware, Inc.
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Infrastructure Service Portal Welcome, [TAC-TenantAdmin. | Preferences =~ Help | Logout

Home Catalog liems Requesis Inbox Design Administration Infrasfructure Contfainers Business Management

Metrics Provider
< Administration
Select a metrics provider for vSphere virtual machine metrics

Deployments
ploy o vSphere metrics provider updated successfully

vRealize Automation metrics provider

Reclamation Requests @ vRealize Operations Manager endpoint

*URL: |https:ivrops-cluster-01 rainpole localisuite-api/
Metrics Provider

*Username: |svc-vra-vrops@rainpole.local

*Password: | s

Test Connection Save Cancel

a Select vRealize Operations Manager endpoint.

b  Configure the following settings for vRealize Operations Manager.

Setting Value

URL https://vrops-cluster-01.rainpole.local/suite-api/

Username svc-vra-vrops@rainpole.local

Password  svc-vra-vrops_password
¢ Click Test Connection, verify that the test connection is successful, and click Save.
d In the certificate warning message box, click OK.

The vSphere metrics provider updated successfully message appears.

Enable Storage Device Monitoring in vRealize Operations Manager
in Region A

Install and configure the vRealize Operations Management Pack for Storage Devices to view the storage
topology, and to monitor the capacity and problems on storage components.

Prerequisites

m  Download the .pak file for the vRealize Operations Manager Management Pack for Storage Devices
from VMware Solutions Exchange.

m  Verify that vRealize Operations Manager is deployed and its analytics cluster is started.
= Verify that the remote collector nodes for Region A are deployed and grouped.
Procedure

1 Install the vRealize Operations Manager Management Pack for Storage Devices in Region A

Install the . pak file of the management pack for storage devices to add the management pack as a
solution to vRealize Operations Manager.
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2 Add Storage Devices Adapters in vRealize Operations Manager for Region A

After you install the management pack, configure Storage Devices adapter to collect monitoring data

about the storage devices in the SDDC.

Install the vRealize Operations Manager Management Pack for Storage

Devices in Region A

Install the . pak file of the management pack for storage devices to add the management pack as a

solution to vRealize Operations Manager.
Prerequisites

Procedure

1 Log in to vRealize Operations Manager by using the administration console.

a Open a Web browser and go to https://vrops—-cluster-01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin
Password vrops_admin_password

2 Inthe left pane of vRealize Operations Manager, click Administration and click Solutions.

3 On the Solutions page, click the Add icon.

4  On the Select Solution page from the Add Solution wizard, browse to the . pak file of the vRealize

Operations Manager Management Pack for Storage Devices and click Upload.

Add Solution

1 Select Solution Select a Solution to Install

2 End User License Agreement

3 Install

Browse your file system to select a PAK file for the solution you want o install.

|vmwarerMPforStorageDewcesr pak

“ Browse...

[ Install the PAK file even ifit is already installed.

+ The selected file is ready to upload and install. Click Upload to continue.

[[] Reset Default Content, ovenwriting to a newer version provided by this update. User
modifications to DEFAULT Alert Definitions, Symptoms, Recommendations, Palicy Definitions,
Wiews, Dashboards, Widgets and Reports will be overwritten. If you are installing a product
sofware update, clone ar hackup the content befare you proceed.

| Upload ||

0%

Cancel

5 After the upload is complete, click Next.
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6 Onthe End User License Agreement page, accept the license agreement and click Next.
The installation of the management pack starts. You see its progress on the Install page.

7 After the installation is complete, click Finish on the Install page.

Add Solution

+ 1 Select Solution

+" 2 End User License Agreement

The Management Pack for Storage Devices solution appears on the Solutions page of the vRealize

Install Solution
The selected solution is being installed

Installation Details

State: Applied Adapter (Candidate) -
Mode Address: vrops-mstrn-01.rainpole local
State: Applied Adapter (Candidate)
Mode Address: vrops-rmteol-02.sfo01 rainpole local
State: Applied Adapter (Candidate)
Mode Address: vrops-rmtcol-01.5fo01 rainpole local
State: Applied Adapter (Candidate)
Mode Address: vrops-rmteol-02.sfo01 rainpole local
State: Applied Adapter Post Script (Candidate)
Mode Address: vrops-repln-02.rainpole local
State: Applied Adapter Post Script (Candidate)
Mode Address: vrops-rmtcol-01.5fo01 rainpole local
State: Applied Adapter Post Script (Candidate)
Mode Address: vrops-datan-03.rainpole.local
State: Applied Adapter Post Script (Candidate)
Mode Address: vrops-rmteol-02.sfo01 rainpole local
State: Applied and Cleaned (Completed)
Mode Address: vrops-rmtcol-01.5fo01 rainpole local
State: Applied and Cleaned (Completed)
Mode Address: vrops-mstrn-01.rainpole local
State: Applied Adapter Post Script (Candidate)
Mode Address: vrops-mstrn-01.rainpole local
State: Applied and Cleaned (Completed)
Mode Address: vrops-repln-02.rainpole local
State: Applied and Cleaned (Completed)
Mode Address: vrops-datan-03.rainpole.local
State: Applied and Cleaned (Completed)

Finish

Operations Manager user interface.

& Solutions

ok @ [Show | All Solutions
Name ¥

(5 witware wSphere

i Whtwiare vRealize Log Insight

@Operatmg Systerns fRemote Senvice Monitaring

Description Provided by Lizensing

Manages vSpher. Whiware Inc Mot applicahle

Management Pac Whiware Inc Mot applicahle

The End Point Op. Whiware Inc Mot applicahle

wd Management Fack for Storage Devices Whtware wCenter Whtwware Inc Mot applicable
Management Pack for Storage Devices Solution Details
=]
Adapter Type Adapter Instance Hame Credential name Collectar Collection State
Storage Devices Mat configured INiA A

Adapter Status

Mone Configured
Mone Configured
Mone Configured

Mone Configured

Collestion Status ¥

Add Storage Devices Adapters in vRealize Operations Manager for Region A

After you install the management pack, configure Storage Devices adapter to collect monitoring data

about the storage devices in the SDDC.
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Procedure

1 Login to vRealize Operations Manager by using the administration console.

a Open a Web browser and go to https://vrops—cluster-01.rainpole.local.

b Log in using the following credentials.

Setting
User name

Password

Value

admin

vrops_admin_password

2 Inthe left pane of vRealize Operations Manager, click Administration and click Solutions.

3 On the Solutions page, select Management pack for Storage Devices from the solution table and

click Configure.

& Solutions
kg [Show  |All Solutions '|
Name »
(5 witware wSphere

\adl ihtweare vRealize Log Insight
@Operatmg Systerns fRemote Senvice Monitaring

o} Management Pack for Storage Devices

Management Pack for Storage Devices Solution Details

=
Adapter Type Adapter Instance Hame
Storage Devices Mat configured

Description

Manages vSpher.
Management Pac
The End Point Op.

Wwiare vCenter

Credential name

iR

Provided by

Wltwiare Inc

Wltwiare Inc

Wltwiare Inc

Wiweare Inc.

Collestor

A

Licenzing

Mot applicahle
Mot applicahle
Mot applicahle

Mot applicahle

Collestion State

Adapter Status

Mone Configured
Mone Configured
Mone Configured

Mone Configured

Collestion Status ¥

4 In the Manage Solution - Management Pack for Storage Devices dialog box, from the Adapter
Type table at the top, select Storage Devices.
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5 Under Instance Settings, enter the settings for connection to the Management vCenter Server or to

the Compute vCenter Server.

a If you already have added another Storage Devices adapter, click the Add icon to add an adapter

settings.

b  Enter the name, description, and FQDN of the vCenter Server instance.

Setting

Name
Description
vCenter Server

SNMP Community -

Value for the Management Cluster
Storage MP SFO MGMT
Connection to SFO Management vCenter

mgmt01vc01.sfo01.rainpole.local

Storage MP SFO Compute
Connection to SFO Compute vCenter

comp01vc01.sfo01.rainpole.local

Strings
Manage Solution - Management Pack for Storage Devices 2
Adapter Type Description Instances Provided by Reset Default Content
Storage Devices Storage Devices o Whitware Inc.
Instance Settings
Instance Name Display Mame Storage MP SFO MGMT
Storage MP SFO MGMT Description Connection to SFO Management vCenter
Basic Settings
wCenter Gerver [mgmto1ve01 sfo01 rainpole local (i ]
SMMP Community ‘ 0
Strings
Credential Credential-Storage MP SFO MGMT] X + &
| Test Connection |
b Ady d Settings
Fage of 1 & | Save Seffings |
| Close |

¢ Click the Add icon, and configure the credentials for connection to the Management and

Compute vCenter Server,

and click OK.

Setting
Credential name
User Name

Password

d Click Test Connection to validate the connection to the Management vCenter Server or the

Compute vCenter Server.

Value for the Management Cluster
Credential-Storage MP SFO MGMT
svc-mpsd-vrops@rainpole.local

sve-mpsd-vrops-password

Value for the Shared Edge and Compute Cluster
Credential-Storage MP SFO Compute
svc-mpsd-vrops@rainpole.local

sve-mpsd-vrops-password

e Inthe Review and Accept Certificate dialog box, verify the vCenter Server certificate

information and click OK.
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6

h

Click OK in the Test Connection Info dialog box.

Expand the Advanced Settings section of settings, and from the Collectors/Groups drop-down
menu, select the SFO01 remote collector group.

Click Save Settings and click OK in the information box that appears.

Repeat the steps for the other vCenter Server instance.

In the Manage Solution - Management Pack for Storage Devices dialog box, click Close.

The Storage Devices adapters appear on the Solutions page of the vRealize Operations Manager user
interface. The Collection State of the adapters is Collecting and the Collection Status is Data
receiving.

Configure E-Mail Alerts in vRealize Operations Manager

You configure e-mail notifications in vRealize Operations Manager so that users and applications receive
the administrative alerts from vRealize Operations Manager about certain situations in the data center.

Prerequisites

Verify that you have access to an SMTP server.

Procedure

1

Log in to vRealize Operations Manager by using the administration console.

a

b

Open a Web browser and go to https://vrops—cluster-01.rainpole.local.

Log in using the following credentials.

Setting Value
User name admin
Password vrops_admin_password

In the left pane of vRealize Operations Manager, click Administration and click Outbound Settings.

On the Outbound Settings page, click the Add icon to create an outbound alert instance.

In the Add/Edit Outbound Alert Instance dialog box, configure the settings for the Standard Email
Plug-in, and click OK.

Alert Instance Setting Value

Plugin Type Standard Email Plugin

Instance Name Rainpole Alert Mail Relay

Use Secure Connection Selected

SMTP Host FQDN of the mail server

SMTP Port Server port for SMTP requests
The SMTP service application usually listens on TCP port 25 for incoming
requests.

Secure Connection Type TLS
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Alert Instance Setting Value

Sender Email Address vrops@rainpole.com
Sender Name vRealize Operations Admin
| Add/Edit Outbound Alert Instance 2?2 X

Outbound Alert Plugin

Plugin Type: ‘Slandard Email Plugin |'|

Instance Name ‘Rampnls Alert Mail Relay |

Use Secure Connection: [

Reguires Authentication: O

SMTP Host: |ma\lsewer.rainpale.\o:al

SMTP Part |25

Secure Connection Type: |TL3 |

User Name: |

Password |

Sender Email Address: |vrups@rampnls com

Sender Name: |vRea\ize Operations Admin

‘. Test H Save H Cancel ‘

5 Click Test to verify the connection with the SMTP server.

6 After the verification completes, click Save.

Region A vRealize Log Insight Implementation

Deploy vRealize Log Insight in a cluster configuration of three nodes with an integrated load balancer:
one master and two worker nodes.

Procedure

1 Deploy vRealize Log Insight in Region A
Start the deployment of vRealize Log Insight in Region A by deploying the master and worker nodes
and forming the vRealize Log Insight cluster.

2 Replace the Certificate of vRealize Log Insight in Region A
After you generate the PEM certificate chain file that contains the own certificate, the signer
certificate and the private key file, upload the certificate chain to vRealize Log Insight.

3 Connect vRealize Log Insight to the vSphere Environment in Region A

Start collecting log information about the ESXi and vCenter Server instances in the SDDC.

4 Connect vRealize Log Insight to vRealize Operations Manager in Region A

Connect vRealize Log Insight to vRealize Operations Manager so that you can use the Launch in
Context functionality between the two application, allowing for you to troubleshoot vRealize
Operations Manager by using dashboards and alerts in the vRealize Log Insight user interface.

5 Connect vRealize Log Insight to the NSX Instances in Region A

Install and configure the vRealize Log Insight Content Pack for NSX for vSphere for log visualization
and alerting of the NSX for vSphere real-time operation. You can use the NSX-vSphere dashboards
to monitor logs about installation and configuration, and about virtual networking services.
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Connect vRealize Log Insight to vRealize Automation in Region A

Connect the vRealize Log to vRealize Automation to receive log information from all components of
vRealize Automation in the vRealize Log Insight Ul.

Install the vRealize Log Insight Content Pack for vSAN in Region A

Install the content pack for VMware vSAN to add the dashboards for viewing log information in
VvRealize Log Insight.

Configure Log Retention and Archiving in Region A

Set log retention to one week and archive logs for 90 days according to the VMware Validated
Design Architecture and Design documentation.

Deploy vRealize Log Insight in Region A

Start the deployment of vRealize Log Insight in Region A by deploying the master and worker nodes and
forming the vRealize Log Insight cluster.

Procedure

1

Prerequisites for Deploying vRealize Log Insight in Region A

Before you deploy vRealize Log Insight, verify that your environment satisfies the requirements for
this deployment.

Deploy the Virtual Appliance for Each Node in the vRealize Log Insight Cluster in Region A

Use the vSphere Web Client to deploy each vRealize Log Insight node as a virtual appliance on the
management cluster in Region A.

Configure a DRS Anti-Affinity Rule for vRealize Log Insight in Region A

To protect the vRealize Log Insight cluster from a host-level failure, configure vSphere DRS to run
the worker virtual appliances on different hosts in the management cluster.

Start the vRealize Log Insight Instance in Region A

Configure and start the vRealize Log Insight master node. Before you form a cluster by adding the
worker nodes, vRealize Log Insight must be running.

Join the Worker Nodes to vRealize Log Insight in Region A

After you deploy the virtual appliances for vRealize Log Insight and start the vRealize Log Insight
instance on the master node, join the two worker nodes to form a cluster.

Enable the Integrated Load Balancer of vRealize Log Insight in Region A

After you join the master and the worker nodes to create a vRealize Log Insight cluster, enable
the Integrated Load Balancer (ILB) for balancing incoming ingestion traffic of syslog data among the
Log Insight nodes and for high availability.

Join vRealize Log Insight to the Active Directory in Region A

To use user roles in vRealize Log Insight that are maintained centrally and are inline with the other
solutions in the SDDC, enable Active Directory support.
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Prerequisites for Deploying vRealize Log Insight in Region A

Before you deploy vRealize Log Insight, verify that your environment satisfies the requirements for this
deployment.

IP Addresses and Host Names

Verify that static IP addresses and FQDNSs for the vRealize Log Insight are available in the application
virtual network for Region A.

For the application virtual network, allocate 3 static IP addresses for the vRealize Log Insight nodes and
one IP address for the integrated load balancer. Map host names to the IP addresses.

Note Region A must be routable via the vSphere management network.

Table 4-3. IP Addresses and Host Names for the vRealize Log Insight Instance in Region A

Role IP Address FQDN
Integrated load balancer VIP address 192.168.31.10 vrli-cluster-01.sfo01.rainpole.local
Master node 192.168.31.11 vrli-mstr-01.sfo01.rainpole.local
Worker node 1 192.168.31.12 vrli-wrkr-01.sfo01.rainpole.local
Worker node 2 192.168.31.13 vrli-wrkr-02.sfo01.rainpole.local
Default gateway 192.168.31.1 -
DNS server = 172.16.11.5 -

= 172.16.114
Subnet mask 255.255.255.0 -
NTP servers m 172.16.11.251 m  ntp.sfo01.rainpole.local

= 172.16.11.252
m 172.17.11.251
m 172.17.11.252

ntp.lax01.rainpole.local

Deployment Prerequisites

Verify that your environment satisfies the following prerequisites to deploying vRealize Log Insight.

Prerequisite Value
Storage ® Virtual disk provisioning.
= Thin

m  Required storage per node

m  |nitial storage for node deployment: 510 GB

Software Features m  vSphere
m  Management vCenter Server
= Client Integration Plugin on the machine where you use the vSphere Web Client
m  Management cluster with DRS and HA enabled.
m NSX for vSphere

Application virtual network for the 3-node vRealize Log Insight cluster
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Prerequisite Value

Installation Package Download the .ova file of the vRealize Log Insight virtual appliance on the machine where you use the
vSphere Web Client.

License Obtain a license that covers the use of vRealize Log Insight.

Active Directory Verify that you have a parent and child Active Directory domain controllers configured with the role-specific
SDDC users and groups for the rainpole.local domain.

Certification Authority = Configure the Active Directory domain controller as a certificate authority for the environment.

E-mail account Provide an email account to send vRealize Log Insight notifications from.

Deploy the Virtual Appliance for Each Node in the vRealize Log Insight
Cluster in Region A

Use the vSphere Web Client to deploy each vRealize Log Insight node as a virtual appliance on the
management cluster in Region A.

You deploy three vRealize Log Insight nodes - one master node and two worker nodes.

Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc0l.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Navigate to the mgmt01vc01.sfo01.rainpole.local vCenter Server object.
3 Right-click mgmt01vc01.sfo01.rainpole.local and select Deploy OVF Template.

4 On the Select source page, select Local file, click Browse, browse to the location of the vRealize
Log Insight . ova file on your local file system, and click Next.
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5 On the Select name and folder page, make the following selections, and click Next.

a Enter a name for the node according to its role.

Name Value
vrli-mstr-01 Master node
vrli-wrkr-01 Worker node 1
vrli-wrkr-02 Worker node 2

b  Select the inventory folder for the virtual appliance.

Setting Value

vCenter Server mgmt01vc01.sfo01.rainpole.local
Data center SFOO01

Folder VRLIO1

6 On the Select a resource page, select the SFO01-Mgmt01 management cluster as the resource to
run the virtual appliance on, and click Next.

7 On the Review details page, examine the virtual appliance details, such as product, version,
download size, and disk size, and click Next.

8 On the Accept License Agreements page, accept the end user license agreements and click Next.

9 On the Select configuration page, from the Configuration drop-down menu, select the
Medium deployment configuration, and click Next.

10 On the Select storage page, select the datastore.
By default, the virtual appliance disk is thin provisioned.
a From the VM Storage Policy drop-down menu, select Virtual SAN Default Storage Policy.
b From the datastore table, select the SFO01A-VSANO01-MGMTO01 datastore and click Next.

11 On the Setup networks page, select the distributed port group on the vDS-Mgmt distributed switch
that ends with Mgmt—RegionA®1-VXLAN, and click Next.
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12 On the Customize template page, set networking settings and the root user credentials for the virtual

appliance.

a Inthe Networking Properties section, configure the following networking settings:

Property Value
Host name ®  vrli-mstr-01.sfo01.rainpole.local for the master node
m  vrli-wrkr-01.sfo01.rainpole.local for the worker node 1

= vrli-wrkr-02.sfo01.rainpole.local for the worker node 2

Default gateway 192.168.31.1

DNS 172.16.11.5,172.16.11.4

DNS searchpath sfo01.rainpole.local,rainpole.local
DNS domain sfo01.rainpole.local

Static IPv4 address = 192.168.31.11 for the master node

m 192.168.31.12 for the worker node 1
® 192.168.31.13 for the worker node 2

Subnet mask 255.255.255.0

b In the Other Properties section, enter and confirm a password for the root user.
The password must contain at least 8 characters, and must include:
= One uppercase character
= One lowercase character
= One digit
®m  One special character
Use this password when you log in to the console of the vRealize Log Insight virtual appliance.

¢ Click Next.
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13

14
15

Configure a DRS Anti-Affinity Rule for vRealize Log Insight in Region A

To protect the vRealize Log Insight cluster from a host-level failure, configure vSphere DRS to run the

Deploy OVF Tempiate G

1 source Customizs Bmplat

Customize the deployment properties of this softwars solution
v 13 Sslectzource

¥ b Revew details @ #nproperies have valld values Show nex Collapse all
w4 feoeplLicanse
Agreements + Networking Properies 7 5enings
2 Destnaton Hostname The hostname or the fully qualifisd domsin name for this WM. Leave blank if DHCP is desired
+  2a Selectname and folder wrii-mstr-01 stod 1. rainpale.local
V20 Select configuration Network 1 1P Address  The IF address for this interface. Leave blank i DHGP 15 desirad
' 2c Selecta resource 1921633111
v 20 seiectstorage
DEIIER Matwork 1 Netmask T K oF pref for s Interiace. Leave biank If DHCF is desiied
+ 22 Setup networks :

B 27 Gusomiz lemplate

+ 3 Readyt complete

Default Gateway The default gateway address for this VM Leave blank ifDHCP is desired.

192168311

DS The domain name servers for this WM {camma separaled). Leave blank if DHCF is desired WARNING: Do not specify more
than two DNS eniries or no DNS entries will be configured!

0114

17220 115,172

DNS searchpath ‘The domain name server searchpath far this W (comma or space separated). Note this option only works if DNS is specified

[s1001 rainpole Iocal rainpole local

DNS domain The domain name server domain fof this VL Nate this 6plion anly works if DNS is specified above.
[sfod1 raingole local
~ Other Propariies
Root Password s sword. Ifnot. but guesi customization is running.
will be required 1o change in the console befors
hatis a minimum of eight characiers and confains

Enter pass

Confirm password

S9H Puslic Key & S5H Public Key can be
configured par ne Root ¥
configurad Public Keyls ).

disbling password authentication. If blank during iniia! deploymant, 3SH wil be
option above. ENIering a new SSH PUBIE Key vill appan to (nal awammoe) I alieady

Back Hext Finish Cancel

On the Ready to complete page, click Finish.

The deployment of the virtual appliance starts.

Right-click the virtual appliance object and select Power > Power On.

Repeat the procedure to deploy the vRealize Log Insight virtual appliance for the next node in the

cluster.

worker virtual appliances on different hosts in the management cluster.

Procedure

1

Log in to vCenter Server by using the vSphere Web Client.

a

Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local

Password vsphere_admin_password

Navigate to the mgmt01vc01.sfo01.rainpole.local vCenter Server object, and under the SFO01 data
center object select the SFO01-Mgmt01 cluster.

On the Configure tab, select VM/Host Rules.
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In the VM/Host Rules list, click Add above the rules list and add a new anti-affinity rule called
vrli-antiaffinity-rule for the vrli-mstr-01, vrli-wrkr-01, and vrli-wrkr-02 virtual machines, and
click OK.

Rule Attribute Value

Name anti-affinity-rule-vrli
Enable rule Yes

Type Separate Virtual Machines
Members m  vrli-mstr-01

®  vrli-wrkr-01

®  vrli-wrkr-02

Start the vRealize Log Insight Instance in Region A

Configure and start the vRealize Log Insight master node. Before you form a cluster by adding the worker
nodes, vRealize Log Insight must be running.

Procedure

1

Open a Web browser and go to http://vrli-mstr-01.sfo01.rainpole.local.
The initial configuration wizard opens.

On the Setup page, click Next.

On the Choose Deployment Type page, click Start New Deployment.

After the deployment is launched, on the Admin Credentials page, set the email address and the
password of the admin user, and click Save and Continue.

The password must be at least 8 characters long, and must contain one uppercase character, one
lowercase character, one number, and one special character.

On the License page, enter the license key, click Add New License Key, and click Continue.

On the General Configuration page, enter the following settings and click Save and Continue.

Setting Value
Email System Notifications to email_address_to_receive_system_notifications

Send HTTP Post System Notifications https://vrli-cluster-01.sfo01.rainpole.local
To

On the Time Configuration page, enter the following settings, click Test and then click Save and
Continue.

Setting Value
Sync Server Time With NTP Server (recommended)
NTP Servers ntp.sfo01.rainpole.local, ntp.lax01.rainpole.local
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8 On the SMTP Configuration page, specify the properties of an SMTP server to enable outgoing
alerts and system notification emails, and to test the email notification.

a Set the connection setting for the SMTP server that will send the email messages from vRealize
Log Insight. Contact your system administrator for details about the email server.

SMTP Option Description

SMTP Server FQDN of the SMTP server

Port Server port for SMTP requests

SSL (SMTPS) Sets whether encryption should be enabled for the SMTP transport option
connection.

STARTTLS Encryption Enable or disable the STARTTLS encryption.

Sender Address that appears as the sender of the email.

Username User name on the SMTP server

Password Password for the SMTP server you specified in Username

b  To verify that the SMTP configuration is correct, type a valid email address and click Send Test
Email .

vRealize Log Insight sends a test email to the address that you provided.
9 On the Setup Complete page, click Finish.

vRealize Log Insight starts operating in standalone mode.

Join the Worker Nodes to vRealize Log Insight in Region A

After you deploy the virtual appliances for vRealize Log Insight and start the vRealize Log Insight instance
on the master node, join the two worker nodes to form a cluster.

Procedure

1 For each worker node appliance, go to the initial setup Ul in your Web browser.

Worker Node HTTP URL
Worker node 1 https://vrli-wrkr-01.sfo01.rainpole.local
Worker node 2 https://vrli-wrkr-02.sfo01.rainpole.local

The initial configuration wizard opens.
2 Click Next on the Welcome page.
3 On the Choose Deployment Type page, click Join Existing Deployment.

4 On the Join Existing Deployment page, enter the master node
FQDN vrli-mstr-01.sfo01.rainpole.local and click Go.

The worker node sends a request to the vRealize Log Insight master node to join the existing
deployment.
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8

After the worker node contacts the master node, click the Click here to access the
Cluster Management page link.

The login page of the vRealize Log Insight user interface opens.

Log in to the vRealize Log Insight Ul by using the following credentials.

Setting Value
User name admin
Password vrli_admin_password

The Cluster page opens in the Log Insight user interface.
On the right of the notification message about adding the worker node, click Allow

After you join the first worker node to the cluster, the user interface displays a warning message that
another worker node must be added.

Repeat the steps to join the second worker node to the cluster.

After you add the second worker node, the Cluster page of the vRealize Log Insight Ul contains the
master and worker nodes as components of the cluster.

Enable the Integrated Load Balancer of vRealize Log Insight in Region A

After you join the master and the worker nodes to create a vRealize Log Insight cluster, enable
the Integrated Load Balancer (ILB) for balancing incoming ingestion traffic of syslog data among the Log
Insight nodes and for high availability.

Procedure

1

Log in to the vRealize Log Insight user interface.
a Open a Web browser and go to https://vrli-mstr-01.sfo01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin
Password vrli_admin_password

Click the configuration drop-down menu icon E and select Administration.
Under Management, click Cluster.
Under Integrated Load Balancer, click New Virtual IP Address.

In the New Virtual IP dialog box, enter the following settings and click Save.

Setting Value
IP 192.168.31.10
FQDN vrli-cluster-01.sfo01.rainpole.local
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Join vRealize Log Insight to the Active Directory in Region A

To use user roles in vRealize Log Insight that are maintained centrally and are inline with the other
solutions in the SDDC, enable Active Directory support.

Procedure

1

Log in to the vRealize Log Insight user interface.

a

b

Open a Web browser and go to https://vrli-cluster-01.sfo01.rainpole.local.

Log in using the following credentials.

Setting Value
User name admin

Password vrli_admin_password

On the Authentication page, select the checkbox to enable the support for Active Directory and
configure the Active Directory settings.

a

Configure the Active Directory connection settings according to the details from your IT
administrator.

Setting Value

Enable Active Directory support Selected

Default Domain RAINPOLE LOCAL

User Name svc-loginsight

Password svc_loginsight_password

Connection Type Standard

Require SSL Yes or No according to the instructions from the IT administrator

Click Test Connection to verify the connection, and click Save.

Replace the Certificate of vRealize Log Insight in Region A

After you generate the PEM certificate chain file that contains the own certificate, the signer certificate
and the private key file, upload the certificate chain to vRealize Log Insight.

Procedure

1

Log in to the vRealize Log Insight user interface.

a

b

Open a Web browser and go to https://vrli-cluster-01.sfo01.rainpole.local.

Log in using the following credentials.

Setting Value
User name admin

Password vrli_admin_password
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2

In the vRealize Log Insight user interface, click the configuration drop-down menu icon E and
select Administration.

Under Configuration, click SSL.

On the SSL Configuration page, next to New Certificate File (PEM format) click Choose File,
browse to the location of the PEM file on your computer, and click Save.

Certificate Generation Option Certificate File

Using the CertGenVVD tool vrli.sfo01.2.chain.pem

The certificate is uploaded to vRealize Log Insight.

Import the certificate into the Java Keystore on each vRealize Log Insight node.

a Open an SSH session and go each of the vRealize Log Insight nodes.

Name Role
vrli-mstr-01.sfo01.rainpole.local Master node
vrli-wrkr-01.sfo01.rainpole.local ~ Worker node 1

vrli-wrkr-02.sfo01.rainpole.local  Worker node 2

b Log in using the following credentials.

Setting0 Value
User name  root

Password vrli_root_password

¢ Convert the on-disk vr1li.sfo01.2.chain.pen file into a vrli.sfo01.2.chain.crt file.
openssl x509 —-in /root/vrli.sfo@1.2.chain.pem -inform PEM -out /root/vrli.sfo01.2.chain.crt
d Import the vrli.sfo01.2.chain.crt into the Java Keystore:

cd /usr/java/default/lib/security/

../../bin/keytool -import -alias loginsight -file /root/vrli.sfo0l.2.chain.crt -keystore
cacerts

e When prompted for a keystore password, type changeit.

f  When prompted to accept the certificate, type yes.

g Repeat this operation on all vRealize Log Insight nodes until complete.

Open a Web browser and go to https://vrli-cluster-01.sfo01.rainpole.local
A warning message that the connection is not trusted appears.

To review the certificate, click the padlock & in the address bar of the browser, and verify that
Subject Alternative Name contains the names of the vRealize Log Insight cluster nodes.
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8 Import the certificate in your Web browser.

For example, in Google Chrome under the HTTPS/TLS settings click Manage certificates, and in the
Certificates dialog box import vrli-chain.pem.

You can also use Certificate Manager on Windows or Keychain Access on MAC OS X.

Connect vRealize Log Insight to the vSphere Environment in
Region A

Start collecting log information about the ESXi and vCenter Server instances in the SDDC.
Procedure

1 Configure User Privileges in vSphere for Integration with vRealize Log Insight for Region A

Assign global permissions in Region A to the operations service account svc-loginsight in order to
collect log information from the vCenter Server instances and ESXi hosts with vRealize Log Insight.
The svc-loginsight user account is specifically dedicated to collecting log information from vCenter
Server and ESXi.

2 Connect vRealize Log Insight to vSphere in Region A

After you configure the svc-loginsight Active Directory user with the vSphere privileges that are
required for retrieving log information from the vCenter Server instances and ESXi hosts, connect
vRealize Log Insight to vSphere.

3 Configure vCenter Server to Forward Log Events to vRealize Log Insight in Region A

You can configure each vCenter Server and Platform Services Controller appliance to forward
system logs and events to the vRealize Log Insight cluster. You can then view and analyze all syslog
information in the vRealize Log Insight web interface.

Configure User Privileges in vSphere for Integration with vRealize Log Insight

for Region A

Assign global permissions in Region A to the operations service account svc-loginsight in order to collect
log information from the vCenter Server instances and ESXi hosts with vRealize Log Insight. The svc-
loginsight user account is specifically dedicated to collecting log information from vCenter Server and
ESXi.

Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc0l.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

VMware, Inc. 437



Deployment for Region A

2 From the Home menu, select Administration.

3 Under Access Control, click Roles.
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4  Create a role for vRealize Log Insight.
a Select Read-only and click the Clone icon.

You clone the Read-only role because it includes the System.Anonymous, System.View,
and System.Read privileges. vRealize Log Insight requires those privileges for accessing log
information related to the vCenter Server instances.

b In the Clone Role Read-only dialog box, complete the configuration of the role and click OK.

Setting Description
Role name Log Insight User
Privilege m  Host.Configuration.Advanced settings

m  Host.Configuration.Change settings

m  Host.Configuration.Network configuration

m  Host.Configuration.Security profile and firewall

The following privileges are inherited from the Read-only role.
= System.Anonymous

= System.View

= System.Read

These host privileges allow vRealize Log Insight to configure the syslog service on the ESXi
hosts.
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(] Clone Role Read-only (2) »

Edit the role name or select check boxes to change privileges for this
role

Role name: |Log Insight User

Privilege:
» | Heailth update provider -
v @ Host
»JCIM
~ | @ Configuration
[v] Advanced settings
[[] Authentication Store
[_] Change PciPassthru settings
[L] Change SNMP settings
L] Change date and time settings
|¥] Change settings
[_] Connection
[_] Firmware
[_] Hyperthreading
[[] Image configuration

L] Maintenance

Description: Change hostsettings

[ OK ][ Cancel ]

The Log Insight User role is propagated to other linked vCenter Server instances.

5 Assign global permissions to the svc-loginsight@rainpole.local service account.

a

In the vSphere Web Client, select Administration from the Home menu and click Global
Permissions under Access Control.

On the Manage tab, click Add Permission.

vmware: vSphere Web Client  #=

Navigator b H Global Permissions

4 Back Manage |

Administration

~ Access Control § SR

| Roles = ==
& VSPHERE LOCAL\Administrators Administrator
Giobal Pemissions
bkl & VSPHERE LOCALWsphere-webelient-0c089000-2898-425-ac68-b5c7057bc33d Read-only

~ Single Sign.On & VSPHERELOCALWpxd-extension-0c099009-2898-425F ac68-b6c7057bc33d Administrator
Users and Groups & VSPHERE LOCAL\Administrator Administrator
Configuration VSPHERE LOCAL Wpxd-0c099000-2808-425¢-ac68-b6¢7057bc33d Administator

P

In the Global Permissions Root - Add Permission dialog box, click Add to associate a user or
a group with a role.
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d Inthe Select Users/Groups dialog box, from the Domain drop-down menu, select
rainpole.local, in the filter box type svc, and press Enter.

e From the list of users and groups, select the svc-loginsight user, click Add, and click OK.

Select Users/Groups (ZM(x)
Select users from the list or type names in the Users text box. Click Check names o
validate your entries against the directory.
Domain: | rainpole local |v|
Users and Groups
| Show Users First | | [ @ svc
User/Group 2 & Description/Full name
Eﬂ svc-loginsight svc-loginsight sve-loginsight -
& sve-mpsd-vrops
En SVC-NSX-VIOPS SVC-NSE-VIOps
,5 SVC-Nsxmanager SVC-NSEmanager
Ea SVC-5IM SWC-Sr-voenter
& sve-vdp sve-vdp
& sve-vr VLT -
Add
Users: |rainpDle.lncal*.svc—lnginsight |
Groups: | |
Separate multiple names with semicolons | check names
OK ] [ Cancel ]

f Inthe Add Permission dialog box, from the Assigned Role drop-down menu, select Log
Insight User, select Propagate to children, and click OK.

The global permissions of the svc-loginsight@rainpole.local user propagate to all vCenter Server
instances.

Connect vRealize Log Insight to vSphere in Region A

After you configure the svc-loginsight Active Directory user with the vSphere privileges that are required
for retrieving log information from the vCenter Server instances and ESXi hosts, connect vRealize Log
Insight to vSphere.
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Procedure

1 Login to the vRealize Log Insight user interface.

a Open a Web browser and go to https://vrli-cluster-01.sfo01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin

Password vrli_admin_password

2 (Click the configuration drop-down menu icon E and select Administration.

3 Under Integration, click vSphere.

4 In the vCenter Servers pane, enter the connection settings for the Management vCenter Server and

for the Compute vCenter Server.

a Enter the host name, user credentials, and collection options for the vCenter Server instances,

and click Test Connection.

vCenter Server Option

Value

Hostname = mgmt01vc01.sfo01.rainpole.local
m comp01vcO1.sfoO1.rainpole.local
Username svc-loginsight@rainpole.local
Password sve-loginsight_user_password
Collect vCenter Server events, tasks and alarms ~ Selected
Configure ESXi hosts to send logs to Log Insight ~ Selected
VMWare Log Insight Dashboards  Q Interactive Analytics & admin-  =-
Management vSphere Integration

System Monitor

Cluster vCenter Servers @

Access Control x

. Hosmame | mgmt01vc01 slo0 1. rainpale. W Collect vCenter Server events, tasks. and alarms @

e Usemame | sve-loginsighi@rainpole Joca " Configure ESXi hosts 1o send logs to Log Insight @

Event Fomwarding Password [ upsats Passwora ;;,.‘,.-m m:.":ng Insight Mastsr @

License Teat Connedtion )
T ————— Hosiname | comp0 1vc01.sfo01.rainpole.l & Collect vCenter Server events, tasks, and alarms @ )(

vReslize Operations

Usemame | svelo

Configuratios Password |~

General Advanced options:

Test Connesten

Time Test successtul
Authentication

SMTP

Archiving

ssL e

o Add vCenter Server

b Click Advanced Options and examine the list of ESXi hosts that are connected to the vCenter
Server instance to verify that you connect to the correct vCenter Server.

ighi@rainpole loca ¥ Configurs ESXi hosts o send logs to Log Insight @
target vili-cluster-01 5fa01 rainpole local @

¢ Click Add vCenter Server to add a new settings form and repeat the steps to add the settings for
the second vCenter Server instance in Region A.
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5 Click Save.
A progress dialog box appears.

6 Click OK in the confirmation dialog box that appears after vRealize Log Insight contacts the vCenter

Server instances.

You see the vSphere dashboards under the VMware - vSphere content pack dashboard category.

VMWare Log Insight  [28] Dashboards  Q Interactive Analytics

) vinvare -vspners - atost S mnutes of data - | upoae =

| - Add Fler
1y Dashboards

Shared Dashhoards All vSphere eventa Q § 8% All vSphere events by hostname Q i &%

 Viibware - vSphere

General
General - Inventory
vCantor Sorvar - Evonts
vCenter Server - Tasks Aaul | [T ——

vCenter Senver - Alams
vCenter Server - Application
vSphers - Overview

vSphers - ESXi

vSphere - DRS / HA

vSphers - votion

vSphere - Network / Firewall
Storage - Overview

Storage - SCSI Latency / Erors
Storage - SCS| Sense Codes
Storage - VSAN/ WOL vSphese warning events Q i % wSphere marming events by chuster Q i %
Storage - NFS

Virtual Machine - Overview

Virtual Machin - Snapshots

Configure vCenter Server to Forward Log Events to vRealize Log Insight in
Region A

You can configure each vCenter Server and Platform Services Controller appliance to forward system
logs and events to the vRealize Log Insight cluster. You can then view and analyze all syslog information
in the vRealize Log Insight web interface.

In Region A, you configure the following vCenter Server and Platform Services Controller instances:

Appliance Type Appliance Management Interface URL
vCenter Server instances m  https://mgmt01vc01.sfo01.rainpole.local:5480
m  https://comp01vc01.sfo01.rainpole.local:5480

Platform Services Controller instances ®  https://mgmt01psc01.sfo01.rainpole.local:5480

m  https://comp01psc01.sfo01.rainpole.local:5480
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Procedure
1 Redirect the log events from the appliance to vRealize Log Insight.
a Open a Web browser and go to https://mgmt01lvc0l.sfo0l.rainpole.local:5480.

b Log in using the following credentials.

Setting Value
User name root
Password mgmtvc_root_password
¢ Inthe Navigator, click Syslog Configuration.

d On the Syslog Configuration page, click Edit, configure the following settings, and click OK.

Setting Value
Common Log Level *

Remote Syslog Host vrli-cluster-01.sfo01.rainpole.local
Remote Syslog Port 514

Remote Syslog Protocol UDP

Syslog Configuration

Common Log Level [* v
Remate Syslog Host vrli-cluster-01.sfo01 rainpole.loc al
Remote Syslog Port E14

Remote Syslog Protocol

Ok Cancel

e Repeat the steps for the other vCenter Server Appliance and Platform Services Controller
Appliances.
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2 Verify that the appliances are forwarding their syslog traffic to vRealize Log Insight.
a Open a Web browser and go to https://vrli-cluster-01.sfo01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin
Password vrli_admin_password

¢ Inthe vRealize Log Insight user interface, click Dashboards and select VMware - vSphere from
the content pack dashboard drop-down menu.

d Verify that the vCenter Server and Platform Services Controller nodes are presented on the All
vSphere events by hostname widget of the General Overview dashboard.

Connect vRealize Log Insight to vRealize Operations Manager in
Region A

Connect vRealize Log Insight to vRealize Operations Manager so that you can use the Launch in Context
functionality between the two application, allowing for you to troubleshoot vRealize Operations Manager
by using dashboards and alerts in the vRealize Log Insight user interface.

Procedure

1 Configure User Privileges on vRealize Operations Manager for Integration with vRealize Log Insight
in Region A
Configure read-only privileges for the svc-vrli-vrops@rainpole.local service account on vRealize
Operations Manager.

2 Enable the vRealize Log Insight Integration with vRealize Operations Manager for Region A
Connect vRealize Log Insight in Region A with vRealize Operations Manager to launch vRealize Log
Insight from within vRealize Operations Manager and to send alerts to vRealize Operations
Manager.

3 Install the vRealize Log Insight Content Pack for vRealize Operations Manager in Region A

Install the content pack for vRealize Operations Manager to add the dashboards for viewing log
information in vRealize Log Insight.
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4 Configure the Log Insight Agent on vRealize Operations Manager to Forward Log Events to
vRealize Log Insight in Region A

After you install the content pack for vRealize Operations Manager, configure the Log Insight agent
on vRealize Operations Manager to send audit logs and system events to vRealize Log Insight in
Region A.

Configure User Privileges on vRealize Operations Manager for Integration

with vRealize Log Insight in Region A

Configure read-only privileges for the svc-vrli-vrops@rainpole.local service account on vRealize
Operations Manager.

Procedure
1 Log in to vRealize Operations Manager by using the administration console.
a Open a Web browser and go to https://vrops—-cluster-01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin
Password vrops_admin_password

2 Inthe left pane of vRealize Operations Manager, click Administration, and click Access Control.
3 Onthe Access Control page, click the User Accounts tab and click the Import Users icon.
4 On the Import Users page, import the svc-vrli-vrops@rainpole.local service account.
a From the Import From drop-down menu, select RAINPOLE.LOCAL.
b Select the Basic option for the seach query.
¢ Inthe Search String text box, enter svce-vrli-vrops and click Search.
The search results contain the svc-vrli-vrops user account.

d Select svc-vrli-vrops@rainpole.local and click Next.

Import Users 2
m Import From rainpole.local ~| [#] [Z)
2 Assign Groups and ~ _
T + Change Credentials
(=) Basic (0 Advanced

[ UserName FirstMame  LastMame | Distinguished Nsme Email Address

~ sve-vrli-vrops@rain.. sve-vrli CN=svc-vrli-vrops,C.

| Next | | cancel |
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On the Assign Groups and Permissions page, to assign the Administrator role to the svc-vrli-
vrops@rainpole.local service account, click the Objects tab, configure the following settings and click
Finish.

Setting Value
Select Role Administrator
Assign this role to the user Selected

Allow access to all objects in the system  Selected

When prompted with the warning for allowing access to all objects on the system, click Yes.

Enable the vRealize Log Insight Integration with vRealize Operations
Manager for Region A

Connect vRealize Log Insight in Region A with vRealize Operations Manager to launch vRealize Log
Insight from within vRealize Operations Manager and to send alerts to vRealize Operations Manager.

Prerequisites

Verify that the vRealize Log Insight management pack is installed in vRealize Operations Manager

Verify that you have connected vRealize Operations Manager to the mgmt01vc01.sfo01.rainpole.local
or comp01vc01.sfo01.rainpole.local vCenter Server instances.

Verify that you have connected vRealize Log Insight to the mgmt01vc01.sfo01.rainpole.local or
comp01vc01.sfo01.rainpole.local vCenter Server instances.

Verify that you have configured the svc-vrli-vrops@rainpole.local service account within vRealize
Operations Manager.

Procedure

1

Log in to the vRealize Log Insight user interface.
a Open a Web browser and go to https://vrli-cluster-01.sfo01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin

Password vrli_admin_password

In the vRealize Log Insight user interface, click the configuration drop-down menu icon B and
select Administration.

Under Integration, click vRealize Operations.
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4 On the vRealize Operations Manager pane, configure the integration settings for vRealize
Operations Manager.

a Enter the host name and the user credentials for the vRealize Operations Manager instances.

vRealize Operations Manager Option Value

Hostname vrops-cluster-01.rainpole.local
Username svc-vrli-vrops@rainpole.local
Password sve-vrli-vrops_password

b Click Test Connection.
¢ Select the Enable alerts integration check box.
d Select the Enable launch in context check box.
5 Click Save.
A progress dialog box appears.
Install the vRealize Log Insight Content Pack for vRealize Operations

Manager in Region A

Install the content pack for vRealize Operations Manager to add the dashboards for viewing log
information in vRealize Log Insight.

Procedure
1 Login to the vRealize Log Insight user interface.
a Open a Web browser and go to https://vrli-cluster-01.sfo01l.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin

Password vrli_admin_password

2 |n the vRealize Log Insight user interface, click the configuration drop-down menu icon E and select
Content Packs.

3 Under Content Pack Marketplace, select Marketplace.
4 In the list of content packs, locate the VMware - vRops 6.x content pack and click its icon.
5 Inthe Install Content Pack dialog box, click Install.

After the installation is complete, the VMware - vRops 6.x content pack appears in the Installed Content
Packs list on the left.
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Configure the Log Insight Agent on vRealize Operations Manager to Forward
Log Events to vRealize Log Insight in Region A

After you install the content pack for vRealize Operations Manager, configure the Log Insight agent on
vRealize Operations Manager to send audit logs and system events to vRealize Log Insight in Region A.
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Procedure

1 On your computer, create a 1iagent. ini file for each of the 5 nodes of vRealize Operations
Manager.

You can place each file in a node-specific folder.

a Create an empty liagent.ini file and paste the following template configuration.

; Client-side configuration of VMware Log Insight Agent
; See liagent-effective.ini for the actual configuration used by VMware Log Insight Agent

[server]

; Log Insight server hostname or ip address
; If omitted the default value is LOGINSIGHT
hostname=<YOUR LOGINSIGHT HOSTNAME HERE>

; Set protocol to use:

; cfapi - Log Insight REST API

; syslog — Syslog protocol

; If omitted the default value is cfapi

;proto=cfapi

; Log Insight server port to connect to. If omitted the default value is:
; for syslog: 512

; for cfapi without ssl: 9000

; for cfapi with ssl: 9543

;port=9000

;ssl — enable/disable SSL. Applies to cfapi protocol only.
; Possible values are yes or no. If omitted the default value is no.
;ssl=no

; Time in minutes to force reconnection to the server
; If omitted the default value is 30
; reconnect=30

[storage]

;max_disk_buffer — max disk usage 1limit (data + logs) in MB:
; 100 — 2000 MB, default 200

;max_disk_buffer=200

[logging]

;debug_level - the level of debug messages to enable:

; © — no debug messages

; 1 — trace essential debug messages

; 2 — verbose debug messages (will have negative impact on performace)
;debug_level=0

[filelog|messages]
directory=/var/log

include=messages;messages.?

[filelog|syslog]
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directory=/var/log
include=syslog;syslog.?

[filelog |ANALYTICS-analytics]

tags = {"vmw_vr_ops_appname":"vROps",

"vmw_vr_ops_logtype" :"ANALYTICS","vmw_vr_ops_clustername":"<YOUR CLUSTER NAME HERE>",
"vmw_vr_ops_clusterrole":"Master","vmw_vr_ops_nodename":"<YOUR NODE NAME HERE>",
"vmw_vr_ops_hostname":"<YOUR VROPS HOSTNAME HERE>"}

directory = /data/vcops/log

include = analytics*.log*

exclude_fields=hostname

[filelog|COLLECTOR-collector]

tags = {"vmw_vr_ops_appname":"vROps",

"vmw_vr_ops_logtype" :"COLLECTOR","vmw_vr_ops_clustername":"<YOUR CLUSTER NAME HERE>",
"vmw_vr_ops_clusterrole":"Master","vmw_vr_ops_nodename":"<YOUR NODE NAME HERE>",
"vmw_vr_ops_hostname":"<YOUR VROPS HOSTNAME HERE>"}

directory = /data/vcops/log

include = collector.log*

exclude_fields=hostname

event_marker=A\d{43}-\d{2}-\d{2}[\s]\d{2}:\d{2}:\d{2}\,\d{3}

[filelog|COLLECTOR-collector_wrapper]

tags = {"vmw_vr_ops_appname":"vROps",

"vmw_vr_ops_logtype" :"COLLECTOR","vmw_vr_ops_clustername":"<YOUR CLUSTER NAME HERE>",
"vmw_vr_ops_clusterrole":"Master","vmw_vr_ops_nodename":"<YOUR NODE NAME HERE>",
"vmw_vr_ops_hostname":"<YOUR VROPS HOSTNAME HERE>"}

directory = /data/vcops/log

include = collector-wrapper.log*

exclude_fields=hostname

event_marker=A\d{43}-\d{2}-\d{2}[\s]\d{2}:\d{2}:\d{2}\.\d{3}

[filelog|COLLECTOR-collector_gc]

directory = /data/vcops/log

tags = {"vmw_vr_ops_appname":"vROps",

"vmw_vr_ops_logtype" :"COLLECTOR","vmw_vr_ops_clustername":"<YOUR CLUSTER NAME HERE>",
"vmw_vr_ops_clusterrole":"Master","vmw_vr_ops_nodename":"<YOUR NODE NAME HERE>",
"vmw_vr_ops_hostname":"<YOUR VROPS HOSTNAME HERE>"}

include = collector-gc*.log*

exclude_fields=hostname

event_marker=A\d{43}-\d{2}-\d{2} [\w]\d{2}:\d{2}:\d{2}\.\d{3}

[filelog|WEB-web]

directory = /data/vcops/log

tags = {"vmw_vr_ops_appname":"vROps",

"vmw_vr_ops_logtype" :"WEB","vmw_vr_ops_clustername":"<YOUR CLUSTER NAME HERE>",
"vmw_vr_ops_clusterrole":"Master","vmw_vr_ops_nodename":"<YOUR NODE NAME HERE>",
"vmw_vr_ops_hostname":"<YOUR VROPS HOSTNAME HERE>"}

include = web*.log*

exclude_fields=hostname

event_marker=A\d{43}-\d{2}-\d{2}[\s]\d{2}:\d{2}:\d{2}\,\d{3}

[filelog|GEMFIRE-gemfire]

tags = {"vmw_vr_ops_appname":"vROps",
"vmw_vr_ops_logtype" :"GEMFIRE","vmw_vr_ops_clustername":"<YOUR CLUSTER NAME HERE>",
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"vmw_vr_ops_clusterrole":"Master","vmw_vr_ops_nodename":"<YOUR NODE NAME HERE>",
"vmw_vr_ops_hostname":"<YOUR VROPS HOSTNAME HERE>"}

directory = /data/vcops/log

include = gemfire*.log*

exclude_fields=hostname

[filelog|VIEW_BRIDGE-view_bridge]
tags =

{"vmw_vr_ops_appname":"vROps",
NAME HERE>", "vmw_vr_ops_hostname":"<YOUR VROPS HOSTNAME HERE>"}
directory = /data/vcops/log

include = view-bridge*.log*

exclude_fields=hostname

event_marker=A\d{43}-\d{2}-\d{2}[\s]\d{2}:\d{2}:\d{2}\,\d{3}

[filelog|VCOPS_BRIDGE-vcops_bridge]
tags =

{"vmw_vr_ops_appname":"vROps",
NAME HERE>", "vmw_vr_ops_hostname":"<YOUR VROPS HOSTNAME HERE>"}
directory = /data/vcops/log

include = vcops-bridge*.log*

exclude_fields=hostname

event_marker=A\d{43}-\d{2}-\d{2}[\s]\d{2}:\d{2}:\d{2}\,\d{3}

[filelog|SUITEAPI-api]

directory = /data/vcops/log

tags = {"vmw_vr_ops_appname":"vROps",

"vmw_vr_ops_logtype" :"SUITEAPI","vmw_vr_ops_clustername":"<YOUR CLUSTER NAME HERE>",
"vmw_vr_ops_clusterrole":"Master","vmw_vr_ops_nodename":"<YOUR NODE NAME HERE>",
"vmw_vr_ops_hostname":"<YOUR VROPS HOSTNAME HERE>"}

include = api.log*;http_api.log*;profiling_api.log*

exclude_fields=hostname

event_marker=A\d{43}-\d{2}-\d{2}[\s]\d{2}:\d{2}:\d{2}\,\d{3}

[filelog|SUITEAPI-suite_api]

directory = /data/vcops/log/suite-api

tags = {"vmw_vr_ops_appname":"vROps",

"vmw_vr_ops_logtype" :"SUITEAPI","vmw_vr_ops_clustername":"<YOUR CLUSTER NAME HERE>",
"vmw_vr_ops_clusterrole":"Master","vmw_vr_ops_nodename":"<YOUR NODE NAME HERE>",
"vmw_vr_ops_hostname":"<YOUR VROPS HOSTNAME HERE>"}

include = *.log*

exclude_fields=hostname

event_marker=A\d{2}-\w{3}-\d{43}[\sI\d{2}:\d{2}:\d{2}\.\d{3}

[filelog|ADMIN_UI-admin_ui]

tags = {"vmw_vr_ops_appname":"vROps",

"vmw_vr_ops_logtype" :"ADMIN_UI","vmw_vr_ops_clustername":"<YOUR CLUSTER NAME HERE>",
"vmw_vr_ops_clusterrole":"Master","vmw_vr_ops_nodename":"<YOUR NODE NAME HERE>",
"vmw_vr_ops_hostname":"<YOUR VROPS HOSTNAME HERE>"}

directory = /data/vcops/log/casa

include = *.log*;*_log*

exclude_fields=hostname

vmw_vr_ops_logtype":"VIEW_BRIDGE", "vmw_vr_ops_clustername":"<YOU
R CLUSTER NAME HERE>", "vmw_vr_ops_clusterrole":"Master","vmw_vr_ops_nodename":"<YOUR NODE

vmw_vr_ops_logtype":"VCOPS_BRIDGE","vmw_vr_ops_clustername":"<YO
UR CLUSTER NAME HERE>", "vmw_vr_ops_clusterrole":"Master","vmw_vr_ops_nodename":"<YOUR NODE
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[filelog|CALL_STACK-call_stack]

tags = {"vmw_vr_ops_appname":"vROps","vmw_vr_ops_logtype":"CALL_STACK",
"vmw_vr_ops_clustername":"<YOUR CLUSTER NAME HERE>","vmw_vr_ops_clusterrole":"Master",
"vmw_vr_ops_nodename" :"<YOUR NODE NAME HERE>","vmw_vr_ops_hostname":"<YOUR VROPS HOSTNAME
HERE>"}

directory = /data/vcops/log/callstack

include = analytics*.txt;collector*.txt

exclude_fields=hostname

[filelog| TOMCAT_WEBAPP-tomcat_webapp]
tags =
{"vmw_vr_ops_appname":"vROps","
OUR CLUSTER NAME HERE>", "vmw_vr_ops_clusterrole":"Master","vmw_vr_ops_nodename":"<YOUR NODE
NAME HERE>", "vmw_vr_ops_hostname":"<YOUR VROPS HOSTNAME HERE>"}

directory = /data/vcops/log/product-ui

include = *.log*;*_log*
exclude_fields=hostname

[filelog|OTHER-otherl]

tags = {"vmw_vr_ops_appname":"vROps",
"vmw_vr_ops_logtype" :"OTHER", "vmw_vr_ops_clustername":"<YOUR CLUSTER NAME HERE>",
"vmw_vr_ops_clusterrole":"Master","vmw_vr_ops_nodename":"<YOUR NODE NAME HERE>",
"vmw_vr_ops_hostname":"<YOUR VROPS HOSTNAME HERE>"}

directory = /data/vcops/log

include =

vmw_vr_ops_logtype":"TOMCAT_WEBAPP", "vmw_vr_ops_clustername":"<Y

aim*.log*;calltracer*.log*;casa.audit*.log*;distributed*.log*;hafailover#*.log;his*.log*;install

er*.log*;locktrace*.log*;opsapi*.log*;query-service-
timer*.log*;queryprofile*.log*;vcopsConfigureRoles*.log*
exclude_fields=hostname

event_marker=A\d{43}-\d{2}-\d{2}[\s]\d{2}:\d{2}:\d{2}\,\d{3}

[filelog|OTHER-other2]

tags = {"vmw_vr_ops_appname":"vROps", "vmw_vr_ops_logtype":"OTHER",
"vmw_vr_ops_clustername":"<YOUR CLUSTER NAME HERE>", "vmw_vr_ops_clusterrole":"Master",
"vmw_vr_ops_nodename" :"<YOUR NODE NAME HERE>", "vmw_vr_ops_hostname":"<YOUR VROPS HOSTNAME
HERE>"}

directory = /data/vcops/log

include = env-checker.log*

exclude_fields=hostname

event_marker=A\d{2}\D{1}\d{2}\D{1}\d{4}\s\d{2}:\d{2}:\d{2}

[filelog|OTHER-other3]

tags = {"vmw_vr_ops_appname":"vROps", "vmw_vr_ops_logtype":"OTHER",
"vmw_vr_ops_clustername":"<YOUR CLUSTER NAME HERE>", "vmw_vr_ops_clusterrole":"Master",
"vmw_vr_ops_nodename" :"<YOUR NODE NAME HERE>", "vmw_vr_ops_hostname":"<YOUR VROPS HOSTNAME
HERE>"}

directory = /data/vcops/log

include = gfsh*.log*;HTTPPostAdapter¥*.log*;meta—gemfire*.log*;migration*.log*
exclude_fields=hostname

[filelog|OTHER-watchdog]

tags = {"vmw_vr_ops_appname":"vROps", "vmw_vr_ops_logtype":"OTHER",
"vmw_vr_ops_clustername":"<YOUR CLUSTER NAME HERE>", "vmw_vr_ops_clusterrole":"Master",
"vmw_vr_ops_nodename" :"<YOUR NODE NAME HERE>", "vmw_vr_ops_hostname":"<YOUR VROPS HOSTNAME
HERE>"}
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directory = /data/vcops/log/vcops-watchdog
include = vcops-watchdog.log*
exclude_fields=hostname

event_marker=A\d{43}-\d{2}-\d{2}[\s]\d{2}:\d{2}:\d{2}\,\d{3}

[filelog|ADAPTER-vmwareadapter]

tags = {"vmw_vr_ops_appname":"vROps", "vmw_vr_ops_logtype":"ADAPTER",
"vmw_vr_ops_clustername":"<YOUR CLUSTER NAME HERE>", "vmw_vr_ops_clusterrole":"Master",
"vmw_vr_ops_nodename" :"<YOUR NODE NAME HERE>", "vmw_vr_ops_hostname":"<YOUR VROPS HOSTNAME
HERE>"}

directory = /data/vcops/log/adapters/VMwareAdapter

Je

.log*

*

include =
exclude_fields=hostname

event_marker=A\d{43}-\d{2}-\d{2}[\s]\d{2}:\d{2}:\d{2}\,\d{3}

[filelog|ADAPTER-vcopsadapter]

tags = {"vmw_vr_ops_appname":"vROps", "vmw_vr_ops_logtype":"ADAPTER",
"vmw_vr_ops_clustername":"<YOUR CLUSTER NAME HERE>", "vmw_vr_ops_clusterrole":"Master",
"vmw_vr_ops_nodename" :"<YOUR NODE NAME HERE>", "vmw_vr_ops_hostname":"<YOUR VROPS HOSTNAME
HERE>"}

directory = /data/vcops/log/adapters/VCOpsAdapter

*

Je

include = *.log*
exclude_fields=hostname

event_marker=A\d{43}-\d{2}-\d{2}[\s]\d{2}:\d{2}:\d{2}\,\d{3}

[filelog|ADAPTER-openapiadapter]

tags = {"vmw_vr_ops_appname":"vROps", "vmw_vr_ops_logtype":"ADAPTER",
"vmw_vr_ops_clustername":"<YOUR CLUSTER NAME HERE>", "vmw_vr_ops_clusterrole":"Master",
"vmw_vr_ops_nodename":"<YOUR NODE NAME HERE>", "vmw_vr_ops_hostname":"<YOUR VROPS HOSTNAME
HERE>"}

directory = /data/vcops/log/adapters/OpenAPIAdapter

include = *.log*
exclude_fields=hostname

event_marker=A\d{43}-\d{2}-\d{2}[\s]\d{2}:\d{2}:\d{2}\,\d{3}

In the node-specific 1iagent.ini file, change the following parameters and save the file.

Location in

Parameter Description liagent.ini Configuration Instructions

hostname IP address or [server] section Replace <YOUR LOGINSIGHT HOSTNAME HERE>
FQDN of the Log with vrli-cluster-01.sfo01.rainpole.local.
Insight VIP

proto Protocol that the [server] section Remove the ; comment in front of the parameter
agent uses to to set the log protocol to cfapi.
send events to the
Log Insight server.

port Communication [server] section Remove the ; comment in front of the parameter
port that the agent to set the port to 9000.

uses to send
events to the
VvRealize Log
Insight server.
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Location in
Parameter Description liagent.ini
vmw_vr_ops_clustername  Name of the each [filelog|
vRealize section_name]
Operations section
Manager cluster
vmw_vr_ops_clusterrole Role of the each [filelog|
vRealize section_name]
Operations section
Manager node
vmw_vr_ops_hostname IP address or each [filelog|
FQDN of the section_name]
vRealize section
Operations
Manager node
vmw_vr_ops_nodename Name of the each [filelog|
VRealize section_name]
Operations section

Manager node
that is set during
node initial
configuration

You change the [server] section as follows.

VMware, Inc.

[server]

; Log Insight server hostname or ip address

; If omitted the default value is LOGINSIGHT
hostname=vrli-cluster-01.sfo01l.rainpole.local
; Set protocol to use:

; cfapi - Log Insight REST API

; syslog - Syslog protocol

; If omitted the default value is cfapi

proto=cfapi

Configuration Instructions

Replace each <YOUR CLUSTER NAME HERE>
with vrops-cluster-01.

Set to Master, Replica, Data or
Remote Collector.

Replace each <YOUR VROPS HOSTNAMEHERE> with

the following FQDN:

m  vrops-mstrn-01.rainpole.local for the
master node

®  vrops-repln-02.rainpole.local for the
replica node

®m  vrops-datan-03.rainpole.local for data
node 1

®  vrops-
rmtcol-01.sfo01.rainpole.local for
remote collector 1

m  vrops-
rmtcol-02.sfo01.rainpole.local for
remote collector 2

Replace each <YOUR NODE NAME HERE> with the
following name:

®m  vrops-mstrn-01 for the master node

®m  vrops-repln-02 for the replica node

= vrops-datan-03 for data node 1

®m  vrops-rmtcol-01 for remote collector 1

®m  vrops-rmtcol-02 for remote collector 2

; Log Insight server port to connect to. If omitted the default value is:

; for syslog: 512

; for cfapi without ss1: 9000
; for cfapi with ssl: 9543
port=9000

;ssl — enable/disable SSL. Applies to cfapi protocol only.

; Possible values are yes or no. If omitted the default value is no.
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;ssl=no

; Time in minutes to force reconnection to the server
; If omitted the default value is 30

;reconnect=30

For example, on the master replica node you change the [filelog|ANALYTICS-analytics]
section that is related to the logs files of the analytics module as follows.

[filelog |ANALYTICS-analytics]

tags = {"vmw_vr_ops_appname":"vROps",

"vmw_vr_ops_logtype":"ANALYTICS","vmw_vr_ops_clustername":"vrops—-cluster-01",

"vmw_vr_ops_clusterrole":"Replica","vmw_vr_ops_nodename":"vrops-repln-02",

"vmw_vr_ops_hostname": "vrops-repln-02.rainpole.local"}
directory = /data/vcops/log

include = analytics*.log*

exclude_fields=hostname

2 Enable SSH on each node of vRealize Operations Manager.

a Open a Web browser and go to
https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client .

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

¢ Under the mgmt01vc01.sfo01.rainpole.local vCenter Server, navigate to the virtual appliance for
the node.

Virtual Appliance Name Role

vrops-mstrn-01 Master node
vrops-repln-02 Master replica node
vrops-datan-03 Data node 1
vrops-rmtcol-01 Remote collector 1
vrops-rmtcol-02 Remote collector 2

d Right-click the appliance node and select Open Console to open the remote console to the
appliance.

e Press ALT+F1 to switch to the command prompt.

f  Log in using the following credentials.

Setting Value
User name  root

Password vrops_root_password
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g Start the SSH service by running the command:

service sshd start

h  Close the virtual appliance console.
3 Apply the Log Insight agent configuration.

a Onthe appliance, replace the 1iagent.ini file in the /var/1ib/loginsight-agent folder with
the node-specific file on your computer.

You can use scp, FileZilla or WinSCP.
b Restart the Log Insight agent on node by running the following console command as the root
user.
/etc/init.d/1liagentd restart

¢ Stop the SSH service on the virtual appliance by running the following command.

service
sshd stop

4 Repeat the steps for each of the remaining vRealize Operations Manager nodes.

5 Configure the Linux Agent Group for the vRealize Operations Manager components from the
vRealize Log Insight Web user interface.

a Open a Web browser and go to https://vrli-cluster-01.sfo0l.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin

Password vrli_admin_password

€ Click the configuration drop-down menu icon E and select Administration.
d Under Management, click Agents.

e From the drop-down menu at the top, select vRops 6.x - Sample from the Available Templates
section and click Copy Template.

f Inthe Copy Agent Group dialog box, enter vRops6 — Agent Group in the name text box and
click Copy.
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g Inthe agent filter fields, enter the following values pressing Enter after each host name.

Filter Operator Values

Hostname matches ® vrops-mstrn-01.rainpole.local
m  vrops-repln-02.rainpole.local
m  vrops-datan-03.rainpole.local
m  vrops-rmtcol-01.sfo01.rainpole.local

= vrops-rmtcol-02.sfo01.rainpole.local

h  Click Refresh and verify that all the agents in the filter appear in the Agents list.
i Click Save New Group at the bottom of the page.
j  Click the Dashboard tab and select the VMware - vRops 6.x dashboard from the drop-down

menu on the left.

All VMware - vRops 6 dashboards become available on the vRealize Log Insight Home page.

(® htware - vhops 8x

wmber of vRops Clusters Total number of vRops nodes over time

Count of Adapter events over time grouped by node vRops cluster erors

Connect vRealize Log Insight to the NSX Instances in Region A

Install and configure the vRealize Log Insight Content Pack for NSX for vSphere for log visualization and
alerting of the NSX for vSphere real-time operation. You can use the NSX-vSphere dashboards to monitor
logs about installation and configuration, and about virtual networking services.

Procedure

1 Install the vRealize Log Insight Content Pack for NSX for vSphere in Region A
Install the content pack for NSX for vSphere to add the dashboards for viewing log information in
VRealize Log Insight.

2 Configure NSX Managers to Forward Log Events to vRealize Log Insight in Region A

Configure the NSX Manager for the management cluster and the NSX Manager for the compute and
edge clusters to send audit logs and system events to vRealize Log Insight in Region A.
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Configure the NSX Controllers to Forward Events to vRealize Log Insight in Region A

Configure the NSX Controller instances for the management, compute and edge clusters to forward
log information to vRealize Log Insight in Region A by using the NSX REST API. You can use a
REST client, such as the RESTClient add-on for Firefox, to enable log forwarding.

Configure the NSX Edge Instances to Forward Log Events to vRealize Log Insight in Region A

Redirect log information from the edge services gateways, universal distributed logical router and
load balancer in Region A to vRealize Log Insight in Region A.

Install the vRealize Log Insight Content Pack for NSX for vSphere in Region A

Install the content pack for NSX for vSphere to add the dashboards for viewing log information in vRealize
Log Insight.

Procedure

1

Log in to the vRealize Log Insight user interface.
a Open a Web browser and go to https://vrli-cluster-01.sfo01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin

Password vrli_admin_password

In the vRealize Log Insight user interface, click the configuration drop-down menu icon B and
select Content Packs.

Under Content Pack Marketplace, select Marketplace.
In the list of content packs, locate the VMware - NSX-vSphere content pack and click its icon.

In the Install Content Pack dialog box, click Install.

After the installation is complete, the VMware - NSX-vSphere content pack appears in the Installed
Content Packs list on the left.

Configure NSX Managers to Forward Log Events to vRealize Log Insight in
Region A

Configure the NSX Manager for the management cluster and the NSX Manager for the compute and
edge clusters to send audit logs and system events to vRealize Log Insight in Region A.
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Procedure
1 On the Windows host that has access to the data center, log in to the NSX Manager Web interface.

a Open a Web browser and go to following URL.

NSX Manager URL
NSX Manager for the management cluster https://mgmt01nsxm01.sfo01.rainpole.local

NSX Manager for the shared compute and edge cluster  https://comp01nsxm01.sfo01.rainpole.local

b Log in using the following credentials.

Setting Value
User name admin
Password nsx_manager_admin_password

2 On the main page of the appliance user interface, click Manage Appliance Settings.
3 Under Settings, click General, and in the Syslog Server pane, click Edit.

4 In the Syslog Server dialog box, configure vRealize Log Insight as a syslog server by specifying the
following settings and click OK.

Syslog Server Setting Value

Syslog Server vrli-cluster-01.sfo01.rainpole.local
Port 514
Protocol UDP

5 Repeat the steps for the other NSX Manager.
Configure the NSX Controllers to Forward Events to vRealize Log Insight in
Region A

Configure the NSX Controller instances for the management, compute and edge clusters to forward log
information to vRealize Log Insight in Region A by using the NSX REST API. You can use a REST client,
such as the RESTClient add-on for Firefox, to enable log forwarding.

Prerequisites

®  On a Windows host that has access to your data center, install a REST client, such as the
RESTClient add-on for Firefox.

Procedure
1 Log in to the Windows host that has access to your data center.

2 In a Firefox browser, go to chrome://restclient/content/restclient.html.
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3 Specify the request headers for requests to the NSX Manager.

a

b

From the Authentication drop-down menu, select Basic Authentication.

In the Basic Authorization dialog box, enter the following credentials, select Remember me and
click Okay.

Setting Value
User name admin

Password mngnsx_admin_password

compnsx_admin_password
The Authorization:Basic XXX header appears in the Headers pane.
From the Headers drop-down menu, select Custom Header.

In the Request Header dialog box, enter the following header details and click Okay.

Request Header Attribute Value
Name Content-Type

Value application/xml

The Content-Type:application/xml header appears in the Headers pane.

4 Contact the NSX Manager to retrieve the IDs of the associated NSX Controllers.

a

b

In the Request pane, from the Method drop-down menu, select GET.

In the URL text box, enter the following URL, and click Send.

NSX Manager URL

NSX Manager for the management cluster https://mgmt01nsxm01.sfo01.rainpole.local/api/2.0/vdn/controller
NSX Manager for the shared edge and compute https://comp01nsxm01.sfo01.rainpole.local/api/2.0/vdn/controller
cluster

The RESTClient sends a query to the NSX Manager about the installed NSX controllers.

After the NSX Manager sends a response back, click the Response Body (Preview) tab under
Response.

The response body contains a root <controllers> XML element that groups the details about the
three controllers that form the controller cluster.
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d Within the <controllers> element, locate the <controller> element for each controller and write
down the content of the <id> element.

Controller IDs have the controller-id format where id represents the sequence number of the

controller in the cluster, for example, controller-2.

e Repeat the steps for the other NSX Manager.

Method | GE & URL  https:dmgmi0inzxm1. sfod . raingole locsVapi2.04dnic ntralle
Headers

Aurorzoten: Bk YRIARASYKT . < Comtent-Tynes applcaionionl

Body

[-] Response
Respanceesers  Responce Bdy (Rew) | Respanse Body (HENKI

~ <controllers>

niroller-nade-1<fmames=
3% controller ipti

<isUniversal=fzlz=</isliniversal>
=universal Revision =0 =/universal Revision >
<id=controller-1</id>
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5 For each NSX Controller, send a request to configure vRealize Log Insight as a remote syslog server.

a Inthe Request pane, from the Method drop-down menu, select POST, and in the URL text box,
enter the following URL.

Table 4-4.

NSX Controller in the Controller
NSX Manager Cluster POST URL

NSX Manager for the management NSX Controller 1 https://mgmt01nsxm01.sfo01.rainpole.|
cluster ocal/api/2.0/vdn/controller/controller-
1/syslog

NSX Controller 2 https://mgmt01nsxm01.sfo01.rainpole.|
ocal/api/2.0/vdn/controller/controller-
2/syslog

NSX Controller 3 https://mgmt01nsxm01.sfo01.rainpole.|
ocal/api/2.0/vdn/controller/controller-
3/syslog

NSX Manager for the shared edge and  NSX Controller 1 https://comp01nsxm01.sfo01.rainpole.
compute cluster ocal/api/2.0/vdn/controller/controller-
1/syslog

NSX Controller 2 https://comp01nsxm01.sfo01.rainpole.|
ocal/api/2.0/vdn/controller/controller-
2/syslog

NSX Controller 3 https://comp01nsxm01.sfo01.rainpole.
ocal/api/2.0/vdn/controller/controller-
3/syslog

b In the Request pane, paste the following request body in the Body text box and click Send.

<controllerSyslogServer>
<syslogServer>vrli-cluster-01.sfo0l.rainpole.local</syslogServers>
<port>514</port>
<protocol>UDP</protocol>
<level>INFO</level>

</controllerSyslogServer>

¢ Repeat the steps for the next NSX Controller.
6 Verify the syslog configuration on each NSX Controller.

a Inthe Request pane, from the Method drop-down menu, select GET, in the URL text box, enter
the controller-specific syslog URL from the previous step, and click theSEND button.

b After the NSX Manager sends a response back, click the Response Body (Preview) tab
under Response.

The response body contains a root <controllerSyslogServer> element, which represents the
settings for the remote syslog server on the NSX Controller.
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¢ Verify that the value of the <syslogServer> element is vrli-cluster-01.sfo01.rainpole.local.
d Repeat the steps for the next NSX Controller.

7 Verify the syslog configuration on each NSX Controller.

MWethod  POST ¥ URL  hitpsiimgmiltinexmO1.sfo01 . rainpels locabiapy2.Oddn/contrallericontroller-1 fzyslag * v SEND

Headers [}

Cantent-Type: splcationtml Auenanizaticn: Base VWRIBAGVE

Configure the NSX Edge Instances to Forward Log Events to vRealize Log
Insight in Region A

Redirect log information from the edge services gateways, universal distributed logical router and load
balancer in Region A to vRealize Log Insight in Region A.

Procedure
1 Login to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 From the Home menu, select Networking & Security.
3 From the Networking & Security menu on the left, click NSX Edges.

4 Onthe NSX Edges page, select the NSX Manager instance from the NSX Manager drop-down
menu.

NSX Manager Instance IP Address
Management NSX Manager 172.16.11.65

Compute NSX Manager 172.16.11.66

The edge devices in the scope of the NSX Manager appear.
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5 Configure the log forwarding on each edge service gateway of Management and Compute NSX
Managers instances.

a Double-click the edge device to open its user interface.

Traffic Management NSX Edge Service Gateway Compute NSX Edge Service Gateway
North-South Routing SFOMGMT-ESGO1 SFOCOMP-ESGO01

North-South Routing SFOMGMT-ESG02 SFOCOMP-ESG02

East-West Routing UDLRO1 UDLRO1

Load Balancer SFOMGMT-LBO1 -

b Onthe NSX Edge device page, click the Manage tab, click Settings, and click Configuration.
¢ Inthe Details pane, click Change next to Syslog servers.

d Inthe Edit Syslog Servers Configuration dialog box, configure the following settings and click
OK.

Setting Value
Syslog Server 1 192.168.31.10

Protocol udp
e Click OK.
f  Repeat the steps for the remaining NSX Edge devices of Management and Compute NSX

Manager instances.

The vRealize Log Insight user interface starts showing log data in the NSX-vSphere-Overview
dashboard available under the VMware - NSX-vSphere group of content pack dashboards.

Connect vRealize Log Insight to vRealize Automation in Region A

Connect the vRealize Log to vRealize Automation to receive log information from all components of
vRealize Automation in the vRealize Log Insight Ul.

Procedure

1 Install the vRealize Log Insight Content Packs for the Cloud Management Platform in Region A

Install the content packs for vRealize Automation, vRealize Orchestrator and Microsoft SQL Server
to add the dashboards for viewing log information about the Cloud Management Platform in vRealize
Log Insight.

2 Install and Configure vRealize Log Insight Windows Agents in Region A

Install the vRealize Log Insight agent on the Windows virtual machines for the Distributed Execution
Manager, laaS Manager Service, laaS Web Server, laaS SQL Server and the vSphere proxy agents.
Configure Log Insight Windows Agents from the vRealize Log Insight Web interface.
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3 Configure vRealize Log Insight Linux Agents in the vRealize Automation Virtual Appliances in
Region A
vRealize Log Insight Agent comes pre-installed on the vRealize Automation virtual appliance.
Configure the 1iagent.ini configuration file on each virtual appliance.

4 Configure vRealize Orchestrator to Forward Log Events to vRealize Log Insight in Region A

You can configure each vRealize Orchestrator appliance to forward system logs and events to the
vRealize Log Insight instance. All syslog information can then be viewed and analyzed from the
VRealize Log Insight Web interface.

Install the vRealize Log Insight Content Packs for the Cloud Management
Platform in Region A

Install the content packs for vRealize Automation, vRealize Orchestrator and Microsoft SQL Server to add
the dashboards for viewing log information about the Cloud Management Platform in vRealize Log
Insight.

You install the following content packs:
= VMware - VRA 7
= VMware - Orchestrator

= Microsoft - SQL Server

Procedure
1 Log in to the vRealize Log Insight user interface.
a Open a Web browser and go to https://vrli-cluster-01.sfo0l.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin

Password vrli_admin_password

2 |n the vRealize Log Insight user interface, click the configuration drop-down menu icon E and
select Content Packs.

Under Content Pack Marketplace, select Marketplace.
In the list of content packs, locate the VMware - vVRA 7 content pack and click its icon.

In the Install Content Pack dialog box, click Install.

o a A~ W

Repeat the procedure to install the VMware - Orchestrator and Microsoft - SQL Server content
packs.

After the installation is complete, the VMware - vRA, VMware - Orchestrator and Microsoft - SQL Server
content packs appear in the Installed Content Packs list on the left.
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Install and Configure vRealize Log Insight Windows Agents in Region A

Install the vRealize Log Insight agent on the Windows virtual machines for the Distributed Execution
Manager, laaS Manager Service, laaS Web Server, laaS SQL Server and the vSphere proxy agents.
Configure Log Insight Windows Agents from the vRealize Log Insight Web interface.

Procedure
1 Install the Log Insight Windows Agents on all the vRealize Automation Windows VMs.

a Open a Remote Desktop Protocol (RDP) connection to each of the following vRealize Automation
virtual machines.

vRealize Automation Component Host Name or VM Name
laaS Web Server vra01iws01a.rainpole.local
laaS Web Server vra01iws01b.rainpole.local

laaS Manager Service and DEM Orchestrator  vra01ims01a.rainpole.local

laaS Manager Service and DEM Orchestrator  vra01ims01b.rainpole.local

laaS DEM Worker vra01demO01.rainpole.local
laaS DEM Worker vra01dem02.rainpole.local
vSphere Proxy Agent vra01ias01.sfo01.rainpole.local
vSphere Proxy Agent vra01ias02.sfo01.rainpole.local
Microsoft SQL Server vra01mssql01.rainpole.local

b Log in using the following credentials.

Setting Value
User name  Windows administrator user
Password windows_administrator_password
¢ Open a Web browser and go to https://vrli-cluster-01.sfo01.rainpole.local .

d Log in using the following credentials.

Setting Value
User name admin

Password vrli_admin_password

€  Click the configuration drop-down menu icon E and select Administration.
f  Under Management, click Agents.
g Onthe Agents page, click the Download Log Insight Agent Version link.

h In the Download Log Insight Agent Version dialog box, click Windows MSI (32-bit/64-bit) and
save the .ms1 file on your computer.

i Double-click the .ms1 file to run the installer.
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j  Inthe VMware vRealize Log Insight Agent Setup wizard, accept the license agreement and
click Next.

k  With the Log Insight host name vrli-cluster-01.sfo0O1.rainpole.local shown in the Host text box,
click Install.

I When the installation is complete, click Finish.

2 Configure the Log Insight Windows Agent Group for the vRealize Automation laaS components from
the vRealize Log Insight Web user interface.

a Open a Web browser and go to https://vrli-cluster-01.sfo01l.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin

Password vrli_admin_password

€ Click the configuration drop-down menu icon E and select Administration.
d Under Management, click Agents.

e From the drop-down at the top, select vRealize Automation 7 - Windows from the Available
Templates section.

f  Click Copy Template.

g Inthe Copy Agent Group dialog box, enter vRA7 - Windows Agent Group in the name text
box and click Copy.

h In the agent filter fields, use the following selections.

Use ENTER to separate the host name values.

Filter Operator Values

Hostname matches  vraO1iws0O1a.rainpole.local
vraO1iws01b.rainpole.local
vra01ims01a.rainpole.local
vra01ims01b.rainpole.local
vra01demO01.rainpole.local
vra01dem02.rainpole.local
vraO1ias01.sfo01.rainpole.local

vraO1ias02.sfo01.rainpole.local

i Click Refresh and verify that all the agents listed in the filter appear in the Agents list.

j  Click Save New Group at the bottom of the page.
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3 Inthe vRealize Log Insight Web user interface, configure the Log Insight Windows Agent Group for
the Microsoft SQL Server component that is used by vRealize Automation.

a

b

Open a Web browser and go to https://vrli-cluster-01.sfo01l.rainpole.local.

Log in using the following credentials.

Setting Value
User name admin

Password vrli_admin_password

Click the configuration drop-down menu icon E and select Administration.
Under Management, click Agents.

From the drop down on the top, select Microsoft - SQL Server from the Available Templates
section..

Click Copy Template.

In the Copy Agent Group dialog box, enter vRA7 - Microsoft SQL Server Agent Group in
the name text box and click Copy.

In the agent filter fields, use the following selections.

Use ENTER to separate the host name values.

Filter Operator Values
Hostname matches  vraO1mssqlO1.rainpole.local
Under Agent Configuration, click Edit

Locate directory=C:\Program Files\Microsoft SQL
Server\MSSQL10.MSSQLSERVER\MSSQL\Log and change it to directory=C:\Program
Files\Microsoft SQL Server\MSSQL11.MSSQLSERVER\MSSQL\Log

Note In this VMware Validated Design, Microsoft SQL Server 2012 R2 has been installed in the
default location on the Windows Server virtual machine.

Click Refresh and verify that all the agents listed in the filter appear in the Agents list.

Click Save New Group at the bottom of the page.

All VMware vRA 7 dashboards become available on the vRealize Log Insight Home page.
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VIMWare Log Insight [ Dashboards ~ Q Interactive Analytics A admin-  =-

. ot oot

- || € update ul

General - Problems

WRA - Appliance priordy
WRA - App Authoring & AddFiter
WRA - Catalog

WRA - Designer

- Extensiity I Y N
[ ]
[
]
I

VRA events by status.

¥RA - Authentication -

RA - laaS
WRA - NSX
WRA - Telemetry

VRA Tomcat events over time

Configure vRealize Log Insight Linux Agents in the vRealize Automation
Virtual Appliances in Region A

vRealize Log Insight Agent comes pre-installed on the vRealize Automation virtual appliance. Configure
the 1iagent.1ini configuration file on each virtual appliance.

Procedure

1 Edit the liagent.ini file on the first vRealize Automation virtual appliance.

a Open an SSH connection to the virtual appliance by using the following settings.

Setting Value
SSH sever vraO1svrO1a.rainpole.local
User name  root

Password vra_applianceA_root_password

b Openthe /var/1lib/loginsight-agent/liagent.ini file in a text editor.

¢ Update the following parameters in the [server] section and save your changes.

[server]
hostname=vrli-cluster-01.sfo01.rainpole.local
proto=cfapi

port=9000
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d

Restart the Log Insight agent by running the following command

/etc/init.d/1liagentd restart

Repeat the steps on the second vRealize Automation appliance vraO1svrO1b.rainpole.local by
using the following settings.

Setting Value
SSH Server  vraO1svrO1b.rainpole.local
User name  root

Password vra_applianceB_root_password

2 Configure the Linux Agent Group on the Log Insight server.

a

b

Open a Web browser and go to https://vrli-cluster-01.sfo01.rainpole.local.

Log in using the following credentials.

Setting Value
User name admin

Password vrli_admin_password

Click the configuration drop-down menu icon E and select Administration.
Under Management, click Agents.

From the drop-down menu on the top, select vRealize Automation 7 - Linux from the Available
Templates section.

Click Copy Template.

In the Copy Agent Group dialog box, enter vRA7 - Linux Agent Group in the name field and
click Copy.

In the agent filter fields, enter the following values pressing Enter after each host name.

Filter Operator Values

Hostname matches  vraO1svrO1a.rainpole.local

vra01svrO1b.rainpole.local
Click Refresh and verify that all the agents in the filter appear in the Agents list.
Click Save New Group at the bottom of the page.

Click the Dashboard tab and select the VMware VR 7 dashboard from the drop-down menu on
the left.

All VMware vRA 7 dashboards become available on the vRealize Log Insight Home page.
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VIMWare Log Insight [ Dashboards ~ Q Interactive Analytics A admin-  =-
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Configure vRealize Orchestrator to Forward Log Events to vRealize Log
Insight in Region A

You can configure each vRealize Orchestrator appliance to forward system logs and events to the
VRealize Log Insight instance. All syslog information can then be viewed and analyzed from the vRealize
Log Insight Web interface.

In Region A, you configure the following vRealize Orchestrator instances.

Host Control Center URL
Host A https://vraO1vroO1a.rainpole.local:8283/vco-controlcenter

Host B https://vraO1vroO1b.rainpole.local:8283/vco-controlcenter

Procedure
1 Log in to the vRealize Orchestrator Control Center.

a Open a Web browser and go to
https://vra0lvro0la.rainpole.local:8283/vco-controlcenter.

b Log in using the following credentials.

Setting Value
User name  root
Password hostA_root_password
2 From the Home page, under Log, click Logging Integration.

3 On the Logging Integration page, specify the following settings and click Save.

Setting Value
Enable logging to a remote log server  Selected
Use Log Insight Agent Selected

Host vrli-cluster-01.sfo01.rainpole.local
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Setting Value
Port 9000
Protocol cfapi

Vvm Orchestrator Control Center _

Logging Integration

Orchestrator can send log messages to vRealize Log Insight or any remote Syslog server. Orchestrator uses a specific, easy-to-analyze message format.

Enable logging to a remate log server [ @)

Type © Uselognsight Agent €

() Use Logdj Syslog Appender (Deprecated) €

Host @ wvili-cluster-Ot.sfo01.rainpole.local © 9000

Protocol € cfapi v

4 Repeat the procedure for the second vRealize Orchestrator appliance vra01vroO1b.rainpole.local.
5 Enable vRealize Log Insight agents for vRealize Orchestrator.
a Open a Web browser and go to https://vrli-cluster-01.sfo01l.rainpole.local

b Log in using the following credentials.

Setting Value
User name admin

Password vrli_admin_password

€ Click the configuration drop-down menu icon E and select Administration.

d Under Management, click Agents.
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e From the drop-down menu at the top, select vRealize Orchestrator 7.0.1 from the All Agents

section and click Copy Template.
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f Inthe Copy Agent Group dialog box, enter vRO 7.0.1 in the name text box and click Save New

Group.

g Under the All Agents drop-down menu, select vRO 7.0.1.

h In the agent filter fields, enter the following values pressing Enter after each host name to

determine which agents receive the configuration.

Filter

Hostname

VMware, Inc.

Operato

matches

r Values

m  vraO1vroO1a.rainpole.local

= vraO1vroO1b.rainpole.local
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i Click Refresh and verify that in the Agents list vRealize Log Insight receives data from the two
agents in the filter.

Management

System Monitor
Cluster

Access Control
User Alens
Hosts

Agents

Event Forwerding

License

Integration
vSphere

wReslize Operations

Configuration
Genersl
Time
Authentication
SMTP
Archiving
ssL

Agents

VRO 7.0.1 Mot Sa REFRESH | (I Enable auto-update for all agents @

X Hosiname mawches visOMvroDia rainpoie Jocal | viaOroDib rainpole Jocs

+ ADD FILTER

2 Agems @

PAddress - Hostname Version os Last Ative Events Sent Events Sent... - EventsDropp... - Uptime Staws

R L N . Lessthaniminute ., .

192168163 bl 3303516686 e 4935 3 0 3deys8hours  Actve
wia0vreOibraing e ess than | minute
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olelocal

1(xB6_64)

Agent Configuration @

Build Edit

IMilalanlura-arcacel

j  Click Save Agent Group at the bottom of the page.

6 Verify that the vRealize Log Insight server is receiving log events from the vRealize Orchestrator

appliances.

a Open a Web browser and go to https://vrli-cluster-01.sfo01l.rainpole.local.

b Log in using the following credentials.

Setting
User name

Password

VMware, Inc.

vrli_admin_password
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C

In the vRealize Log Insight user interface, select VMware - Orchestrator - 7.0.1+ from the
Dashboards drop-down menu.

Verify that the Server nodes grouped by hostname widget on the Server overview dashboard
shows the two vRealize Orchestrator hosts.

The other dashboards start showing data when they get the associated events.

vm Log Insight Dashboards Interactive Analytics

) VMware - Orchestrator - 7.0.1+ ~
Latest 24 hours of data - «
Server overview e

+ ADD FILTER

Server nodes grouped BY HOSTNAME

Server REBOOTS grouped BY HOSTNAME Server state changed grouped BY HOSTNAME

Metrics - REST API Requests
Metrics - REST AP Time
Metrics - JVM Memory
Metrics - JVM Threads

Server REBOOTS over time

Install the vRealize Log Insight Content Pack for vSAN in Region A

Install the content pack for VMware vSAN to add the dashboards for viewing log information in vRealize
Log Insight.

Procedure

1 Log in to the vRealize Log Insight user interface.

a

b

Open a Web browser and go to https://vrli-cluster-01.sfo01.rainpole.local.

Log in using the following credentials.

Setting Value
User name admin

Password vrli_admin_password

2 |n the vRealize Log Insight user interface, click the configuration drop-down menu icon B and select
Content Packs.

3 Under Content Pack Marketplace, select Marketplace.

4 In the list of content packs, locate the VMware - VSAN content pack and click its icon.

5 In the Install Content Pack dialog box, click Install.

After the installation is complete, the VMware - VSAN content pack appears in the Installed Content
Packs list on the left.
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vSAN log information becomes available without additional configuration. The integration between
vRealize Log Insight and vSphere accommodates the transfer of vSAN log information automatically.

Configure Log Retention and Archiving in Region A

Set log retention to one week and archive logs for 90 days according to the VMware Validated Design
Architecture and Design documentation.

Prerequisites

Create an NFS share of 1 TB in Region and export it as /V2D_vRLI_MgmtA_1TB.
Verify that the NFS server supports NFS v3.

Verify that the NFS partition allows read and write operations for guest accounts.
Verify that the mount does not require authentication.

Verify that the NFS share is directly accessible to vRealize Log Insight

If using a Windows NFS server, allow unmapped user Unix access (by UID/GID).

Procedure

1

Log in to the vRealize Log Insight user interface.
a Open a Web browser and go to https://vrli-cluster-01.sfo01l.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin

Password vrli_admin_password

In the vRealize Log Insight user interface, click the configuration drop-down menu icon E and
select Administration.
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3 Configure retention threshold notification.

Log Insight continually estimates how long data can be retained with the currently available pool of

storage.

If the estimation drops below the retention threshold of one week, Log Insight immediately notifies the
administrator that the amount of searchable log data is likely to drop.

a

b

Under Configuration, click General.

On the General Configuration page, under the Alerts section, select the Send a notification
when capacity drops below check box next to Retention Notification Threshold, and enter a
1-week period in the text box.

Click Save.

VIMWware Log Insight Dashboards Q Interactive Analytics

nagem General Configuration
System Monitor
Cluster Alerts
Access Control

Hasts.

prodops(@rainpole com (-]

Agents hitps /vl ter-01.sfol 1. rainpole local (7]

Event Forwarding

when capacity drops below
s ¥ of data in the system

vSphere Suspend User Alleds e
vRealize Operations

30 minutes (sat to -1 for no timeaut)
Time
Authentication
SMTP
Archiving
SsL

vement Program

@ Send weekly Trace Data to VMware for customer
improvement purposes. View details

4 Configure data archiving.

a

b

Under Configuration, click Archiving.
Select the Enable Data Archiving check box.

In the Archive Location text box, enter the path in the form
of nfs://nfs-server-address/V2D_vRLI_MgmtA_1TB to an NFS partition where logs will be
archived.

Click Test next to the Archive Location text box to verify that the share is accessible.

Click Save.

Region A vSphere Update Manager Download Service
Implementation

Install the vSphere Update Manager Download Service (UMDS) on a Linux virtual machine to download
and store binaries and metadata in a shared repository in Region A.
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Procedure

1 Configure PostgreSQL Database Your Linux-Based Host Operating System for UMDS in Region A

On a virtual machine with Ubuntu 14.04 Long Term Support (LTS) where you plan to install Update
Manager Download Service (UMDS), configure a PostgreSQL database instance.

2 Install UMDS on Ubuntu OS in Region A
After you install the PostgreSQL database on the UMDS virtual machine, install the UMDS software.

3 Set Up the Data to Download with UMDS in Region A

By default UMDS downloads patch binaries, patch metadata, and notifications for hosts. Specify
which patch binaries and patch metadata to download with UMDS in Region A.

4 Install and Configure the UMDS Web Server in Region A

The UMDS server in Region A downloads upgrades, patch binaries, patch metadata, and
notifications to a directory that you must share to vSphere Update Manager by using a Web server.

5 Use the UMDS Shared Repository as the Download Source in Update Manager in Region A

Configure Update Manager to use the UMDS shared repository as a source for downloading ESXi
patches, extensions, and notifications.

Configure PostgreSQL Database Your Linux-Based Host Operating
System for UMDS in Region A

On a virtual machine with Ubuntu 14.04 Long Term Support (LTS) where you plan to install Update
Manager Download Service (UMDS), configure a PostgreSQL database instance.

Prerequisites

m  Create a virtual machine for UMDS on the management cluster of Region A. See Virtual Machine
Specifications from the Planning and Preparation documentation.

= Verify you have PostgreSQL database user credentials.

Procedure
1 Login to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc0l.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Inthe vSphere Web Client, right-click the mgmt01umds01.sfo01.rainpole.local virtual machine and
select Open Console to open the remote console to the virtual machine.

3 Atthe command prompt, log in as the svc—umds user using svc-umds_password.
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4 Install VMtools and Secure Shell (SSH) server, and end the session.

sudo apt-get update
sudo apt-get -y install SSH
exit

5 Log back in to the UMDS virtual machine using SSH and the svc-umds service account credentials.

6 Install and start PostgreSQL and its dependencies:

sudo apt-get -y install vim perl tar sed psmisc unixodbc postgresql postgresql-contrib odbc-
postgresql
sudo service postgresql start

7 Login as a PostgreSQL user, and create a database instance and a database user, by running the
following commands.

When prompted, enter and confirm the umds_db_user _password password.

sudo su - postgres
createdb umds_db
createuser -d -e -r umds_db_user -P

8 Enable password authentication for the database user.

a Navigate to the folder that contains the PostgreSQL configuration file pg_hba. conf.

Linux system Default Location

Ubuntu 14.04 /etc/postgresql/postgres_version/main

cd /etc/postgresql/postgres_version/main

b Inthe PostgreSQL configuration file, enable password authentication for the database user by
inserting the following line right above local all all peer.

You can use the vi editor to make and save the changes.

#TYPE DATABASE USER ADDRESS METHOD

local umds_db umds_db_user md>5

¢ Log out as a PostgreSQL user by running the following command.

logout
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9 Configure the PostgreSQL driver and the data source name (DSN) for connection to the UMDS
database.

a Edit the ODBC configuration file.
sudo vi /etc/odbcinst.ini
b Replace the file with the following content and save the change using :wqg.

[PostgreSQL]

Description=PostgreSQL ODBC driver (Unicode version)
Driver=/usr/1ib/x86_64-1inux-gnu/odbc/psqlodbcw. so
Debug=0

CommLog=1

UsageCount=1

¢ Edit the system file /etc/odbc.in1.
sudo vi /etc/odbc.ini
d Replace the file with the following content and save the change using :wq,

[UMDS_DSN]

;DB_TYPE = PostgreSQL

; SERVER_NAME = localhost

; SERVER_PORT 5432

; TNS_SERVICE = <database_name>
;USER_ID = <database_username>

Driver = PostgreSQL
DSN = UMDS_DSN
ServerName = localhost
PortNumber = 5432
Server = localhost
Port = 5432

UserID = umds_db_user
User = umds_db_user
Database = umds_db

10 Create a symbolic link between the UMDS and the PostgreSQL by running the following command.
1n -s /var/run/postgresql/.s.PGSQL.5432 /tmp/.s.PGSQL.5432
11 Restart PostgreSQL.

sudo service postgresql restart

Install UMDS on Ubuntu OS in Region A

After you install the PostgreSQL database on the UMDS virtual machine, install the UMDS software.
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Prerequisites
= Verify you have administrative privileges on the UMDS Ubuntu virtual machine.

® Mount the ISO file of the vCenter Server Appliance to the Linux machine.

Procedure
1 Log in to the UMDS virtual machine by using a Secure Shell (SSH) client.
a Open an SSH connection to mgmt01umds01.sfo01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name svc-umds
Password svc-umds_password

2 Mount the vCenter Server Appliance ISO to the UMDS virtual machine.

sudo mkdir -p /mnt/cdrom
sudo mount /dev/cdrom /mnt/cdrom

3 Unarchive the VMware-UMDS-6.5.0.-build_number.tar.gz file:
tar -xzvf /mnt/cdrom/umds/VMware-UMDS-6.5.0-build_number.tar.gz -C /tmp
4 Run the UMDS installation script.

sudo /tmp/vmware-umds—distrib/vmware-install.pl

5 Read and accept the EULA.

6 Press Enter to install UMDS in the default directory /usr/local/vmware-umds and enter yes to
confirm directory creation.

7 Enter the UMDS proxy settings if needed according to the settings of your environment.

8 Press Enter to set the patch location to /var/1ib/vmware—-umds and enter yes to confirm directory
creation.

9 Provide the database details.

Option Description

Provide the database DSN UMDS_DSN

Provide the database username umds_db_user

Provide the database password umds_db_user_password

10 Type yes and press Enter to install UMDS.
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Set Up the Data to Download with UMDS in Region A

By default UMDS downloads patch binaries, patch metadata, and notifications for hosts. Specify which
patch binaries and patch metadata to download with UMDS in Region A.

Procedure
1 Login to the UMDS virtual machine by using a Secure Shell (SSH) client.
a Open an SSH connection to mgmt01umds01.sfo01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name svc-umds
Password sve-umds_password

2 Navigate to the directory where UMDS is installed.
cd /usr/local/vmware-umds/bin
3 Disable the updates for older hosts and virtual appliances.

sudo ./vmware-umds -S -n
sudo ./vmware-umds -S -d embeddedEsx-5.5.0
sudo ./vmware-umds -S -d embeddedEsx-6.0.0

4 Configure automatic daily downloads by creating a cron job file.

cd /etc/cron.daily/
sudo touch umds-download
sudo chmod 755 umds-download

5 Edit the download command of the cron job.
sudo vi umds-download
6 Add the following lines to the file.

#!/bin/sh
/Jusr/local/vmware—-umds/bin/vmware—umds -D

7 Test the UMDS Download cron job.

sudo ./umds-download
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Install and Configure the UMDS Web Server in Region A

The UMDS server in Region A downloads upgrades, patch binaries, patch metadata, and notifications to
a directory that you must share to vSphere Update Manager by using a Web server.

The default folder to which UMDS downloads patch binaries and patch metadata on a Linux machine
is /var/1lib/vmware-umds. You share this folder out to the VUM instances within the region using an
Nginx Web server.

Procedure
1 Log in to the UMDS virtual machine by using a Secure Shell (SSH) client.
a Open an SSH connection to mgmt01umds01.sfo01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name svc-umds
Password sve-umds_password

2 Install the Nginx Web server with the following command.
sudo apt-get -y install nginx
3 Change the patch repository directory permissions by running the command.

sudo chmod -R 755 /var/lib/vmware-umds

4  Copy the default site configuration for use with the UMDS configuration.

sudo cp /etc/nginx/sites-available/default /etc/nginx/sites—-available/umds

5 Editthe new /etc/nginx/sites-available/umds site configuration file and replace the server {}
block with the following text.

server {
listen 80 default_server;
listen [::]1:80 default_server ipvéonly=on;

root /var/lib/vmware-umds;
index index.html index.htm;

# Make site accessible from http://localhost/
server_name localhost mgmt®lumds0l mgmtO@lumds0l.sfo0l.rainpole.local;

location / {
# First attempt to serve request as file, then
# as directory, then fall back to displaying a 404.
try_files $uri $uri/ =404;
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# Uncomment to enable naxsi on this location
# include /etc/nginx/naxsi.rules
autoindex on;

6 Disable the existing default site.

sudo rm /etc/nginx/sites-enabled/default
7 Enable the new UMDS site.

sudo 1n -s /etc/nginx/sites-available/umds /etc/nginx/sites—enabled/
8 Restart the Nginx Web service to apply the new configuration.

sudo service nginx restart

9 Ensure you can browse the files on the UMDS Web server by opening a Web browser to
http://mgmt0lumds01.sfo0l.rainpole.local.

Use the UMDS Shared Repository as the Download Source in
Update Manager in Region A

Configure Update Manager to use the UMDS shared repository as a source for downloading ESXi
patches, extensions, and notifications.

Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcO0l.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 On the Home page of the vSphere Web Client, click the Update Manager icon.
3 From the Objects tab, click the mgmt01vc01.sfo01.rainpole.local vCenter Server for Region A.

The Objects tab also displays all the vCenter Server system to which an Update Manager instance is
connected.

4 On the Manage tab, click Settings and select Download Settings.
5 On the Download sources page, click Edit.

An Edit Download Sources dialog box opens.
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6 Enter the following setting and click OK.

Setting Value
Use a shared repository Selected
URL http://mgmt01umds01.sfo01.rainpole.local

The vSphere Web Client performs validation of the URL.
7 In the Download sources page, click Download Now to run the download patch definitions.

8 If you are deploying the management components in Region A, repeat the procedure to configure the
http://mgmt01umds01.sfo01.rainpole.local repository for the comp01vc01.sfo01.rainpole.local vCenter
Server.
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