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About VMware Validated Design
Operational Verification

VMware Validated Design Operational Verification provides step-by-step instructions for verifying that the
management components in the Software-Defined Data Center (SDDC) that is deployed according to
VMware Validated Design™ for Software-Defined Data Center are operating as expected.

After performing a maintenance operation of the management components in the software-defined data
center, verifying whether these components are running without any faults ensures continuous operation
of the environment. Verify the operation of the SDDC after patching, updating, upgrading, restoring and

recovering the SDDC management components.

Intended Audience

The VMware Validated Design Operational Verification documentation is intended for cloud architects,
infrastructure administrators, cloud administrators and cloud operators who are familiar with and want to
use VMware software to deploy in a short time and manage an SDDC that meets the requirements for
capacity, scalability, backup and restore, and extensibility for disaster recovery support.

Required Software

VMware Validated Design Operational Verification is compliant and validated with certain product
versions. See VMware Validated Design Release Notes for more information about supported product
versions

VMware, Inc.



Updated Information

This VMware Validated Design Operational Verification is updated with each release of the product or
when necessary.

This table provides the update history of the VMware Validated Design Operational Verification
documentation.

Revision Description

EN-002464-01 = Verify the ESXi Hosts is added to provide verification instructions about ESXi hosts. You can use these
instructions to verify the operation of the ESXi management hosts after upgrade.

m  The virtual machine name of the Platform Services Controller load balancer is updated to LAX@1PSC51 in
Chapter 9 SDDC Startup and Shutdown.

m Verify the Status of NSX Controller Instances and Host Components now contains details about connecting to
the NSX Controllers for the shared edge and compute cluster in Region B.

= The virtual machine names of the vSphere Proxy Agents are replaced with the host names in Verify the Status
of the Distributed Execution Managers and vSphere Proxy Agents in vRealize Automation.

EN-002464-00 Initial release.
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Validate vSphere Components

After you perform maintenance in your environment, verify the version, service status and the
configuration of each Platform Services Controller and vCenter Server Appliance instances, and of each
ESXi management host.

Procedure

1 Verify the Platform Services Controller Instances

Validate the functionality of the Platform Services Controller for the Management vCenter Server and
of the Platform Services Controller for the Compute vCenter Server in Region A and Region B.

2 \Verify the vCenter Server Instances

Validate the functionality of the vCenter Server instances in Region A and Region B.

3 Verify the ESXi Hosts

After you upgrade the ESXi hosts, validate the functionality of each host for management and
compute clusters in region A and region B.

Verify the Platform Services Controller Instances

Validate the functionality of the Platform Services Controller for the Management vCenter Server and of
the Platform Services Controller for the Compute vCenter Server in Region A and Region B.

Start with the Platform Services Controller for the management cluster in Region A.

Table 1-1. Platform Services Controller Instances in the Environment

Region Cluster FQDN VAMI Administrative Ul
Region A Management mgmt01psc01.sfo01.rainpole.local https://fqdn:5480 https://fqdn/psc
Shared edge and comp01psc01.sfo01.rainpole.local https://fqdn:5480 https://fqdn/psc
compute
Region B Management mgmt01psc51.lax01.rainpole.local https://fqdn:5480 https://fqdn/psc
Cluster
Shared edge and comp01psc51.lax01.rainpole.local https://fqdn:5480 https://fqdn/psc
compute
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Operational Verification

Procedure

1 Log in to the management interface of the Platform Services Controller virtual appliance.
a Open a Web browser and go to https://mgmt01lpsc0l.sfo0l1.rainpole.local:5480.

b Log in using the following credentials.

Setting Value
User name  root

Password mgmtpsc_root_password
2 Verify the Health Status and the Single Sign-On status for this Platform Services Controller.
a Onthe Summary page, under Health Status, verify that the Overall Health is Good.

b Verify that the Single Sign-On status is RUNNING.

gzgj@ VlMware Appliance Manag... x\-}-

€ OR hitps//mymtd1pscd] sfodl.rainpolelocal:3420/2 /appliznce/summaryTlocale=en

(&) vSphere Web Client i vRealize Log Insight - ..

vmware* vCenter Server Appliance

Mavigator @} Summary
3 3 Hostname: mymt01psc01.sfo01.rainpole.local
¥’ fa Twpe: VMware Platform Services Controller
B Access L'f 3‘_5 Product: VMware vCenter Server Appliance
Version: 6.5.0.5200
€3 Networking
@ Time
~ Health Status -
§ Updste Overall Health @ Good Sir
Last Health Check ATI2017, 915:26 Pl Stz
& Administration CPU i@ Good
Memary @ Good
EB Syslog Configuration
= Health Messages

EE cPU and Memary
The GPU is heavily loaded
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Operational Verification

3 Verify the version of the Platform Services Controller.

a Inthe Navigator, click Update.

b On the Update page, verify that the Product Version is correct.

(@D 8 httpef/mgmtD1psed1.sfol1 rainpole.local: 5480/#/ appliance/updatelocale=en c

e.
3 wSphere Web Client gl vRealize Log Insight - ...

vmware® vCenter Server Appliance

Navigator & Update
i summary Current version details
ﬂ Access Wendor “Whitware, Inc.
Appliance name Whiware vCenter Server Appliance
Q_ Metwarking Update version 6.5.0.5200 Build Mumber 4944578
Description “hhware Platform Services Caontroller
@) Time

Available Updates

Update Status
&% administration

Latest updates already installed on vCSA, nothing to stage/install

ta Syslog Configuration

EE CFU and Mermary

4 Verify the connection status between the Active Directory and the Platform Services Controller.
a Open a Web browser and go to https://mgmt0lpsc0l.sfo0l.rainpole.local/psc.

b Log in using the following credentials.

Setting Value
User name  administrator@vsphere.local
Password vsphere_admin_password

In the Navigator, click Appliance Settings and click the Manage tab.

Under Active Directory, verify that the Domain setting shows SFO01.RAINPOLE.LOCAL as this is
the Region A Active Directory FQDN.

* C | kb //mgmt01pscOl.sfo01 rainpole.local jpsc/# vextensionld =csp.activedirectory. manage | =
vmware' Platform Services Controller Administrator@/SPHERE LOCAL + | Halp =
MNavigator &) Appliance Settings |
G} Home Appliance Settings | Manage
Single Sign-On e
g Users and Groups M—
g Configuration Active Directory Joir Leave
Certificates
Doman SFOD1 RAINPOLE.LOCAL

i certificate Store
¥ Certificate Authority
4 Cerificate Management

Organizational unit

5 Verify the Identity Sources for the Platform Services Controller.

a

In the Navigator, click Configuration, and click the Identity Sources tab.

b Under Domain, verify that the vsphere.local, localos, and rainpole.local entries are listed.

VMware, Inc.




Operational Verification

6 Verify the certificate of the Platform Services Controller.
a Inthe Navigator, click Certificate Store.
b  On the Certificate Store page, select the certificate and click Show Details.

¢ Verify that the value of the Status setting is Valid.

« & € [ BbErs//mamiD1pscOt sfoll rainpole.localfpsc/# textensionld=vephere core cspHome certificatestore

Entry Details

$ mamtdipscod sfoni rainpols lacal

mgmt01psc1.sfodt.rainpoleocal
Issued By cA
Status: The certificate is valid

Notvalid before. Thursday, January 14, 2016
023248 PW

Notvalld after: Thursday, January 08, 2026
023748 PH

Signature Algarithm: BHAZ56withRSA

Thumbprint 07:9E°B1:6F DA:94 84 69:D6:80:79:
TI4SETAIBAAZI0IBI3

Subject Name:
Comman Name mgmit01pse01 sfod rainpole local

Country: us

7 Verify that all Platform Services Controller services are available and running.
a Open an SSH connection to the virtual machine mgmt01psc01.sfo01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name  root

Password  mgmtpsc_root_password

¢ Run the following command to list the Platform Services Controller services.

service-control —-list

VMware, Inc. 10



Operational Verification

d Verify that the following services are listed.

®=  vmcad
= vmafdd
= vmdnsd

B yvmware-cm
®  vmware-sca
®  vmware-cis-license
= applmgmt
= vmware-statsmonitor
= vmdird
= pschealth
= vmware-vmon
= vmware-rhttpproxy
= vmware-vapi-endpoint
= vmware-stsd
= |wsmd
®  vmware-psc-client
= vmware-sts-idmd
= vmonapi
e Run the following command to view the current status of the Platform Services Controller services

and verify that status of all services is Running.

service-control --status

VMware, Inc. 1



Operational Verification

mgmitl1pscOl.sfoll.rainpolelocal - PUTTY - | o

nt vmwars-rhttppr|

8 Repeat the procedure for the remaining Platform Services Controller instances in Region A and
Region B.

Verify the vCenter Server Instances

Validate the functionality of the vCenter Server instances in Region A and Region B.

Start with the Management vCenter Server instance in Region A.

Table 1-2. vCenter Server Instances in the Environment

Region Cluster vCenter Server FQDN VAMI vSphere Web Client
Region A Management mgmt01vc01.sfo01.rainpole.local  https:/fqdn:5480  https://fqdn/vsphere-client
Shared edge and compute  comp01vc01.sfoO1.rainpole.local  https://fqdn:5480 https://fqdn/vsphere-client
Region B Management mgmt01vc51.lax01.rainpole.local  https://fqdn:5480 https://fqdn/vsphere-client
Shared edge and compute comp01vc51.lax01.rainpole.local  https://fqdn:5480 https://fqdn/vsphere-client
Procedure

1 Login to the Management vCenter Server by using the vSphere Web Client.

a

Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Onthe Summary page, under Health Status, verify that the Overall Health is Good.

VMware, Inc.
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Operational Verification

3 If you have performed a patch or update, verify the version of the vCenter Server instance.

a Inthe Navigator, click Update.
b On the Update page, verify that the Product Version is correct.

L C | B bt //mgmt0lvcOlsfo0lrainpolelocal S480/index himl#/updatelocale=en i
vmware® vCenter Server Appliance Logout | Help =
Navigator 4} update
&l Summary , e ———
Current version details Settings | [ Check Updates ~
B Access
€ Networking Vendar Vhtware, Inc
@ Time Appliance name Whware vCenter Server Appliance
Update version 6.0.0.20000 Build Number
% Administration Description wCenter Server with an external Platform Services Controller
Release date March 15, 2016

Mvailable updates

Update staus

There are no updates available.

4  \erify that all vCenter Server services are available and running.

a Open an SSH connection to the virtual machine mgmt01vc01.sfo01.rainpole.local.

b Log in using the following credentials.

Setting

u

ser name

Password

¢ Run the following command to list the vCenter Server services.

VMware, Inc.

Value
root

mgmtvc_root_password

service-control —-list

Install Updates
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Operational Verification

d Verify that the following services are listed.

VMware, Inc.

vmware-imagebuilder
vmware-cm
vmware-vpxd
vmware-sps
applmgmt
vmware-statsmonitor
vmware-rhttpproxy
vmware-vapi-endpoint
Iwsmd

vmafdd

vmware-vsm
vmonapi
vmware-perfcharts
vmware-updatemgr
vmware-vmon
vmware-vsan-health
vsphere-client
vmware-vpostgres
vmware-eam

vmcam
vmware-mbcs
vmware-vcha
vsphere-ui
vmware-content-library
vmware-sca
vmware-netdumper
vmware-vpxd-svcs

vmware-rbd-watchdog
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Operational Verification

e magmt0ivcl sfoll.rainpolelocal - PUTTY

e Run the following command to view the current status of the vCenter Server services and verify
that status of all services is Running.

service-control —--status

VMware, Inc.
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Operational Verification

5 Verify the connection between the vCenter Server instance and the Platform Services Controller by
using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

¢ From the Home menu, select Hosts and Clusters.
d In the Navigator, verify that all four vCenter Server instances are present in the list.

This operation validates that the Enhanced Linked Mode is intact and active for all vCenter Server
instances.

6 Verify the vMotion functionality.
a Navigate to Home > Hosts and Clusters.
b Right-click the mgmt01esx01 host and select Maintenance Mode > Enter Maintenance Mode.
¢ Verify that the VMs from this host migrate to the other host in the cluster.
d Right-click the mgmt01esx01 host and select Maintenance Mode > Exit Maintenance Mode.
e Repeat this step for the other clusters in the environment.

7 Verify vSAN health with proactive health checks by creating a simple VM on every ESXi host in the
vSAN cluster.

a Navigate to Home > Hosts and Clusters and select the SFO01-Mgmt01 cluster.
b  Click the Monitor tab, click Virtual SAN and select Proactive Tests.

¢ Under Proactive Tests, select VM creation test and click the Run Test Now icon.

Summary | Monitor | Manage Rslalsd Objecis

[ 41 | Tasks | Events ‘ Resource Reservation | vSphere DRS | vSphere HA| Utilization ‘\ﬁmra! SAN | Daia:z »

« Proactive Tests
Physical Disks
Virtual Disks

> (@ Filter ~|
Name Last Run Result Last Run Time

(e IR R ST TETS M creation lest @) Nt HIA
Multicast perfarmance test @  RIA A

Capacity Storage performance test @ MNA MIA

Proactive Tests

Health

VMware, Inc. 16



Operational Verification

d Inthe Run VM creation test dialog box, click Yes.

e After the test completes, verify that the VM Creation test-details table shows Success status for
all hosts in the cluster.

[3 SFOU1-Mgmto1  Actions +

Surnmary ‘ Monitor ‘ Manage  Related Objects

I 4 | Events ‘ Resource Reservation | vSphere DRS | vSphere HA| Utilization ‘Vil‘h.lal SAN | Data Secumy|3 » ]

“

Proactive Tests
Physical Disks ' (Q Fiter 2
il LS Hame Last Run Result Last Run Time
Resyncing Componets Vil creation test @) @ Passed 4520161248
Health Multicast performance lest @  MNiA i,
Capacity Storage performance test @ MiA IA
Proactive Tests ™ D [E
VM creation test - Details
Hosts WM Creation Test Result
Host 1a Status Enor
g mgmtl1esx04 sfo01 rainpolelocal
Q mgmtd1esx01.sfo01 rainpole local SUCCRSS
g mgmtl1esx03 sfo01 rainpole.local SUCCRSE
Q mymtd1esx02.sfo01 rainpole local SUCCRSS

VMware, Inc.
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Operational Verification

8 Verify the certificate of the vCenter Server instance.
a Inyour Web browser address bar, click the Padlock icon and view the details for the certificate.

b Verify that the certificate is valid.

Certificate |

General | Details | Certification Path |

i g Certificate Information

Windows does not have enough information to verify
this certificate.

Issued to:  magmt01vc0l,sfa0l . rainpale.local

Issued by: CA

valid from 1/ 14/ 2016 to 1) & 2026

Issuer statement |

Learn more about £

9 Repeat the procedure for the remaining vCenter Server instances in Region A and Region B.

Verify the ESXi Hosts

After you upgrade the ESXi hosts, validate the functionality of each host for management and compute
clusters in region A and region B.

Table 1-3. ESXi hosts in the test environment

Region Cluster ESXi Hosts FQDN
Management Cluster mgmt01esx01.sfo01.rainpoel.local
Region A mgmt01esx02.sfo01.rainpoel.local

mgmt01esx03.sfo01.rainpoel.local

VMware, Inc. 18



Operational Verification

Table 1-3. ESXi hosts in the test environment (Continued)

Region Cluster

ESXi Hosts FQDN

mgmt01esx04.sfo01.rainpoel.local

Compute Cluster

comp01esx01.sfo01.rainpoel.local

comp01esx02.sfo01.rainpoel.local

comp01esx03.sfo01.rainpoel.local

comp01esx04.sfo01.rainpoel.local

Management Cluster

mgmt01esx51.1ax01.rainpoel.local

mgmt01esx52.1ax01.rainpoel.local

mgmt01esx53.1ax01.rainpoel.local

mgmt01esx54.lax01.rainpoel.local

Region B
Compute Cluster

compO01esx51.lax01.rainpoel.local

comp01esx52.1ax01.rainpoel.local

comp01esx53.1ax01.rainpoel.local

compO01esx54.lax01.rainpoel.local

Procedure

1 Log in to the VMware Host Client interface of a management ESXi host mgmt01esx01.

a Open a Web browser and go to https://mgmt0lesx01.sfo0l.rainpole.local/ui.

b Log in using the following credentials.

Setting Value
User name  root

Password esx_root_password

VMware, Inc.
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2 Verify the Version, the Build number and the State of ESXi host.

a

b

In the Navigator section, click Host.

On the host page, verify that the ESXi Version and Build number are correct in relation to the
VMware Validated Design build numbers.

Verify that the State of the host is Normal and ensure that the host is connected to vCenter
Server.

W“Ware‘ ESXl root@mamid 1 esx01 . sfa0l

[“E'Navigalur w E mgmt01esx01.sfo01.rainpole.docal

Manage () Manage with wCenter Server | ¥51 Create/Register vt | [J Shut down [B; Rehaat | ¢ Rrefresh | L Actions

mgmto1esx01.sfo01.rainpole.local

Monitar |
“ersion: 6.5.0 (Buildd 48873700
|Eﬂ Virtual Machines al State: Mormal (eonnected to vCanter Server at 1721811 62, locked da
a Storage B Uptime: 389 days

€3 Networking

e This host is being managed by vCenter Server. Actions may be performed automatically by vCenter Server without your knowledge

3 Verify the NTP status.

In the Navigator, click Manage.

On manage page, click System.

Click Time & date.

Verify that the NTP client status is enabled.
Verify that the NTP service status is running.

Verify that the displayed list of NTP servers is correct as per your VMware Validated Design
environment.

4 \Verify the license information.

a

On the manage page, click Licensing.

b  Verify that the license information is correct, .

You can see the license key, expiration date, and all the available features and assets

5 Verify the ESXi packages.

a

On the manage page, click Packages.

b Verify that the esx—-vsip and esx-vx1lan VIBs are installed and are of the correct version.

VMware, Inc. 20



Operational Verification

6 Verify the status of ESXi services.
a On the manage page, click Services.

b  Verify that the services, such as VMware vCenter Agent, Direct Console Ul, NTP Daemon, and
SO on, are running.

vmware” ESXi”

[“T:' Navigator | [J momt01esx01.sfo01.rainpole.ocal - Manage

~ [J Host Syslem  Hardware  Licensing  Packages | Servces | Securily &users
| @ Refresn | (a

Manitor

Narme & ~ Description | Status v Source ~  Firewall rules v
(51 Virtual Machines

B Storage
@ Networking Iotd Load-Based Teaming Daemon b Running Base system Mone

Dcul Direct Console LI b Running Base system Mone

Iwsmd Active Directory Service b Running Base system Mone
ntpd MNTP Daeman b Running Base system ntpClient
pesed PCISC Smart Card Daemon Stopped Base system Mone

sfehd-watchdog CIM Server b Running Base system CIMHttpServer, ClMHtps Server
snmpd SNMP Server Stopped Base system snmp
TaM ESXiShell b Running Base system MNone
TaM-S5H g8H b Running Base system MNone

wmsys|ogd Syslog Server b Running Base system Mone
vmware-fdm vEphere High Availability Avent b Running Unknawn fdm
v Vhware vCenter Agent b Running Base system vpxHeartheals

xorg X.0rg Server Stopped BEAHSEIVED Mone

13items

&

7 Verify the security and users related information.
a On the manage page, click Security & users.

b Click Acceptance level and ensure that the Acceptance Level is set to Partner or VMware
Certified.

¢ Click Authentication.
d Ensure that Active directory is enabled.
e Ensure that the Domain membership status reports are in OK state.
f  Ensure that the host is still joined to the Active Directory Domain as it was before the upgrade.
g Click Certificates and ensure that the certificates on the ESXi host are still valid.
If the ESXi host certificates are invalid, you must replace the certificates.

h Click Users and ensure that any users that might have been directly added to the ESXi host are
still there.

i  Click Lockdown mode and ensure that the Lockdown mode has been re-enabled after all
upgrade activities are completed.

8 Verify the ESXi host monitoring services.
a Inthe Navigator, click Monitor.

b  On the monitor page, click Hardware.

¢ Ensure that all of the hardware sensors on the ESXi host in the Health column are in green status

status.

VMware, Inc.
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Operational Verification

d Click Notifications.

e Review any warnings that might have been generated after the upgrade.
9 Verify the storage information.

a Inthe Navigator, click Storage.

b On storage page, click Datastores.

¢ Verify that all the configured datastores are displayed with proper disk space information.
10 Verify the network information.

a Inthe Navigator, click Networking.

b  On the network page, click Port groups.

¢ Verify that all the configured port groups are intact.

vmware ESXi
“I% Navigator €3 mgmt0lesx02.sfo01 rainpole.local - Networking
~ [ Host | Portgroups | virual switches Physical NICs  WMkemelNICs  TCPIP stacks  Firewall rules
Manage
T 3 Add port group | @ Remesh | (q
51 Virtual Machines Natne v Actve ports v WLANID v | Tipe | uBwiten ~ | s v
B storage B ¥DS-MgmDVUplinks-43 2 Unknawn Distributed wirtual port group 8 vDS-Mgrmt 0
&, ¥DS-MgmitManagement 7 Unknawn Distibuted virlual port group =05 Mgt a
&, ¥DS-MgmtNFS 1 Unknawn Distibuted virlual port group =05 Mgt 0
&, ¥DS-Mgmiwition 1 Unknawn Distibuted virlual port group =05 Mgt 0
&, ¥DS-MgmivR 2 Unknawn Distibuted virlual port group =05 Mgt 1
&, VDS MgmtvSAN 1 Unknawn Distibuted virlual port group =05 Mgt 0
&, vovetve-d3-universalwire-1-sid- 30000 7 Unknawn Distibuted virlual port group =05 Mgt 7
&, oovetve- 4 3-universalwire-3-sic- 30001 .. 1 Unknawn Distibuted virlual port group =05 Mgt 1
&, vovedve-d3-universalwire-4-sid- 30003, 3 Unknawn Distibuted virlual port group =05 Mgt 3
&, owknicP g ihys-43-3078- 42630700 2 Unknawn Distibuted virlual port group =05 Mgt 0
Q Wikemel 0 04 Standard port group = v5witch 0
€@ M Network 0 031 Standard port group = v5witch 0
€ Management Network 0 031 Standard port group = v5witch 0
13items

d Click Virtual switches and verify that the configured distributed switch is displayed.
e Click VMkernel NICs and verify that the virtual adapters and port groups are intact.

f  Click TCPI/IP stacks and verify that the IPv4 gateway information for vxlan, vMotion stack and
Default TCP/IP stack is intact.

11 Repeat the steps for all the remaining ESXi hosts and verify that all parameters are intact.

VMware, Inc.
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Validate the Cloud Management
Platform

After a maintenance like patch, update, restore, failover, or failback, validate the Cloud Management
Platform (vRealize Automation, vRealize Orchestrator and vRealize Business components) and make
sure they work as expected.

Procedure

1 Verify the Power Status and Address of All vRealize Automation, vRealize Orchestrator and
VRealize Business VMs

All virtual machines of vRealize Automation, vRealize Orchestrator and vRealize Business must be
running for a fully-functional cloud platform.

2 Verify the Version, Service Status and Configuration of vRealize Automation Appliances
After you perform software maintenance in the Software-Defined Data Center (SDDC), verify that
the version and the configuration of the two vRealize Automation server appliances are intact.

3 Verify the Status of laaS Web Server and Manager Service Nodes of vRealize Automation
After you perform software maintenance in the Software-Defined Data Center (SDDC), verify that
the laaS Web Server and the laaS Manager Service nodes are accessible.

4 \erify the Version and Service Status of vRealize Automation Windows Nodes
After you patch, update, restore, failover, or failback the vRealize Automation Windows nodes, such
as Infrastructure as a Service (laaS) Web Servers, laaS Manager Service nodes, Distributed
Execution Manager (DEM) Workers, vSphere Proxy Agents and Microsoft SQL Server, for each of
them verify the version and the service status of its components.

5 Verify the Version, Status, and Configuration of vRealize Orchestrator VMs
Make sure that the two servers in the vRealize Orchestrator cluster are operational after a patch,
update, restore, failover, or failback operation.

6 Verify the Status of the Distributed Execution Managers and vSphere Proxy Agents in vRealize
Automation
After you perform software maintenance, verify that status the Distributed Execution Manager (DEM)
and laaS vSphere Proxy Agents components

7 \Verify the Status of vRealize Automation Integration with Active Directory

Verify that vRealize Automation is connected to the Active Directory domain after patch, update,
restore, failover or failback.
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8 \Verify the Version, Service Status and Configuration of the vRealize Business VMs

After you perform software maintenance in the Software-Defined Data Center, verify that both the
vRealize Business Server and Data Collector are operational.

9 Request a Single-Machine Blueprint from the Service Catalog of vRealize Automation

Request a single-machine blueprint item from the service catalog to verify that vRealize Automation
provisions items to the cloud environment.

10 Verify the Cloud Management Platform Load Balancing

If you have performed an update, restore, failover or failback of the vRealize Automation, vRealize
Orchestrator and vRealize Business VMs, verify the load balancing of the cluster.

Verify the Power Status and Address of All vRealize
Automation, vRealize Orchestrator and vRealize Business
VMs

All virtual machines of vRealize Automation, vRealize Orchestrator and vRealize Business must be
running for a fully-functional cloud platform.

Prerequisites

Verify that all virtual machines of vRealize Automation, vRealize Orchestrator and vRealize Business are
started in the order defined in the SDDC Startup and Shutdown section.

Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go to the following URL.

Region Management vCenter Server URL
Region A https://mgmt01lvcOl.sfo0l1.rainpole.local/vsphere-client

Region B https://mgmt01lvc51.1ax01.rainpole.local/vsphere-client

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local

Password vsphere_admin_password
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2 Verify that all virtual machines of vRealize Automation, vRealize Orchestrator and vRealize
Business are powered on, and have the FQDNs and IP addresses assigned according to this design.

a On the Home page, click VMs and Templates.

b In the Navigator, go to the following folder names on the Management vCenter Server and verify
that the virtual machines are configured in the following way.

Region

Region A

Region B

Verify the Version, Service Status and Configuration of

Folder Name VM Name

VRAO1

VRAO1IAS

VRA51IAS

vra01mssqlO1.rainpole.local

vraO1vroO1a.rainpole.local
vra01vro01b.rainpole.local
vra01bus01.rainpole.local

vraO1svrO1a.rainpole.local
vraO1svrO1b.rainpole.local
vraO1iws01a.rainpole.local
vra01iws01b.rainpole.local
vra01ims01a.rainpole.local
vra01ims01b.rainpole.local
vra01demO1.rainpole.local

vra01demO02.rainpole.local

vraO1ias01.sfo01.rainpole.local
vra0O1ias02.sfo01.rainpole.local
vra01buc01.sfo01.rainpole.local

vra01ias51.lax01.rainpole.local
vra01ias52.lax01.rainpole.local

vra01buc51.lax01.rainpole.local

FQDN
vra01mssql01.rainpole.local
vraO1vroO1a.rainpole.local
vra01vro01b.rainpole.local
vra01bus01.rainpole.local
vraO1svrO1a.rainpole.local
vraO1svrO1b.rainpole.local
vraO1iws01a.rainpole.local
vra01iws01b.rainpole.local
vra01ims01a.rainpole.local
vra01ims01b.rainpole.local
vra01demO1.rainpole.local

vra01demO02.rainpole.local

vraO1ias01.sfo01.rainpole.local
vra0O1ias02.sfo01.rainpole.local
vra01buc01.sfo01.rainpole.local
vraO1ias51.lax01.rainpole.local
vraO1ias52.lax01.rainpole.local

vra01buc51.lax01.rainpole.local

vRealize Automation Appliances

After you perform software maintenance in the Software-Defined Data Center (SDDC), verify that the

IP Address

192.168.11.62

192.168.11.63

192.168.11.64

192.168.11.66

192.168.11.51

192.168.11.52

192.168.11.54

192.168.11.55

192.168.11.57

192.168.11.58

192.168.11.60

192.168.11.61

192.168.31.52

192.168.31.53

192.168.31.54

192.168.32.52

192.168.32.53

192.168.32.54

version and the configuration of the two vRealize Automation server appliances are intact.

After you patch, update, restore, failover, or failback the vRealize Automation

appliances vraO1svrO1a.rainpole.local and vraO1svrO1b.rainpole.local, verify the version, the service

status and the configuration of each of them. The two appliances share the same configuration except for
static IP address and host name.

VMware, Inc.
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Table 2-1. Network Parameters for the vRealize Automation Appliances

vRealize Appliance  Appliance Management Console URL IP Address FQDN
vRealize Appliance A  https://vra01svrO1a.rainpole.local:5480 192.168.11.51 vraO1svrO1a.rainpole.local

vRealize Appliance B  https://vra01svrO1b.rainpole.local:5480 192.168.11.52  vraO1svrO1b.rainpole.local

Procedure
1 Verify the authentication of vRealize Automation appliance to the appliance management console.
a Open a Web browser and go to https://vradlsvr0la.rainpole.local:5480.

b Log in using the following credentials.

Setting Value
User name  root
Password vra_appliance_root_password
¢ Verify that authentication is successful.
2 If you have performed a patch or update, verify the version of the vRealize Automation appliance.
a Inthe appliance management console, click the Update tab and click the Status tab.

b  Verify that the Appliance Version property shows the target appliance version.

-Q;}Q VMware vRealize Appliance

| wrasetings | senices [ sysem [ Telemety | Metwork | [ admin_| sy e

Update Status

Detais o ———
3 Verify the cluster status of the vRealize Automation appliance.
a Inthe appliance management console, click the vRA Settings tab and click the Cluster tab.

b Under Distributed Deployment Information, verify that the status shows Current node 1in
cluster mode.

qé} VMware vRealize Appliance
| senices | system | [ telemetry | mewwork | update ]| aamin |

Help | Logout userroot

| | [ | [
Distributed Deployment Information

L 1

L 1

1
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4 Verify the Single Sign-On connection settings.
a Inthe appliance management console, click the vRA Settings tab and click the SSO tab.

b  Verify the following settings for Single Sign-on.

Single Sign-On Setting Expected Value
SSO Default Tenant vsphere.local

SSO Info Configured - working connected

5 In the appliance management console, click the vRA Settings tab, click the Licensing tab, and verify
that the license key and expiration date are valid.

6 Verify the database settings of the vRealize Automation appliance.
a Inthe appliance management console, click the vRA Settings tab and click the Database tab.
b  Verify that the connection status of the internal PostgreSQL database shows CONNECTED.

¢ Verify that the status of vRealize Automation appliance master and replica nodes is Up.

-QQQ VMware vRealize Appliance

[ sendces | system ]| Telemety | Metwork ] undate | aumin |
\ [ \ [ \ [

Configure vRA Postgres Database

Database node host Mode Status S‘S""a‘[;. valid®  Priority’
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7 Verify the Infrastructure as a Service (laaS) installation link.
a Inthe appliance management console, click the vRA Settings tab and click the laaS install tab.

b Click the laaS Installer link at the bottom of the page.

VMware vRealize Appliance
[ servoes | systom | Tatemetry | etwork | _Updnte | _Aamn
| \ | \ | [ [ |_aos nstail_|

laaS Components Installation

Help | Logout userroot

o Management Agent Installer

5 |aa5 Installer

o database installation scripts
o database upgrade scripts

o MET Framework 4.5.2

@ 32-hit  B4-bit

s Linux guest agent packages

= PE Builder utility

s WM Termplates Preparation for Software Provisioning

= yRealize Automation Designer

laag Installer

¢ Verify that a new page that provides all the required components to the install laaS components
opens.

vmware

VMware vRealize Automation laaS Installation

laaS Installation

+ Download the Management Agent Installer,

# Download the [aasS Installer to install the [aaS components on Windows, or to upgrade the laaS components from vRealize Automation 8.2 to vRealize Automation
7.0. Do not rename the files
Build 6851

+ For manual database installation, download the database installation scripts.

* Download the database upgrade scripts to upgrade the database from vRealize Automation B.2 to vRealize Automation 7.0. You must upgrade the datahase hefore
upgrading any laaS components.

Prereguisites for [aas Installation:
* MET Framework 4.5.2

Provisioning Utilities

* Windows guest agent files (32-bif) (G4-bify
® Linux guest agent packages
+ PE Builder utility

= ¥ Templates Preparation for Software Provisioning

Administration and Development Tools

* wRealize Automation Designer
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8 Click the Services tab and verify that the status of all the services is REGISTERED.

Services

ﬂg-o VMware vRealize Appliance

Registered Services

Help | Logout user root

4 4 1310f31 » » Reiresh

4 Service Service Type Last Updated Status

zmgzed-designer- com.vmware.csp.core.designer.service 2015 Oct 27 18:01:04 REGISTERED
approval-service com.vmware. csp.core.cafe approvals 2015 Oct 27 18:02:04 REGISTERED
fnnai;aai;-mem-aervice com.vmware. devops.artifactmanagement 2015 Oct 27 18:01:11 REGISTERED
authentication com.vmware.csp.cafe.authentication 2015 Oct 28 08:22:04 REGISTERED
authorization com.vmware.csp.cafe authorization 2015 Oct 28 22:06:05 REGISTERED
branding-service com.vmware.csp.core.branding. service 2015 Oct 27 18:00:33 REGISTERED
catalog-service com.vmware.csp.core.cafe_catalog 2015 Oct 27 18:02:04 REGISTERED
component-registry com.vmware.csp.core.cafe. componentregistry 2015 Oct 27 17:59:27 REGISTERED
;z"waigf'pm’(y' com.vmware.csp.component.console. proxy. service 2015 Oct 27 18:01:04 REGISTERED
content-management com.vmware. csp.core.content service 2015 Oct 27 18:01:04 REGISTERED
dashboard-service com.vmware.devops.dashboard 2015 Oct 28 20:04:04 REGISTERED
eventlog-service com.vmware.csp.cafe eventlog 2015 Oct 27 17:59:10 REGISTERED
fabric-service com.vmware.csp.fabric. cafe.fabric 2015 Oct 27 17:59:44 REGISTERED
files-service com.vmware. csp.core.cafe files 2015 Oct 27 17:59:55 REGISTERED
faas-proxy-provider com.vmware.csp.component.iaas. proxy . provider 2015 Oct 27 17:59:40 REGISTERED
iaas-service com.vmware. csp.iaas_blueprint service 2015 Oct 30 04:16:01 REGISTERED
identity com.vmware.csp.core.cafe. identity 2015 Oct 28 22:34:04 REGISTERED
licensing-service com.vmware.csp.core.cafe licensing 2015 Oct 27 17:59:26 REGISTERED
management-service com.vmware.csp.cemponent. management. service 2015 Oct 27 18:00:25 REGISTERED
natification-service com.vmware.csp.cafe notification 2015 Oct 27 18:02:04 REGISTERED
plugin-service com.vmware.csp.core.plugin.service 2015 Oct 27 17:59:27 REGISTERED
portal-service com.vmware. csp.core.portal service 2015 Oct 27 18:00:33 REGISTERED
release-management com.vmware.csp.component.devops.release. managem 2015 Oct 27 18:00:00 REGISTERED
reservation-service com.vmware. vcac.core cafe reservation 2015 Oct 27 18:00:04 REGISTERED
resource-service com.vmware.csp.core.cafe resource 2015 Oct 27 18:00:55 REGISTERED
shell-ui-app com.vmware.csp.core.cafe shell 2015 Oct 28 20:22:04 REGISTERED
sts-service com.vmware.cis.core.sso 2015 Oct 27 17:20:05 REGISTERED
veo com.vmware.vco.ol1n 2015 Oct 27 18:02:04 REGISTERED
veo com.vmware.vco.o11n 2015 Oct 28 15:12:04 REGISTERED
veo com.vmware.vco.ol1n 2015 Oct 28 15:12:04 REGISTERED
workitem-service com.vmware.csp.core.cafe.workitem 2015 Oct 28 21:08:04 REGISTERED

vmware

9 Repeat the procedure for other appliance vra01svrO1b.rainpole.local to verify the version and

Copyright @ 1998-2015 VMware, Inc. All rights reserved.

configuration status.

Powered by ViMiware Studio

Verify the Status of laaS Web Server and Manager Service
Nodes of vRealize Automation

After you perform software maintenance in the Software-Defined Data Center (SDDC), verify that the

laaS Web Server and the laaS Manager Service nodes are accessible.

After you patch, update, upgrade, restore, failover, or failback the vRealize Automation laaS Web Server
nodes and the laaS Manager Service nodes, verify that the nodes are available by checking that you can
access the following points:

= Web Services API of the laaS Web Server nodes
vraO1iws0O1a.rainpole.local and vraO1iws0O1b.rainpole.local

= VM provisioning service (VMPS) of the laaS Manager Service nodes vraO1ims01a.rainpole.local

and vra0limsQlb. rainpole.local.

VMware, Inc.
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You access the points over the URLs for the nodes and the URL for the vRealize Automation load

balancer.

Procedure

1 Ina Web browser, go to each of the following URLs and verify the
ServicelnitializationStatus of the vRealize Automation laaS Web server node in the response.

Node
Virtual IP (VIP)
laaS Web Server 1

laaS Web Server 2

URL
https://vra01iws01.rainpole.local/\WWAPI/api/status
https://vra01iws01a.rainpole.local/\WWAPI/api/status

https://vra01iws01b.rainpole.local/WAPI/api/status

g = \
L\('J D @ | https:/fvradlimsl. APl apifstatus

ServiceRegistryStatus
DefaultServiceEndpointType
ErrorMessage "true"
IdentityCertificateInfo "true"
Initialized Initialized
ServiceInitializationStatus
ServiceName
ServiceRegistrationId "true"
SolutionUser "true"
SslCertificateInfo "true"
StartedTime "true"

ServiceRegistryStatus

DefaultServiceEndpointType

ServiceInitializationStatus
ServiceName

Expected Service Initialization Status
REGISTERED
REGISTERED

REGISTERED

2 (Optional) Stop the World Wide Web Publishing Services on the laaS Web Server nodes and open
the vCloud Automation Center Web APl Web page to verify that the load balancer redirects the traffic

to the other laaS Web Server node.

a Log in to the Windows virtual machine vra01iws01a.rainpole.local as an administrator.

b Open a command prompt and run the following command to stop the World Wide Web Publishing

Services.

net stop w3svc

¢ Ina Web browser, go to the VIP URL

https://vra@liws01.rainpole.local/WAPI/api/status and verify that the service registry

status page loads.

d Back in the command prompt, run the following command to start the World Wide Web Publishing

Services.

net start w3svc

e Repeat the step for the other [aaS Web Server vra01iws01b.rainpole.local to verify that the load

balancer redirects the traffic.

VMware, Inc.
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3 In a Web browser, go to each of the following URLs to open the ProvisionService Service Web page
and verify the connection to the laaS Manager Service VM provisioning service (VMPS).

You do not verify the vra01ims01b.rainpole.local node because vra01ims01a.rainpole.local
and vra01ims01b.rainpole.local are in active-passive mode.

Node URL
Virtual IP (VIP) https://vra01ims01.rainpole.local/VMPS

laaS Manager Service 1  https://vra01ims01a.rainpole.local/VMPS

ProvisionService Service

‘You have created a service.

To test this service, you will need to create a client and use it to call the service. You can do this using the sveutil.exe tool from the command line with the fallowing syntax:

svcutil.exe hteps://vraODiimsOis.rainpole.local/VNPSProvision?wsdl

“You can also access the service description as a single file:
https://vraniims0ia.rainpole.local/VHPSProvision?singleisdl
This will generate a configuration file and a code file that contains the client class. Add the two files to your client application and use the generated client class to call the Service. For example:
T#
class Test
{
static void Hain()
{
ProvisionClient elient = new ProvisionClient()s

// Use the 'client' varisble to call operations on the service.

// hluays close the client.
elient.Close () ;
¥
)
Fisual Bezic
Class Test
Shared Sub Hain()
Dim client ks ProvisionClient = New ProvisionClient ()
! Use the 'client' varisble to call operations on the service.
' Alvays close the client.
client.Close()

End Sub
End Class

Verify the Version and Service Status of vRealize
Automation Windows Nodes

After you patch, update, restore, failover, or failback the vRealize Automation Windows nodes, such as
Infrastructure as a Service (laaS) Web Servers, laaS Manager Service nodes, Distributed Execution
Manager (DEM) Workers, vSphere Proxy Agents and Microsoft SQL Server, for each of them verify the
version and the service status of its components.
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Table 2-2. Program Names and Services to Verify on the Windows Nodes of vRealize

Automation

Role

laaS Web
Server

laaS Web
Server

laaS Manager
Service and
DEM
Orchestrator

laaS Manager
Service and
DEM
Orchestrator

vRealize
Automation
DEM Worker

vRealize
Automation
DEM Worker

VMware, Inc.

VM Name/Host Name

vraO1iws01a.rainpole.local

vraO1iws01b.rainpole.local

vra01ims01a.rainpole.local

vra01ims01b.rainpole.local

vra01demO01.rainpole.local

vra01demO02.rainpole.local

Program Names for Version Check

VMware vCloud Automation Center
Management Agent

VMware vCloud Automation Center
Server

VMware vCloud Automation Center
WAPI

VMware vCloud Automation Center
Management Agent

VMware vCloud Automation Center
Server

VMware vCloud Automation Center
WAPI

VMware vCloud Automation Center
DEM-Orchestrator -
vra01ims01a.rainpole.local DEO
VMware vCloud Automation Center
Management Agent

VMware vCloud Automation Center
Server

VMware vCloud Automation Center
DEM-Orchestrator -
vra01ims01b.rainpole.local DEO
VMware vCloud Automation Center
Management Agent

VMware vCloud Automation Center
Server

VMware vCloud Automation Center
DEM-Worker - DEM-WORKER-01
VMware vCloud Automation Center
DEM-Worker - DEM-WORKER-02
VMware vCloud Automation Center
DEM-Worker - DEM-WORKER-03
VMware vCloud Automation Center
Management Agent

VMware vCloud Automation Center
DEM-Worker - DEM-WORKER-04
VMware vCloud Automation Center
DEM-Worker - DEM-WORKER-05
VMware vCloud Automation Center
DEM-Worker - DEM-WORKER-06
VMware vCloud Automation Center
Management Agent

Services for Availability Check

VMware vCloud Automation Center
Management Agent

VMware vCloud Automation Center
Management Agent

= VVMware DEM-Orchestrator -
vra01ims01a.rainpole.local DEO

®  VMware vCloud Automation
Center Management Agent

= VMware vCloud Automation
Center Service

= VMware DEM-Orchestrator -
vra01ims01b.rainpole.local DEO

®  VMware vCloud Automation
Center Management Agent

= VMware vCloud Automation
Center Service (Manual)

= VMware DEM-Worker - DEM-
WORKER-01

m VMware DEM-Worker - DEM-
WORKER-02

m  VMware DEM-Worker - DEM-
WORKER-03

= VMware vCloud Automation
Center Management Agent

m VMware DEM-Worker - DEM-
WORKER-04

m  VMware DEM-Worker - DEM-
WORKER-05

m VMware DEM-Worker - DEM-
WORKER-06

= VMware vCloud Automation
Center Management Agent
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Table 2-2. Program Names and Services to Verify on the Windows Nodes of vRealize
Automation (Continued)

Role

vRealize
Automation
Proxy Agent

vRealize
Automation
Proxy Agent

VvRealize
Automation
Proxy Agent

VvRealize
Automation
Proxy Agent

Microsoft SQL
Server

VM Name/Host Name

vraO1ias01.sfo01.rainpole.local

vra01ias02.sfo01.rainpole.local

vraO1ias51.lax01.rainpole.local

vra01ias52.lax01.rainpole.local

vra01mssqlO1.rainpole.local

Program Names for Version Check

VMware vCloud Automation Center
Agents - vSphere-Agent-01
VMware vCloud Automation Center
Management Agent

VMware vCloud Automation Center
Agents - vSphere-Agent-02
VMware vCloud Automation Center
Management Agent

VMware vCloud Automation Center
Agents - vSphere-Agent-51
VMware vCloud Automation Center
Management Agent

VMware vCloud Automation Center
Agents - vSphere-Agent-52
VMware vCloud Automation Center
Management Agent

Services for Availability Check

= VMware vCloud Automation
Center Agent - vSphere-Agent-01

m  VMware vCloud Automation
Center Management Agent

®  VMware vCloud Automation
Center Agent - vSphere-Agent-02

®  VMware vCloud Automation
Center Management Agent

®  VMware vCloud Automation
Center Agent - vSphere-Agent-51

= VMware vCloud Automation
Center Management Agent

= VMware vCloud Automation
Center Agent - vSphere-Agent-52

®  VMware vCloud Automation
Center Management Agent

MSSQLSERVER

Note vSphere Proxy Agent nodes are region-specific. Failover or failback operations are not applicable
for these nodes.

Verify the configuration of the laaS Web Server vraO1iws01a.rainpole.local first.

Procedure

1 Login to the vra01iws01a.rainpole.local Windows virtual machine by using a Remote Desktop
Protocol (RDP) client.

a Open an RDP connection to the virtual machine vraO1iws01a.rainpole.local.

b Log in using the following credentials.

Credential Value
User name svc-vra@rainpole.local
Password svc-vra_password

VMware, Inc.
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2 If you have performed a patch or update, verify the version of laaS Web Server programs.
a From the Windows Start menu, select Control Panel > Programs and Features.
b  Verify that the version of the following programs is successfully updated.
= VMware vCloud Automation Center Management Agent
= VMware vCloud Automation Center Server

= VVMware vCloud Automation Center WAPI

s and Features

+ (8 > > v & [ Search Programs and Features 2 |

OYrOXv= e

Control Panel Home .
Uninstall or change a program

View installed updates To uninetall o prograr, select i fror the lis and shen dick Uninsgall, Change, or Repair,
&) Turn Windows features on or
off Organize Uninstal = @
Install a program from the
network _
-
¢
&
&)
&
|
=
2|
e
o]
o
@
[ ]
@
@
g
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3 Verify the status of laaS Web Server services.

a From the Windows Start menu, select Administrative Tools > Services.

b  Verify that the status of the VMware vCloud Automation Center Management Agent service

is Running.

192.168.11.54 - Remote Desktop Connection

File Action \View Help
e @ D= B

P EIb

Services

% sennces (Local) | (RSINGEiees 1 aeal))
ViMware vCloud Automation Center
Management Agent

Stop the service
Restart the service

Description:
Allows vCAC Virtual Appliance to
communicate with this machine.

Name
2 Wired AutoConfig
£ WinHTTP Web Proxy Auto-Discovery Service
4 Windows Update
Windows Time
Windows Store Service (WSService)
Windows Remate Management (WS-Management)
Windows Pracess Activation Service
Windows Presentation Foundation Font Cache 3.0.0.0
Windows Modules Installer
Windows Management Instrumentation
& Windows Installer
"% Windows Font Cache Senice
% Windows Firewall
2 Windows Event Log
£ Windows Event Collector
£ Windows Error Reparting Service
“ Windows Encryption Provider Host Service
. Windows Driver Foundation - User-made Driver Framework
£ Windows Connection Manager
£ Windows Color System
£ Windows Audio Endpaint Builder
- Windows Audio
(L WAC Logging Semvice
£ Yolume Shadew Copy
Au

ement Agent

i Viviware Tools

L4 Viviware Snapshot Provider

L4 Viviware Alias anager and Ticket Service
4 Virtual Disk

Liser Profile Sendirs

Description
The Wired AutoConfig (DOTISVC) service is respansi.,
WinHTTP implerments the client HTTP stack and pro...
Enables the detection, download, and installation of ..
iaintains date and time synchronization on all client..,
Provides infrastructure support for Windows Store.T...
Windows Remote Management (WinRh) service im..
The Windows Process Activation Service (WAS) provi.,
Optimizes performance of Windows Presentation Fo..,
Enables installation, modification, and removal of Wi..,
Provides a common interface and object model to 3.
Adds, modifies, and removes applications provided a...
Optimizes performance of applications by caching c..
Windows Firewall helps protect your computer by pr..,
This service manages events and event logs. It suppo..
This service manages persistent subscriptions to eve...
Allows errors to be reported when programs stop wo...
Windows Encryption Provider Host Service brokers e...
Creates and manages user-mode driver processes, T...
Makes automatic connect/disconnect decisions base...
The WesPluglnSerdce service hosts third-party Wind..,
ifanages audio devices for the Windows Sudio seri...
Manages audio for Windows-based programs. Ifthis...
Provides W3C logging far Intemet Information Servi
Manages and implements Valume Shadow Copies u.

Provides suppert for synchronizing abjects between .
Vidware Snapshot Provider

Alias hanager and Ticket Senvice

Provides management services for disks, vlumes, il

This sendre is resnonsihle far lnadinn and nnlnadinn

Status

Running
Running
Running
Running
Running
Running
Running

Running

Running

Running

Running
Running

Runriing

Runnina

Startup Type
Manual
Manual

Manual (Trig...
Manual (Trig...
Manual (Trig...

Automatic
Manual
Manual
Manual
Automatic
Manual
Automatic
Automatic
Automatic
Manual

WManual (Trig...
WManual (Trig...
WManual (Trig...
Automatic (T..

Manual
Manual
Manual
Manual
anual

Automatic
Manual
Automatic
hanual
Aubamatic

Log On As
Local Syste...
Local Service
Local Syste...
Local Service
Local Syste...
Network S...
Local Syste...
Local Service
Local Syste..
Local Syste..
Local Syste..
Local Senvice
Local Senvice
Local Senvice
Netwark 5.
Local Syste..
Local Senvice
Local Syste..
Local Service
Local Service
Local Syste..
Local Service
Local Syste..
Local Syste

Local Syste...
Local Syste...
Local Syste...
Local Syste..

Laral Suste

\ Bended [ Standard /

4 Repeat the procedure for each of the other Windows nodes of vRealize Automation from the table to
verify the version and services availability.

Verify the Version, Status, and Configuration of vRealize

Orchestrator VMs

Make sure that the two servers in the vRealize Orchestrator cluster are operational after a patch, update,
restore, failover, or failback operation.

Procedure

1 Verify that the vRealize Orchestrator appliance management interface is operational and that its

version is correct.

a Open a Web browser and go to https://vra0lvroOla.rainpole.local:5480 .

b Log in using the following credentials.

Setting Value
User name  root
Password

VMware, Inc.

vro_appliance_A_root_pwd
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¢ On System tab, cilck te Information tab and verify that the version is correct

d (Optional) Log in to the second vRealize Orchestrator appliance
https://vra@lvro01b.rainpole.locall5480 and verify the version.

2 \Verify the status of the vRealize Orchestrator server service in the Control Center.

a Open a Web browser and go to
https://vra0lvroOla.rainpole.local:8283/vco-controlcenter.

b Log in using the following credentials.

Setting Value
User name  root
Password vro_appliance_A_root_pwd
¢ On the Home page, under Manage, click Startup Options.
d On the Startup Options page, verify that Current Status is RUNNING.

VMware vRealize” Orchestrator™ Control Center

Home

Startup Options

o Contral the Orchestrator server service.

Current Status: RUNMING

Start  Stop Restart

status-ing teserver

Instance name: app-server

Runtime version: 8.0.30. C.RELEASE

te Runtime Base: fvar/lib/vco/app-server
Status: RUNHING as PID-3685

Yersion: 7.@.1

Build number: 3533782
Build date: Feb 9, 2016
Database wersion: 1.71
Install path: fvar/lib/vco
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3 Verify that all imported SSL certificates are intact.
a Onthe Home page, under Manage, click Certificates.

b Verify that the Certificates page shows the Microsoft CA certificate and issuer certificate, and
that the certificates are not expired.

VMware vRealize” Orchestrator™ Control Center

Home

Certificates

& Manage the certificates used by the Orchestrator server,

Trusted Certificates Orchestrator Server SSL Certificate Package Signing Certificate

Manage the Orchestrator trust store. Mark self-signed certificates as trusted by importing them to the internal trust store.

Import =

L certific:

Organization @
Name: rainpole-DCO1RPL-CA

Serial number: 00:00:00:00:3d:a7:55:42:76:07 5 9c:da:00:fd: 3c:93:36:d6: 2h

Signature algarithm: SHATwWthRSA

Fingerprint (MDY, 7100 12:03 538 6208 70:c2:32:d3: 7d:81:be: 09 fF

Fingerprint (SHA-1): 96:5a:9Fba:6f 23:28: 40 37 T2 4e dBf0: 79 1c:d7:60:3e:3ecd

Walid from: Jul 13, 2015

Walid until: Jul 13, 2020

Organization: Rainpole @
Mame: VMware vRealize for Engineering at Rainpeole

Serial number: 00:30:00:00:00:2acae 1364 64 522 1:05:79:00:00:00:00:00: 2a

Signature algarithm: SHATwWthRSA

Fingerprint (MDS): ch:d3:f7:7a: 7182 ccd7:44: 306 20:75:98:02: 57

Fingerprint (SHA-1): d7:dd:64:80:ac: 0a:c2:76:32:75:07:d8:60:04: 90 ec: 1t abd 2 db

Walid from: Apr 26, 2016

Walid until: Apr 26, 2018

VMware, Inc.
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4 Validate the vRealize Orchestrator configuration in the vRealize Orchestrator Control Center.
a Onthe Home page, under Manage, click Validate Configuration.

b  Verify that each system component configuration has a green check mark.

VMware vRealize” Orchestrator” Control Center

Home

Validate Cenfiguration

@ walidate the configuration of the basic system components

/B authentication Y
O Dpatabase 4

&7 Licensing 4

£y Orchestrator Server Certificate \l

) Package Signing Certificate L
P

& Customer Experience Improvement Frogram L

Refresh

VMware, Inc.
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5 Verify that the authentication configuration is correct.
a Onthe Home page, under Manage, click Configure Authentication Provider.

b Click the Test Login tab, enter the following user credentials, and click Test.

Setting Value
User name svc-vra@rainpole.local
Password  svc-vra_password

¢ Verify that the user interface shows the message The User has administrative rights in
vRealize Orchestrator.

VMware vRealize” Orchestrator™ Control Center

Home

Configure Authentication Provider

p Configure the authentication parameters and test your login credentials

Authentication Provider Test Login

After configuring your authentication provider, you can test it a user has administrative rights in the Orchestrator

Info: The user has administrative rights in vRealize Orchestrator.

User name syC-yragrainpole local

Passworsd (Required)

Test

6 Repeat Step 2 to Step 5 for the other vRealize Orchestrator appliance at
https://vra0lvro0lb.rainpole.local:8283/vco-controlcenter/.

7 Verify that you can log in to the vRealize Orchestrator servers by using the vRealize Orchestrator
client.

a Open a Web browser and go to https://vra0lvro@la.rainpole.local:8281/vco/.

b  On the main page of vRealize Orchestrator, click the Start Orchestrator Client link and open the
client.jnlp file.
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¢ Log in using the following credentials.

Setting Value
User name svc-vra@rainpole.local

Password  svc-vra_password

¥Mware vRealize Orchestrator Login... [ ]

rostname [ vRealize" Orchestrator
User name
Password

d If a certificate warning appears, ignore it.

e Verify that the login is successful.

vmware vRealize  Orchestrator XD U < | Toos | Hep~|

svcvRA @ vral vrolila.rainpole.local
|i‘ uf) .'_ E e Today Workflow Tokens  Watting for Input  Tasks  Permissions

« 0 Tasks scheduled in the system

Welcome, svc-vRA

» 0 Workflows waiting for interaction.

Youarein Server mode

0 Running policies \Rgalizs Orchestrator plug-in markstplace: solutionsxchangs vmware com
« 0 Running workliows

|_ & import package... | [ B Starta wordiow

Recently run workflows | Last edited elements

MName Version

f  Repeat the step for the other vRealize Orchestrator appliance
at https://vra0lvro@lb.rainpole.local:8281/vco/to verify that the login is successful.

8 Verify the vRealize Orchestrator endpoint data collection status in the vRealize Automation Rainpole
portal.

a Open a Web browser and go to https://vradlsvr0l.rainpole.local/vcac/org/rainpole.

b Log in using the following credentials.

Setting Value
User name ITAC-TenantAdmin
Password rainpole_tenant_admin_password

Domain rainpole.local

¢ Click the Infrastructure tab and click Endpoints > Endpoints.
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d Hover the vRealize Orchestrator endpoint and select Data Collection.

vmware vRealize- Automation

Welcome, [TAC-Tenantadmin, |~ Preferences  Help | Logout

Home

Catalog tems Requests Inbox

Endpoints

Manage the endpoints that represent infrastructure sources or exdemal systems

< Infrastructure

Endpoints 4 New ¥ b mport

[T Cotumns =
hame ~  Fiatform Type ¥ | Addess Credentials ¥ Description
Cradantials
4 compituctt.sfodtrainpoledocal b vSphere (vCerter) Fitpz: icompii ve sto01 rainpolelo...  complivedi sfoli -Admin
ents
Ao 4 vratteront.rainpole.ocal # Edit Fitps:JivraDivroD1 ranpole locst 828, vRO-Admin
Fabric Groups X Delete

& Deta Collection

e Click the Start button.

f  Click the Refresh button to receive an updated message about the status of the vRealize
Orchestrator data collection.

g Verify that the Status shows the message Data collection succeeded with the updated time.

vmware vRealize- Automation

Welcome, ITAC-TenantAdmin, Preferences  Help  Logout
ltems Requests Inbox Design Administration Infrastructurs Business Management

Data Collection

iew the status of the endpoint data collection,

< Infrastructure

Endpoints:

Credentials Hame: wra01wo01 rainpole local

Status: Data collection succeeded on 5/23/2016 11:38 Pul UTC-07:00
Agents

Fabric Groups

Copyright® 2012-2016 Yiware, Inc. All rlghts

9 (Optional) Verify the vRealize Orchestrator workflow navigation in the vRealize Automation Rainpole
portal.

a Click the Design tab.

b Click XaaS > Resource Actions.
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¢ On the Resource Actions page, click New.

d Inthe Select a Workflow pane, expand the Orchestrator node, and verify that you can view the
vRealize Orchestrator folders and workflows.

vmware vRealize® Automation Welcome, TAC-Tenantadmin, Preferences  Help | Logout
Home Catalog lterns Requests Inbox Design Administration Infrastructure Business Management

New Resource Action

« Design
Workflow
Custom Resources
Select aWorkflow Selected Workflow
Resource Mappings ] Orchestrator Nowarlflow selected
- (JLibrary
Xaa$S Blueprints A System
4 ] vReslize Automation
 xass
Resource Actions 4 Was
4 ] Endpoint Configuration
[ HTTP-REST
{( Microsoft
17 PowerShel
[RELT
2 { vCerter

a ] Configuration
gk & vCenter Server instance
E3 Update & vCenter Server instance
4 (I Resource Mappings
4 i vCerter
Map to VT VM
4 i wCloud Director
[EA #ap to vCioud vAgp
[ it to vClioud: Vi

=Bak Nexd = Finish Cancel

Copyright @ 2012-2016 VMware, Inc. All rights reserved. vetsion 7.0.1 (bulld 3621404) Privacy Policy  Contact us

10 (Optional) Verify that the load balancer works for vRealize Orchestrator by accessing the load
balancer URL after you stop the vRealize Orchestrator service on
the vraO1vroO1a.rainpole.local appliance.

a Open a Web browser and go
to https://vra®lvroOla.rainpole.local:8283/vco-controlcenter/.

b Log in using the following credentials.

Setting Value
User name  root

Password vro_appliance_A_root_pwd
¢ Onthe Home page, under Manage, click Startup Options.
d Click Stop to stop the Orchestrator server service on the appliance.

e Open a Web browser, go to the vRealize Orchestrator load balancer URL
https://vra0lvro0l.rainpole.local:8281/vco/ and verify that the URL is accessible.

f Go back to https://vra0lvro0la.rainpole.local:8283/vco-controlcenter/.
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g Onthe Home page, under Manage, click Startup Options, and click Start to start the
Orchestrator server service.

h Repeat the steps for the other vRealize Orchestrator appliance at
https://vra0lvro0lb.rainpole.local:8283/vco-controlcenter/.

Verify the Status of the Distributed Execution Managers
and vSphere Proxy Agents in vRealize Automation

After you perform software maintenance, verify that status the Distributed Execution Manager (DEM) and
laaS vSphere Proxy Agents components

After you patch, update, restore, failover, or failback vRealize Automation, verify that the Distributed
Execution Manager (DEM) Orchestrators and Workers are online, and that the laaS vSphere Proxy
Agents that connect vRealize Automation to the compute pods are online.

Procedure
1 Log in to the vRealize Automation Rainpole portal.
a Open a Web browser and go to https://vra0lsvr0l.rainpole.local/vcac/org/rainpole.

b Log in using the following credentials.

Setting Value
User name itac-tenantadmin
Password itac-tenantadmin_password

Domain Rainpole.local
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2 \Verify the status of the DEM nodes.
a On the Infrastructure tab, click Monitoring > DEM > Status.

b  Verify that the status of the DEM-Orchestrator and DEM-Worker virtual machines is Online.

vRealize Automation Node Virtual Machine

laaS Manager Service and DEM Orchestrator  vra01imsO1a.rainpole.local
laaS Manager Service and DEM Orchestrator  vra01ims01b.rainpole.local
vRealize Automation DEM Worker vra01demO01.rainpole.local

vRealize Automation DEM Worker vra01dem02.rainpole.local

vmware vRealize- Automation e enantadmin. | Pre Help | Logout

o Home  Catalog tems  Requests  Inbox Administratio Inrastructure ess Management

DEM Status

View the status of Distributed Execution Managers and the detalls of scheduled workilows

< Infrasiructure

Autit Log & View Workflows

Total workflows: o
DEM Status

Executing workflows: o

Log Pending workflows: o

VWorkflow History Name WorkTiows Executing Machine Role Last Firged Last Compieted Workflow
DEM-WORKER-01 @ o wrabldeml  Worker 5120/2016 825 AM UTC-07.00 572002016 811 AM UTC-07:00
DEM-WORKER-02 [ [ wraDideml  Vorker 512012016 B:25 AM UTC-07:00 5202016 6:16 &M UTC-07.00
DEM WORKER.03 o vraidemdl  Worker S/20/2016 B:25 AM UTC-07:00 5202016 8:21 AMUTC-07.00
DEM-W/ORKER-04 E vraDldem2  Worker 512072016 825 AM UTC-07.00 SP20P016 7:41 AM UTC-07.00
DEM-WORKER-05 L vraDidem2  Vorker 5/20/2016 B:25 AM UTC-07:00 5202016 7:21 AM UTC-O7.00
DEM W/ORKER.08 vraidemz  Worker 512012016 B:25 AM UTC-07:00 5202016 6:11 AM UTC-07:00
wrattims0tarainpole.Jocal DEO ® Onire (Active) wvra0limsOla  Orchestrator 52072016 8:25 AM UTC-07:00
vratims0ib.rainpole.Jocal DEO Orire vraQlimeib  Orchestrator  SI20/2016 8:25 AM UTC-07:00

A columns =
Narme Last Run Last Successful Run Nexd Run ~  Descrigtion
ReclinDestroyedStelicPAddresses  5/200016 5:21 AMUTC-07.00 SR0R016 B:21 AM UTC-07.00 52072016 5.28 AM UTC-07.00
LaunchEndpeintDataCollection 572002018 451 AMUTC-07.00 5202016 451 AMUTC-07.00 S20/2016 851 AW UTC-07:00
ColeciMactinesiisage 2002018 451 AMUTC-07:00 5202016 451 AMUTC-07:00 S20/2016 851 AW UTC-07:00
vSpherelTEMCostimport 5722016 501 PMUTC-07:00 SASR016 501 PHUTC.07:00 S20/2016 501 M LITC.07:00
‘SendAlertEmail 5/19/201€ 7:00 PM UTC.07-00 51972016 7:00 PW UTC.07.00 512072016 7-00 PM UTC.07-00
ColeciEndpoinitsage 571972016 §00 PM UTC-07-00 51912016 800 PWUTC-07.00 512072016 00 PM UTC-07.00
DatsRolover 5192015 500 PM UTC-07-00 51912016 §:00 PMUTC-07.00 572002016 500 PM LITC-07.00
Endpointhetrics 5192015 300 PM UTC-07.00 51912016 3:00 PMUTC-07.00 /2042015 900 PM LITC-07.00
Etueprinthletrics SA92018 300 PMUTC-07.00 5192015 300 PMLITC-07.00 SH20/2016 9100 PM UTC-07.00
Reservatioretrics 51842016 3:00 PM UTC-07-00 51812016 3:00 PM UTC-07.00 52072016 3.00 PM UTC-07:00

Displaying 1 - 1061 10
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3 Verify that the vSphere Proxy Agents are working properly.

4

a On the Infrastructure tab, click Compute Resources > Compute Resources.

b  Verify that the Agent Status for the compute instance is OK.

Infrastructure Service Portal Welcome, [TAC-TenantAdmin. ~ Preferences = Help ~ Logout

Home Catalog flems. Requests Inbox Design Administration Infrastructure Business Management

Compute Resources

Manage compute resources, view or add reservations, and force rediscovery

< Infrastructure

Compute Resources [H Columns + ¥ Fiters » [5 Export
Quota Memory Storz
Allocated Reserved . | Rese
(%) (%) (%)
(AlociRes) (Res/Phys) (Res

Data Agent " Platform
HName - ¥  Endpoint
v poi o =

Machines
EBS Volumes Colection Status T | eemrentions ¥ | ot M M

. vSphere 0% 20%
% (6 LAX01-Comp0t b @ On oK compaTves 1 jax0T rampolel.. (OIS 1 6 ofUnimisg 200cBeriTE 29

vSphere . s 0%l

A (i sFo01-Comp0t b o On oK compdtve0l.sfodt rainpoie .. (SPICE 2 S| e

If the Agent Status for the compute instance is Down, restart the vRealize Automation services on the
vSphere Proxy Agent VMs.

a Open a Remote Desktop Protocol (RDP) connection to the virtual machine.

Region Host Name

Region A vraO1ias01.sfo01.rainpole.local

vraO1ias02.sfo01.rainpole.local

Region B vraO1ias51.lax01.rainpole.local

vraO1ias52.lax01.rainpole.local

b Log in using the following credentials.

Setting Value
User name  Administrator

Password local_administrator_pwd
¢ From the Windows Start menu, click Administrative Tools, and click Services.
d Inthe Services dialog box, restart the following vRealize Automation services.

= VMware vCloud Automation Center Management Agent

m  VMware vCloud Automation Center Agent
e If an agent is down after you restart the services, restart the agent VM.

f  If the other vSphere Proxy Agent VM is down, repeat the step for it.

Verify the Status of vRealize Automation Integration with
Active Directory

Verify that vRealize Automation is connected to the Active Directory domain after patch, update, restore,
failover or failback.
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You verify the following configuration as a part of the Active Directory integration with vRealize
Automation:

= Active Directory synchronization status
m  |dentity Providers status

= Connectors status

Procedure

1 Login to the vRealize Automation Rainpole portal.

a Open a Web browser and go to https://vra0lsvr0l.rainpole.local/vcac/org/rainpole.

b Log in using the following credentials.

Setting Value
User name itac-tenantadmin
Password itac-tenantadmin_password

Domain Rainpole.local

2 On the Administration tab, click the Directories Management tab and click Directories.

3 On the Directories page, hover over the green check mark to verify that the synchronization with the

Active Directory is successful.

vmware vRealize- Automation Welcome, ITAC-LocalRainpoleAdmin. | Preferences | Help | Logout

Administration Infrastructure

< Administration Directoriss o)
o Add Directory
Directories Directary Neme: Type Domeins  SyncedGroups  Synced Users LastSync  Alerts:
rainpole.lacal Active Directory with Twa 1 5 17 May 19, 2016 11:39:32 AW . —

Policies
Identity Providers

Connectors

User Atributes

Network Ranges

Password Recavery

4 Click Identity Providers and verify that the Status column for the identity provider WorkspacelDP__ 1

shows Enabled.

VMware, Inc.
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vmware vRealize- Automation

Administration

< Administration

Directories

Palicies

Identity Providers

Connectors

User Altributes

Network Ranges

Password Recovery

Infrastructure
Idarmify Providsrs )
o Add dentity Provider
ety Provider Mame Auth Methords Directory
WorkepocsIDP_1 password rainpole local

Network Ranges

AL RANGES

Welcome, ITAC-LocalRalnpoleAdmin

Connector(s)

vral1svrOlb.rainpode.local
vra01svrLa.rainpole.local

Preferences | Help = Logout

Type Status

Identity Manager Enabled

5 Click Connectors and verify that for the each appliance-specific connector the Associated Directory
column shows the rainpole.local domain.

vmware vRealize- Automation

EVCNTS  1cministration
< Administration

Directories

Policies

Identity Providers

Connectors

User Atiibutes

Network Ranges

Password Recavery

Infrastructure
Connectors @

o Add Connector

Host Name Worker ety Provider

Host Name: vra0lsvrOla.
rainpole. local

Port: 8343

Version: 2.5.1,0 Buid
3614368

Domain: rainpole local

AUTO-2bb8472d-a0c7-
4983-a392-
939955bc538b

Used For: Syre and
Authentication

WorkspacelDP__1

Host Name: vraDlsviolb.

rainpele lacal AUTO-1ecadalc-d3f0-
Port: 5443 df2d-be61-
Version: 2.5.1,0 Buid 2e220c03b0(2 Horkspacelbh—t

3614368 Used For: Authentication

Damain: rainpole.Jocl

came, TAC-LocalRainpoleAdmin

Autentication Methods

Password

Password

Associated Directory

rainpole.local

rainpole.local

Preferences | Help  Logout

Available Actions

Leave Domain

Leave Domain

Verify the Version, Service Status and Configuration of
the vRealize Business VMs

After you perform software maintenance in the Software-Defined Data Center, verify that both the
vRealize Business Server and Data Collector are operational.

After a patch, update, restore, failover, or failback is performed, make sure that the version, service status
and the configuration are intact.

Table 2-3. vRealize Business Virtual Appliances Details

vRealize
Region Appliance
Region A vRealize Business
Server
vRealize Business
Data Collector
Region B vRealize Business
Data Collector
VMware, Inc.

Virtual Appliance Management Interface
(VAMI) URL
https://vra01bus01.rainpole.local:5480

https://vra01buc01.sfo01.rainpole.local:5480

https://vra01buc51.lax01.rainpole.local:5480

IP Address

192.168.11.66

192.168.31.54

192.168.32.54

FQDN

vra01bus01.rainpole.local

vra01buc01.sfo01.rainpole.local

vra01buc51.lax01.rainpole.local
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Procedure
1 Verify the authentication of the vRealize Business Server and the Data Collector virtual appliances.
a Open a Web browser and go to https://vra0lbus0l.rainpole.local:5480 .

b Log in using the following credentials.

Setting Value
User name  root

Password vrb_server_root_password

¢ Login to the vRealize Business Data Collectors
vra01buc01.sfo01.rainpole.local and vra01buc51.lax01.rainpole.local to verify the authentication.

2 \Verify the Single Sign-On status of the vRealize Business Server.
a Inthe management console of the vRealize Business Server, click the vRealize Automation tab.

b Verify that the SSO Status is Connected to vRealize Automation.

q&ﬁ vRealize Business for Cloud

vRealize Automation Host and S50 Credentials

-

Wiew "vRealize Autormation” cerlificate

3 If you have performed a patch or update, verify the version of the vRealize Business Server.

a In the management console of the vRealize Business Server, click the Update tab and click
Status.

b  Verify that the Appliance Version is correct.

-QQQ vRealize Business for Cloud

vRealize Automation Administration Telsmetry |  Metwork | [ wigrator | LG

Update Status

Detais ]
Install Updates
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4 If you have performed a patch or update, verify the version of the vRealize Business Data Collectors.

a Inthe management console of the vRealize Business Collector vraO1buc01.sfo01.rainpole.local,

click the Update tab and click Status.

b  Verify that the Appliance Version is correct.

Q{;‘P vRealize Business for Cloud
status

Update Status

) poianies

Venidor: Vilhagzare:

Appliance Narn: b
Applizanee Version:

or £2oud
Details... )

Install Updates

¢ Repeat the step for the vRealize Business Collector vra01buc51.1ax01.rainpole.local to verify the

appliance version.

5 Verify the service status of the vRealize Business Server and the Data Collector in Region A.

a Open an SSH connection to vra01bus01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name  root

Password vrb_server_root_password

VMware, Inc.
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¢ Run the following command to see the summary of all processes and their status.

monit summary

vrallbus0T.rainpolelocal - PUTTY

L =urmn
The HMonit daetmon 5.14 uptime: 158h

'rootfz!
ni-lighttp' Funning
gervice! Funning
Funning
Funning
Funning
Funning
L a8 i i i Funning
Vithm Funning
'journal vice! Funning
ollector! Funning
O1lbu=01.rainpole. local! Funning

11:~ ¥ I

d Verify that the status of Filesystem processes and the System is as described in the following

table.

Component Status
Filesystem 'rootfs' Accessible
Process 'vami-lighttp' Running
Process 'config-service' Running
Process 'postgres' Running
Process 'mongo’ Running
Process 'facts-repo' Running
Process 'bifrost-client' Running
Process 'pricing-api' Running
Process 'itbm-server' Running
Process 'journal-service' Running
Process 'itbm-data-collector' Running

System 'vra01bus01.rainpole.local' Running

VMware, Inc.



Operational Verification

e Run the following command to see the detailed status of the appliance components.

monit status

f  Verify that the status of all processes is Running and the monitoring status is shown
as Monitored.

[The Monit da upt 6l 17h S54m

g Repeat the step for the other vRealize Business Data Collector vraO1buc01.sfo01.rainpole.local.

For the second data collector, the process itbm-server appears as Not monitored.
6 \Verify the service status of the vRealize Business Data Collector in Region B.
a Open an SSH connection to vraO1buc51.lax01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name  root

Password vrb_server_root_password

¢ Run the following command to see the summary of all processes and their status.

monit summary

VMware, Inc.
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d Verify that the status of Filesystem, Process and the System processes is as described in the
following table.

Component Status
Filesystem 'rootfs' Accessible
Process 'vami-lighttp' Running
Process 'config-service' Running
Process 'itbm-data-collector' Running

System 'vraO1buc51.lax01.rainpole.local' Running

e Run the following command to see the detailed status of the appliance components.

monit status
f  Verify that the status of all processes is Running and the monitoring status is shown
as Monitored.
7 Verify the connection between vRealize Business and the Compute vCenter Server.
a Open a Web browser and go to https://vra0lsvr0l.rainpole.local/vcac/org/rainpole.

b Log in using the following credentials.

Setting Value
User name itac-tenantadmin
Password itac-tenantadmin_password

Domain Rainpole.local
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¢ Click the Administration tab and click Business Management.

d Click Manage Private Cloud Connections > vCenter Server, and verify that the Compute
vCenter Server is listed in the vCenter Server Connections table.

Home  Catalog Hems  Requess  Inbox  Design [EECLUNFFILUNE infrastucture  Business Management

Approval Policies w Manage Private Cloud Connections
Directories Management > v vCenter Server
You can add a vCenter Server.

Users & Groups >
Catalog Management s vCenter Server Connections

Name vCenter Server Usemame Password
Property Dictionary o comp01vc01.sfo01 rainpole local ~ comp01vc01sfo01 rainpole local  svc-vra@rainpole local P

comp01ve51lax01 rainpole local  compOivc51lax01rainpole local — svc-vra@rainpole local e P
Reclamation b
Branding 5
Notifications >
Events b
VRO Configuration 5
Business Management

» Storage Server
Copyright Rainpole. All Rights Reserved version 7.0.1 (buikd 3821484) | Privacy Polcy | Cantact us

8 Verify the connection between the vRealize Business Server and the vRealize Business Data
Collector.

a On the Business Management page, click Manage Data Collector > Manage Virtual
Appliances.

b Verify that the vraO1buc01.sfo01.rainpole.local and vraO1buc51.lax01.rainpole.local appliances
are listed in the Manage Virtual Appliances table.

Home Catalog ftems Requests Inbox Design Administration Infrastructure Business Management

4 » vRealize Business Integration -
Approval Folicies
w Manage Data Collector
Directories Management >
» Remote Data Collection
Users & Groups >
¥ Manage Virtual Appliances
T e ! You can add on premise Data Collectors
Property Dictionary > )
Manage Virtual Appliances
e ’ Data Collector ID Data Collector Name
alale5e8-524-4ed0-b0b0-c6bedf5 1cbbd vral1buc01.sfo01.rainpole local b 4
Branding > 228c815b-2222-43a1-8a20-28aabb4 11esc vra01buc511ax01.rainpole local x
Nofifications >
Events >
vRO Configuration >
Business Management
Copyright Rainpole. All Rights Reserved version 7.0.1 (buid 3821484) | Privacy Policy | Contact us
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9 Verify that vRealize Business collects information from all vCenter Server instances.

a
b

C

VMware, Inc.

On the Business Management page, click the Status link.

Under vCenter data collection, click Update now.

Verify that a green sign appears next to all vCenter Server Instances in the table.

System Status

) Update now

C} Update now

O Update now
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10 Verify that the expenses for vSphere are correct.
a Click the Business Management tab, click Private Cloud (vSphere) > Expenses (vSphere).

b  Verify that all the cost details are intact.

vmware vRealize® Automation Wielcome, [TAG-Tenaniadmin. | Preferences | Help | Logout
Home  Catslog  Items  Requests  Inbox  Desin  Administrafon  Infrastucture  [ECTSICCERERRPEIE
You are here: Business Management & Privale Cloud (vSphere) » Expenses (¥Sphere) @Hep v Staws

« Backa Business Management & Edit Expenses « 21 Data Boriers >

SRarass tophers) Projected Cost (May 2016) Total Cost Over Time

Operational Analysis vSphare) 0

$15,717

k)
December 2015

Reference

Hardware

Storage On Deman.

Licensing

Maintenance

Labor

2-2016 Vhiware, Inc. All rights reserved

11 Verify the reports of vCenter server inventory items.

a On the Business Management tab, click Data Sets > vCenter Server > Servers and verify that
the data for the ESXi servers is intact.

vmware vRealize Automation Welcome, ITAC-TenantAdmin. | Prefersnces | Help | Logout

Home  Catalog  fems  Requests  Inbox  Desion  Administation  Infrastructure  [ETETN et T AT

You are here: Business Management e Data Sets » vCenter Server » Servers °Help w Status 2
e D e [Hsave # Edit € Reset #3Export e Clear Filters Q Search
Servers
Servers
Datastores
Serve Delrils
Sarzer Yamz Tatsl ety Cast
vBAN Data Stores Infrasiruziore Tz ¥Center Szrver Alioa (ate Cemler Lame Dzisted
ecjedizssli.slelire. . $3,288.47 EsxHost comp1veol sfod1 rainpale local SFO01 Mo
VLEERTER geDiessIZslc0la. . $4,52847 EsxHost comp01vcO1.sfo01 rainpole local SFO01 No
Clusters compliess02.sfodir... 32003.97 EsxHost comp01ve0l sfo01 rainpole lacal SFO01 No
complies=0i.sfodir.. $2,18%.47 EsxHost comp01ve0l sfo01 rainpole local SFO01 Mo

b Verify that the data for the Datastores, vSAN Data Stores, Virtual Machines, and Clusters is valid.

VMware, Inc. 55



Operational Verification

Request a Single-Machine Blueprint from the Service
Catalog of vRealize Automation

Request a single-machine blueprint item from the service catalog to verify that vRealize Automation
provisions items to the cloud environment.

Procedure

1 Login to the vRealize Automation Rainpole portal.

a

b

Open a Web browser and go to https://vra@lsvr0l.rainpole.local/vcac/org/rainpole.

Log in using the following credentials.

Setting Value
User name itac-tenantadmin
Password itac-tenantadmin_password

Domain Rainpole.local

2 Click the Catalog tab and verify that all entitled blueprints are available in the SFO Service Catalog.

Windows Server 2012 R2 - SFO Prod

Windows Server 2012 R2 - SFO Dev

Windows Server 2012 R2 With SQL2012 - SFO Prod
Windows Server 2012 R2 With SQL2012 - SFO Dev
Redhat Enterprise Linux 6 - SFO Prod

Redhat Enterprise Linux 6 - SFO Dev

vmware vRealize® Automation Welcome, ITAC-TenantAdmin | Preferences | Help | Logout

Catalog Reguests 0 esign Administration Infrastructure Business Wanagement
Service Catalog On behalf of: | [TAC-Tenantsdmingrainpole local »®
EBrowse the catalog for services you need

SFO Service Catalog (2) Business group: Al v Seare 'y

m Windows Server 2012 R2...

3 Locate the Windows Server 2012 R2 - SFO Prod single-machine blueprint, click Request, and on the
New Request page, click Submit to request a VM provisioning.
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vmware vRealize® Automation Welcome, ITAC-Tanantadmin. | Frafer Help  Logout

e esig Administration Infras

4 [ windows Server 2012 R2 - Deployment: Windows Server 2012 R2 - SFO Prod

(L) vSphere_Machine_1 General

Description:

Windows Server 2012 R2 - SFO Prod

Reason fof request:

Lease days: 2| Selectz0270)

Deployments:

Tictal cost: Update View Cost Details
Subrmit Cancel

4 In the vRealize Automation portal, click the Requests tab and verify that the Status for the Windows
Server 2012 R2 - SFO Prodsingle-machine blueprint provisioning is Successful.

vmware vRealize Automation Welcome, ITAC-Tenantadmin, | Preferences | Help | Logout
Home Catalog tems Requests Inbo: Design Adminisiration Infrastructure Business Management
Requests Submitier: | Me v FilterbyState: Al ~
Monitor the status of your requests and view request detalls
5] view Detai x
Request tem Description Cost Lease Cost Status Subriter Suomitted ~ Last Updiated
% [ Windows Server 20127 $0.00 /iy 5000 Successtul TTAC-TenantAdming@rainpole. 5720116, 2,00 P 512016, 204 P
14 Nrﬂowssewer 2012R $0.00 / day $000 Successtul MAC-TenantAdming@rainpole. SASHE, 3:40 P SHBAB, 344 PM
13 ] windows Server 2012R $0.00 / day $000 Successful ITAC Tenant Admin@rainpole. 51816, 3:14 P4 SHBNE, 318 PM
12 mwmwssuve( 2012R $0.00 / day 1000 Failed MAC-TenantAdmingprainpole. SNSME, 2.04 PM SHENE, 205 PM
n [ Winciowes Seever 2012R $0.00 /day $0.00 Faled ITaC-Tenantadmingrainpole. 51816, 11:25 AM SNBAB, 1127 AM
10 [ windaws Server 2012R $0.00 / day $000 Failed ITAC-TenantAdming@rainpole, 51816, 633 AM SHENE, 635 AM
9 Winclowes Server 2012R $0.00 / day $0.00 Failed TAC-TenantAdming@rainpole. SASME, 630 AM SHBAE, 532 AM
L n Windowes Server 2012 R $0.00 / day $000 Successul MAC-TenantAdmingrainpole. 513118, 1112 AM SA3MB, 1117 AM
7 m Windowrs Server 2012 R $0.00 / day 1000 Successiul MAC-TenantAdmingprainpole. 51316, 656 AM SH3N6,7.00 AM
6 [ Windows Seever 2012R Not pgicatie Mt Applicable Faled MTAC-Tenantadmingirainpole. 51316, 6:54 AM 51316, 6:54 AW
5 [ windows Server 2012R $0.00 / day $000 Successtul TAC-Tenant Admin@rainpole. 51316, 1240 AM 513N6,12 44 AM
4 ﬂ Windowes Server 2012R $0.00 / day $0.00 Failed MAC-TenantAdming@rainpole. S/5/16, 353 AM SISHE, B:57 AM
k] [ wincows Server 2012R $0.00 / day $000 Successtul MAC-TenantAdmingdrainpole. S/416, 952 AM SMAB, 355 AM
2 m Winciows Server 2012 R $0.00 / dary $000 Falled ITAC-Tenant Admingdrainpole, 5/4/16, 950 AW SNE, 350 A
1 Wndows Server 2012R Not Apgpicable Mat Applicable Failed TAC-TenantAdming@rainpale. S/4A6, 32 AM SHAE, 832 AW

5 Repeat the steps to provision a VM using Windows Server 2012 R2 - LAX Prod single-machine
blueprint in region B.
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Verify the Cloud Management Platform Load Balancing

If you have performed an update, restore, failover or failback of the vRealize Automation, vRealize
Orchestrator and vRealize Business VMs, verify the load balancing of the cluster.

The NSX Edge services gateway on which you perform the verification is determined by the type of
maintenance operation and its location.

= |f you perform an update, patch or restore of the Cloud Management Platform, you verify load
balancing of the SFOMGMT-LB01 or LAXMGMT-LB01 NSX Edge Services Gateways respectively of
the regions where operation occurred.

= |f you perform a failover to Region B, you verify load balancing of the LAXMGMT-LB01 NSX Edge
services gateway.

= |f you perform a failback to Region A, you verify load balancing of the SFOMGMT-LB01 NSX Edge
services gateway.

Prerequisites

Connectivity status of the OneArmLB interface of the NSX Edge services gateway must be Connected.

Procedure

1 Log in to the Management vCenter Server in Region A by using the vSphere Web Client.

a

Open a Web browser and go to the following URL.

Region Operation Type Management vCenter Server URL
Region A Update, patch, failback or restore  https://mgmt01vc01.sfo01.rainpole.local/vsphere-client

Region B Failover https://mgmt01vc51.1ax01.rainpole.local/vsphere-client>

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local

Password vsphere_admin_password

2 Verify the pool configuration by examining the pool statistics that reflect the status of the components
behind the load balancer.

a

b

From the Home menu, select Networking & Security.

On the NSX Home page, click NSX Edges and select the IP address of the NSX Manager from
the NSX Manager drop-down menu at the top of the NSX Edges page.

Operation Type NSX Manager
Update, patch, failback or restore  172.16.11.65

Failover 172.17.11.65
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¢ Onthe NSX Edges page, double-click the NSX edge.

Operation Type

Update, patch, failback or restore

Failover

NSX Edge Services Gateway

LAXMGMT-LBO1

SFOMGMT-LBO1

d On the Manage tab, click the Load Balancer tab.

e Select Pools and click Show Pool Statistics.

f Inthe Pool and Member Status dialog box, select the following vRealize Automation pools, and
verify that the status of the pool is UP and the status of all members, except for vraO1ims01b, is

up

Pool Name Member Name IP address Status

vra-svr-443 vra01svrO1a 192.168.11.51 UP
vra01svr01b 192.168.11.52 UP

vra-iaas-web-443 vraO1iwsO1a 192.168.11.54 UP
vra01iws01b 192.168.11.55 UP

vra-iaas-mgr-443  vra01imsO1a 192.168.11.57 UP
vra01ims01b 192.168.11.58 DOWN

vra-vro-8281 vraO1vro01a 192.168.11.63 UP
vra01vro01b 192.168.11.64 UP

vra-svr-8444 vra01svrO1a 192.168.11.51 UP
vra01svrO1b 192.168.11.52 UP

| == sromeMTLBO1 | Actions ~

| Summary Mumlur‘Manage

[Semngs | Firewall ‘ DHCF“ NAT| Routing ‘ Load Balancer ‘ VPN | SSL VPN-Plus | Grouping Objects

“

Global Configuration
-

& / x Show Pool Statistics

Application Profile  Pool and Member Status

Service Monitoring Pool Status and Statistics

Paal ID
Virtual Servers pool 2
pool-4
pool-5
pool-6
pool-1
pool-3

Application Rules

Hame

vra01svi01a
vra01svi01b

Name

Vra svrA43
vra-iaas-mgr-443
vra-vro-8281
vra-svr-8444
VROPS_POOL
vra-iaas-web-443

Member Status and Statistics

IP Address / VC

Contsiner
1921681151
19216811 52

Status

up
up

Status

up

upP

Member ID

member-5

member-6

moniior 5
monitor-7
monitor-8
monitor-5
monitor-4

monitor-6

Max Connecti...

Monitor ID

6 items

~]
Min Connecti..
0
0

2 items
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Validate NSX for vSphere

After a maintenance like an update, upgrade, restore or recover, validate the NSX components and make
sure they work as expected.

You validate the following NSX components:
= NSX Manager instances for the management cluster and for the shared edge and compute cluster
= NSX Controller nodes for the management cluster and for the shared edge and compute cluster

= NSX vSphere Installation Bundles (VIBs) installed on each host

Procedure

1 Verify the Version, Service Status and Configuration of the NSX Manager Appliances
When you perform maintenance in your environment, verify that the deployed NSX Manager
instances are operational.

2 Verify the Status of NSX Controller Instances and Host Components
After you perform a maintenance in your environment, verify that the deployed NSX Controller
instances are operational.

3 (Optional) Test VXLAN Connectivity of the Hosts in the Management Cluster
Optionally, after you verify that the NSX components are operational, perform a ping test to check
whether two hosts on the VXLAN transport network for the management cluster can reach each
other.

4 (Optional) Test VXLAN Connectivity of the Hosts in the Shared Edge and Compute Cluster
Optionally, after you verify that the NSX components are operational, perform a ping test to check
whether two hosts on the VXLAN transport network for the shared edge and compute cluster can
reach each other.

5 \Verify the Status of NSX Firewall, Service Composer, and Distributed Switches
After you perform software maintenance in your environment, verify that the NSX firewall, service
composer, and distributed switches configurations are intact.

6 Verify the Status of the NSX Edge Devices for North-South Routing

After you perform software maintenance in your environment, verify that the configured NSX Edges
are intact.
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7 Verify the Status of the Universal Distributed Logical Router

After you perform software maintenance in your environment, verify that the configured NSX Edges
are intact.

8 \Verify the Status of the NSX Load Balancer

After you perform software maintenance in your environment, verify that the configured SFOMGMT-
LB0O1 and LAXMGMT-LBO01 load balancer NSX Edges are intact.

Verify the Version, Service Status and Configuration of
the NSX Manager Appliances

When you perform maintenance in your environment, verify that the deployed NSX Manager instances
are operational.

After you patch, update or upgrade the NSX instances in the SDDC, or after you have restored the NSX
appliances, verify the version, the service status and configuration of each NSX Manager appliance.

You verify that the host names and static IP addresses of the NSX Manager appliances remain properly
configured after the maintenance.

Table 3-1. FQDNSs, IP Addresses, and Configuration of the NSX Manager Appliances

Default DNS Server and Search
Region Cluster FQDN IP Address  Gateway Domain
Region A Management mgmt01nsxm01.sfo01.rainpole.local 172.16.11.65 172.16.11.1 172.16.11.5
cluster sfo01.rainpole.local
Shared edge and comp01nsxm01.sfo01.rainpole.local 172.16.11.66
compute cluster
Region B Management mgmt01nsxm51.lax01.rainpole.local  172.17.11.65 172.17.11.1 172.17.11.5
cluster lax01.rainpole.local

Shared edge and comp01nsxm51.lax01.rainpole.local  172.17.11.66
compute cluster

You also verify that each NSX Manager instance synchronizes its time from the region-specific NTP
server, sends its logs to the region-specific vRealize Log Insight instance, and is connected to the
vCenter Server instance.

Table 3-2. Time Synchronization and Syslog Settings of the NSX Manager Appliances

Region Cluster NTP Server Syslog Server

Region A Management cluster ntp.sfo01.rainpole.local vrli-cluster-01.sfo01.rainpole.local

Shared edge and compute cluster ntp.lax01.rainpole.local

Region B Management cluster ntp.lax01.rainpole.local vrli-cluster-51.1ax01.rainpole.local

Shared edge and compute cluster ntp.sfo01.rainpole.local
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Table 3-3. vCenter Server Connection Settings of the NSX Manager Appliances

Region Cluster

Region A°  Management cluster

Shared edge and compute

cluster

Region B Management cluster

Shared edge and compute

cluster

Procedure

vCenter Server FQDN

mgmt01vc01.sfo01.rainpole.local

comp01vc01.sfo01.rainpole.local

mgmt01vc51.1ax01.rainpole.local

comp01vc51.1ax01.rainpole.local

Lookup Service

https://sfo01psc01.sfo01.rainpole.local:
443/lookupservice/sdk

https://lax01psc51.lax01.rainpole.local:
443/lookupservice/sdk

1 Log in to the Management NSX Manager appliance user interface.

a Open a Web browser and go to https://mgmt01lnsxm0@1.sfo01.rainpole.local.

b Log in using the following credentials.

Setting
User name

Password

Value

admin

nsx_manager_admin_password

2 Inthe NSX Manager appliance user interface, click View Summary.

3 If you have performed an update or upgrade, on the Summary tab, verify that the version of the NSX

Manager is updated under NSX Manager Virtual Appliance.

4 Verify that the Status of the following services is Running.

= vPostgres

= RabbitMQ

= NSX Universal Synchronization Service

m NSX Management Service

m  SSH Service

vim
A
]
% | summary | Manage

ﬁ NSX Manager Virtual Appliance
: : DNS Name:

IP Address
Version
Uptime:
Current Time:

Common components
Hame
vPostgres

RabbitMQ

mgmtd 1nsxm01 sfo01 rainpole local
172.16.11.65
6.2.3 Build 3979471

71 days. 11 hours, 24 minutes

Thursday, 22 September 2016 05:46:22 AM UTC

NSX Management Components

Hame

Version

NSX Universal Synchronization Service ~ 6.2.3 Build 3979326

NSX Management Service

VMware, Inc.

6.2.3 Build 3979471

Status
Running

Running

status
Running

Running

System-level components
Name

SSH Service

cPu

Used: 276 MHZ

MEMORY

Used: 9330 MB

STORAGE

Used: 256

1P 172.16.11.65
Name: mgmi0insxm01

Staws

Running

Version: §.2.3 Buld 3979471
User: admin

Free: 2023 MHZ

Capacty: 2209 MHZ

Free: 6695 MB

Capacity: 16025 MB

Free: 61G

Capacity. 35G

Stop
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5 Verify the configuration of the NSX Manager virtual appliance.
a Inthe NSX Manager appliance user interface, click the Manage tab.

b Click General on the left side, and verify that the following settings have the value that is
assigned during initial setup.

Setting Category Setting Expected Value

Time Settings NTP Server m  ntp.sfoO1.rainpole.local

m  ntp.lax01.rainpole.local

Syslog Server Syslog Server  vrli-cluster-01.sfo01.rainpole.local
Port 514
Protocol uDP
:I’I’I‘.’w-‘ 4 P 17216 1165 Version' 6.2 3 Buid 3978471
] Name: mgmid1nsxm01 User: admin
@ | Summary | Manage
SETTINGS Time Settings Unconfigure NTP Servers | [ Edit |
Specify NTP server below. For SSO configuralion to work correclly it is required that the time on this virtual appliance and NTP server should be in sync. Itis recommended lo use ine same NTP server used by
D the SSO server.
SSL Cerificates NTP Server ntp.sfo01.rainpole local
Backups & Restore UE i
e Date/Time 0972272016 05:48:21
COMPONENTS
NSX Management Service —_—
syslog Server [ unconfigure | Eat |

You can spacify the IP address or name of the syslog server that can ba resolvad using the above mentioned DNS Server(s)

Syslog Server vrli-cluster-01 sfo01 rainpole local

Fort 514

Protocol uopP

Locale [T

Below is the current locale information.

Locale en-Us
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C

d

Click Network on the left side, and verify that the General network settings and DNS
Servers are intact.

Setting Category Setting Expected Value

General network settings Host name mgmt01nsxmO01
Domain Name sfo01.rainpole.local
IPv4 Address 172.16.11.65
IPv4 Netmask 255.255.255.0
IPv4 Default Gateway 172.16.11.1

DNS Servers Primary Server 172.16.11.5
Search Domains sfo01.rainpole.local

IP: 172.16.11.65 Version: 6.2.3 Buld 3979471

Name: mgmi0nsxm01 User: admin

ﬁ} | Summary | Manage
L |

SETTINGS General network settings [ Edn
il Hostname Mg 1nsxmo1
m Domain Name sf001 rainpole focal
SSL Certificates 1Pv4 Information Unconfigure IPvd |
Backups & Restore Address 172.16.11.65
Upgrade Netmask 255.255.255.0
COMPONENTS Default Gateway 17216111
NSX Management Service 1Pv6 Information
Address
Prefix Length
Default Gateway
DNS Servers

Unconfigure | [ Edit
To resolve all objects referenced using a hostname, you must provide ane or more DNS servers common to vCenter, ESX hosts and other vSphere components {If primary or secondary server is removed, the
next available dns server in the line would assume the responsibility).

IPv4 DNS Servers
Primary Server 17216.115
Secondary Server
IPvG DNS Servers
Primary Server
Secondary Server
Search Domains sfo01 rainpole local

Click SSL Certificates on the left side, and verify that the attributes of the issuer certificate match
the certificate of the Microsoft certificate authority in the domain.

1P 17216.1165 Version 2.3 Buid 3979471

Name: mgmi0insxm0i  User: admin

{2 | Summary = Manage
L I

SETTINGS SSL Certificates
General List of SSL Certficates available. Certificate signing requestCSR) is used to apply for certificate from an authority of your choice. You can generate or download the already generated one by clicking on the
buttons below.
Network
Generate CSR  Upload PKCS#12 Keyslore

SSL Certificates

Issuer Issued To Valid from Valid unti Rigorithe Ty
Backups & Restore ° "

; CN=rainpole-DCO1RPL-CA DC=rainpole DC=local mgmio insxm01 sfo0 1 rainpole local Mon, 01 Feb 2016 16:45:24 GMT Wed, 31 Jan 2018 16:45:24 GMT RSA

Upgrade

CN=rainpole-DCOTRPL-CA DC=rainpole DC=local rainpole-DCOTRPL-CA Mon, 13 Jul 2015 14:37:26 GMT Mon, 13 Jul 2020 14:46:47 GMT RSA

COMPONENTS
NSX Management Service
SSL Centificate Details.

Issuer CN=rainpole-DCO1RPL-CA,DC=rainpole DC=local
Issued To mgmi0 Insxm01.sfo0 1 rainpole local

Valid from Mon, 01 Feb 2016 16:45:24 GMT

Valid until Wed, 31 Jan 2018 16:45:24 GMT

Certificate Type: End Entity Certificate

Algorithm Type RSA

Key Length 2048

Version 3
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Click Backups & Restore on the left side, and verify that the FTP Server Settings match the
settings that are provided by your system administrator and that the Schedule is set to an hourly
backup frequency.

Click NSX Management Service on the left side, and verify the Lookup Service and vCenter

Server configurations.

Setting Category Setting Value
Lookup Service Lookup Service https://sfo01psc01.sfo01.rainpole.local:
443/lookupservice/sdk

SSO Administrator User Name administrator@vsphere.local
Status Connected

vCenter Server vCenter Server mgmt01vc01.sfo01.rainpole.local
vCenter User Name svc-nsxmanager@rainpole.local
Status Connected

@ | summan | wonsge

SETTIHGS Lookup Service URL Unconfigure Edit

the NTP server for 530 configuration to work correctly

Lookup Serdce URL: hitps fisfoDipsedt sfoD1 rainpole local 443ookupservicersdk
350 User Name: diminist latal
Status. @ Connected
vCenter Senver Edit

Connecting to a vCenter server enables NEX Management Senice to display the VMware Infrastcture inventory, HTTPS port (443) neads 1o be opened for communication between NSX Managerment
Service, ESX and VC. For a 1ull list of ports required, see section ‘Client and User Access’ of Chapter Freparing for Installation” in the NSK Inetaliation and Upgrade Guide'

ifyour vCentar server is hosted by a vCenter Server Appliance, please ensure that appropriate CPU and mamory rasarvation is given 1o this appliance VM. After succassiul configuration of vCanter on NS)
Manager, you need to 109 out of any active client sessions on vphera Wab Client and log back in 1o enable NEX user interface companants

wCenlter Server. mgmtdivedi sfodi rainpale.local
wCenterUserName:  sve-nssmanager@rainpole local
Status: @ Connected - Last successiul inventory update was on Fri, 10 Feb 2017 05:30.07 GMT

6 Repeat the steps for the remaining NSX Manager appliances.

Verify the Status of NSX Controller Instances and Host

Components

After you perform a maintenance in your environment, verify that the deployed NSX Controller instances

are operational.

ForwCenter versions 5.5 and above, you may configure Lookup Service and provide the S50 administrator credentials to register NEX Management Service as a solution user It is also recommended to set

After you patch, update or upgrade, restore the NSX instances, or after failover or failback during disaster

recovery of the management applications, verify the following configuration:
m  Software version and connectivity status of the NSX Controller instances

m  Software version of vSphere Installation Bundles (VIBs) on the ESXi hosts

VMware, Inc.
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Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go to the following URL.

Region Operation Type Management vCenter Server URL
Region A Failback, update, patch, or restore  https://mgmt01lvc0l.sfo0l.rainpole.local/vsphere-client

Region B Failover, update, patch, or restore  https://mgmt01lvc51.1ax01.rainpole.local/vsphere-client

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local

Password vsphere_admin_password

2 In the Navigator pane, click Networking & Security and click Installation.
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3 Verify the connectivity status and the software version of the NSX Controller instances.

a On the Management tab, under NSX Controller Nodes locate each NSX Controller instance.

Region

Region A

Region B

Region A

Region B

Operation Type

Failback, update, patch, or
restore

Failover, update, patch, or
restore

Update, patch, or restore

Failover, update, patch, or
restore

NSX Manager NSX Controller Location IP Addresses
172.16.11.65 NSX Controller instances for the = 172.16.11.118
management cluster " 172.16.11.119
= 172.16.11.120
172.17.11.65  NSX Controller instances for the = 172.17.11.118
management cluster ® 172.17.11.119
m 172.17.11.120
172.16.11.66 NSX Controller instances for the shared m 172.16.31.118
edge and compute cluster = 172.16.31.119
= 172.16.31.120
172.17.11.66 NSX Controller instances for the shared m 172.17.31.118
edge and compute cluster ® 172.17.31.119
= 172.17.31.120

b Verify the connectivity status and the version of each NSX Controller instance.

NSX Controller Option Expected Value
Status Connected
Peers Green icons

Software Version

Updated to the version applied during maintenance

Note Each controller in the primary NSX Manager has an inherited controller instance in the
secondary NSX Manager. Verify that the status of those instances is Connected.

¢ Repeat the steps for the remaining NSX Controller instances.

Installation

JManagemem Host Preparation  Logical Network Preparation  Service Deployments

NSXManagers
64 Actions

NSX Manager

G5 172161166
B8 17216 1165
B8 172171165
B8 17217 1166

Role
Primary
Primary
Secondary

Secondary

NSX Controller nodes

+ = [@

a

14 IP Address vCenter Version
172161166 Jccmpulvcul sio01.rainpola.local 6244292526
172.16.11.65 (5 mgmt01vc01.5fo04 rainpole.local 6.2.4.4292526
17217 1165 [ mgmt01ve51 1ax01 rainpole local 6244292526
17217.11.66 __,J comp01vc51.lax01.rainpole.local 6.2.4.4292526

Name

nsx-confroller-mgmt-03

nsx-confroller-mgmt-02

nsx-controller-mgmt-01

comp-NSX-A-01
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Controller Node
1721611120

controlier-14

17216 11.119

er-13

1721611118

controlier-12

17216.21.118

NSX Manager

B8 172161165

B8 172161165

B8 172161165

B8 172161166

Msnaged By

B8 172.16.1165

B8 17216.1165

B8 17216.1165

B8 172161166

(q
Status Peers Software Version
+ Connected @ @ 6.2.47844
+ Connected @ @ 6.2.47844
+ Connected @ @ 6.2.47844
+ Connected @ @ 6.2.47844
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4 Verify the status of the NSX VIBs on the management and shared edge and compute clusters.
a On the Installation page, click the Host Preparation tab.
b From the NSX Manager drop-down menu, select 172.16.11.65 as the NSX Manager.

¢ Expand the SFO01-Mgmt01 cluster and verify that the following settings are configured.

Table 3-4.

Object Setting Expected Value
SFO01-Mgmt01 cluster VXLAN Configured

Hosts in the cluster Installation Status Updated to the version applied

during maintenance

Firewall Enabled

Installation

Management | Host Preparation | Logical Network Preparation  Service Deployments

NSXManager.  172.16.11.65 (Role: Primary) [ =]

NSX Component Installation on Hosts

G} Actions

Clusters & Hosts Instalistion Status Firewa! VXLAN

¥ fhs1-001 Mgmin1 W 6244292526 « Enabled + Configured
E| mgmt01esx01.sfo01 rainpole.local « 6244292526 + Enabled
[E mgmto1esx03 sfo01 rainpole local W 6244292528 + Enabled
E| mgmt01esx04 sfo01 rainpole.local « 6244292526 + Enabled
[E mgmto1esx02 sfo01 rainpole local W 6244292528 + Enabled

d Repeat the steps for the remaining NSX Manager instances.

Region NSX Manager NSX Manager IP Address Hosts Cluster Name
Region A NSX Manager for the shared edge and compute cluster 172.16.11.66 SFO01-Comp01
Region B NSX Controller instances for the management cluster 172.17.11.65 LAX01-MgmtO1
Region B NSX Manager for the shared edge and compute cluster 172.17.11.66 LAX01-Comp01

5 (Optional) Confirm that the NSX VIBs on the hosts are updated.

a Open an SSH connection to a host in each cluster with user name root and password
esxi_root_user_password.

Cluster Host

SFO01-Mgmt01  mgmt01esx01.sfo01.rainpole.local
SFO01-Comp01  comp01esx01.sfo01.rainpole.local
LAX01-Mgmt01  mgmtO1esx51.lax01.rainpole.local

LAX01-Comp01  compO1esx51.sfo01.rainpole.local

b  Run the following console command.

esxcli software vib list | grep esx
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¢ Make sure that the following VIBs have been updated to the expected version.
B esx-vsip
m esx-vxlan

d Verify that the User World Agent (UWA) in the ESXi host is running.
/etc/init.d/netcpad status

e Repeat the steps for a host in each of the other clusters in the SDDC.

(Optional) Test VXLAN Connectivity of the Hosts in the
Management Cluster

Optionally, after you verify that the NSX components are operational, perform a ping test to check
whether two hosts on the VXLAN transport network for the management cluster can reach each other.

You create a logical switch on the VXLAN network in Region A and use that switch for the ping between
the hosts in both regions.

Table 3-5. Test Parameters for VXLAN Host Connectivity

NSX Manager IP Address  Source Host Destination Host

NSX Manager for the management 172.16.11.65 mgmt01esx04.sfo01.rainpole.local mgmt01esx01.sfo01.rainpole.local
cluster in Region A

NSX Manager for the management 172.17.11.65 mgmtO1esx54.lax01.rainpole.local mgmt01esx51.lax01.rainpole.local
cluster in Region B

Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc0l.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Create a logical switch to test the logical network.
a Inthe Navigator pane, click Networking & Security and click Logical Switches.

b  On the Logical Switches page, select 172.16.11.65 from the NSX Manager drop-down menu.
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¢ Click the New Logical Switch icon.

d Inthe New Logical Switch dialog box, enter the following settings, and click OK.

Setting Value
Name mgmt01-logical-switch
Transport Zone Mgmt Transport Zone
Replication mode Hybrid

Enable IP Discovery Selected

Enable MAC Learning Deselected

-
7 New Logical Switch (?) M

Name: xlmgmlm-\uglcal-swwlch |

Description:

TransportZone: = |MgmtTransport Zone Change Remove

Replication mode: () Multicast

ast on Physical network used for VXLAN control piane

N ¢ andled by NSX Controller Cluster.
(=) Hybrid
Optimized Unicast mode. Offioads local traffic repiication to physical nefwork.
[ Enable IP Discovery
[C] Enable MAC Learning

OK Cancel

. _ 2

3 Use the ping monitor to test connectivity in Region A.
a On the Logical Switches page, double-click mgmt01-logical-switch.

b On the mgmt01-logical-switch page, click the Monitor tab and click Ping.
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¢ Under Test Parameters, enter the parameters for the ping and click Start Test.

You use VXLAN standard packet size that is 1550 bytes without fragmentation. In this case, NSX
checks connectivity and verifies that the infrastructure is prepared for VXLAN traffic.

Ping Test Parameter Value
Source host mgmt01esx04.sfo01.rainpole.local
Destination host mgmt01esx01.sfo01.rainpole.local

Size of test packet VXLAN standard

d After the ping is complete, verify that the Results pane displays no error messages.

vmware® vSphere Web Client #=

MNavigator X gmgrmm-lugical-switch Actions ~
4 Metworking & Security O Summary | Monitor | Manage Related Objects
¥t mgmt01-logical-switch

I NS Edge Hosts

E Hasts

“ Test Parameters
(3 Virtual Machines =
Broadcast Source hast
|mgmmest-l.sram.rainpule.\ocal H Browse...

Size oftest packet

| wiLan standard |~ |

Destination host

|mgmmesxm.sram.rainpule.\ocal H Browse...

Start Test

Results

Status:  Test Completed

Packets sent by
mgmt01esx04.sfol1 rain
polelocal

All packets received by
rarmtd1 esx01.sfo01.rain
polelocal

Packets transmitted 3
Packets received 3

Packets lost 0

Average round trip 0145 ms

4 Test the connectivity in Region B.
a In the Navigator pane, click Networking & Security and click Logical Switches.
b On the Logical Switches page, select 172.17.11.65 from the NSX Manager drop-down menu.
¢ Double-click mgmt01-logical-switch, click the Monitor tab and click Ping.

d Under Test Parameters, enter the parameters for the ping and click Start Test.

Ping Test Parameter Value
Source host mgmt01esx54.lax01.rainpole.local
Destination host mgmt01esx51.lax01.rainpole.local

Size of test packet VXLAN standard

e After the ping is complete, verify that the Results pane displays no error messages.
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(Optional) Test VXLAN Connectivity of the Hosts in the
Shared Edge and Compute Cluster

Optionally, after you verify that the NSX components are operational, perform a ping test to check
whether two hosts on the VXLAN transport network for the shared edge and compute cluster can reach
each other.

You create a logical switch on the VXLAN network in Region A and use that switch for the ping between
the hosts in both regions.

Table 3-6. Test Parameters for VXLAN Host Connectivity

NSX Manager IP Address  Source Host Destination Host

NSX Manager for the shared edge and 172.16.11.66 compO1esx04.sfo01.rainpole.local compO1esx01.sfo01.rainpole.local
compute cluster in Region A

NSX Manager for the shared edge and 172.17.11.66 compO01esx52.lax01.rainpole.local comp01esx51.lax01.rainpole.local
compute cluster in Region B

Procedure

1 Log in to the Compute vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://comp01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Create a logical switch to test the logical network.
a Inthe Navigator pane, click Networking & Security and click Logical Switches.

b On the Logical Switches page, select 172.16.11.66 from the NSX Manager drop-down menu.
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¢ Click the New Logical Switch icon.

d Inthe New Logical Switch dialog box, enter the following settings, and click OK.

Setting Value
Name compO01-logical-switch
Transport Zone Comp Transport Zone
Replication mode Hybrid

Enable IP Discovery Selected

Enable MAC Learning Deselected

% New Logical Switch 2) W
Name: x‘cumpm-\ugmal-swwlch ‘
Description:

Transport Zone: = Compute Transport Zone Change Remove
Replication mode: () Multicast
Multicast on Physical network used for VXLAN control plane
() Unicast

VXLAN control piane handled by NSX Controller Cluster
(=) Hybrid

otimized Ur

mode. Offioads local traffic replication fo physical network
[ Enable IP Discovery
[[] Enable MAC Learning

OK Cancel

3 Use the ping monitor to test connectivity.
a On the Logical Switches page, double-click comp01-logical-switch.

b On the comp01-logical-switch page, click the Monitor tab and click Ping.
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¢ Under Test Parameters, enter the parameters for the ping and click Start Test.

You use VXLAN standard packet size that is 1550 bytes without fragmentation. In this case, NSX
checks connectivity and verifies that the infrastructure is prepared for VXLAN traffic.

Ping Test Parameter Value
Source host compO01esx04.sfo01.rainpole.local
Destination host comp01esx01.sfo01.rainpole.local

Size of test packet VXLAN standard

d After the ping is complete, verify that the Results pane displays no error messages.

vmware* vSphere Web Client  #= Updated at 2:27 PM 4% |
Navigator X goompm-logical-switch Actions ~
4 Networking & Sec. @ Summary | Monitor | Manage Related Objects
E sx Eoge _iis
Q Hosts
“ Test Parameters
R T

Broadcast Source host

|:amp01esx02 sfo01.rainpole Iad [ Browse...

Size oftest packet

| vxLAN standard |~ |

Destination host

|:amp01esx01 sfo01.rainpole Iad [ Browse...

Start Test

Results

Status: Test Completed

Packets sent by
comp01esx02.sfo01.rainp
ole.local

All packets received by
comp01esx01.5fo01.rainp
ole.local

Packets transmitted 3
Packets received 3

Packets lost 0

Average roundtrip  0.164 ms

4  Test the connectivity in Region B.
a Inthe Navigator pane, click Networking & Security and click Logical Switches.
b On the Logical Switches page, select 172.17.11.66 from the NSX Manager drop-down menu.
¢ Double-click comp01-logical-switch, click the Monitor tab, and click Ping.

d Under Test Parameters, enter the parameters for the ping and click Start Test.

Ping Test Parameter Value
Source host comp01esx52.1ax01.rainpole.local
Destination host comp01esx51.lax01.rainpole.local

Size of test packet VXLAN standard

e After the ping is complete, verify that the Results pane displays no error messages.
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Verify the Status of NSX Firewall, Service Composer, and
Distributed Switches

After you perform software maintenance in your environment, verify that the NSX firewall, service
composer, and distributed switches configurations are intact.

After you patch, update or upgrade the NSX instances, or after you have restored the NSX appliances,
verify the NSX firewall, service composer, and distributed switches configuration of each NSX Manager
appliance.

Table 3-7. NSX Manager Instances

Region NSX Manager Instance IP Address

Region A NSX Manager for the management cluster 172.16.11.65
NSX Manager for the shared edge and compute cluster 172.16.11.66

Region B NSX Manager for the management cluster 172.17.11.65

NSX Manager for the shared edge and compute cluster 172.17.11.66

Procedure
1 Login to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcO0l.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Verify the status of the NSX firewall.
a Inthe Navigator pane, click Networking & Security.
b  Under Networking & Security, click Firewall.
¢ Select 172.16.11.65 from the NSX Manager drop-down menu.
d Verify that the Firewall configurations are intact.
e Repeat the step for the remaining NSX Manager instances.
3 \Verify the status of the service composer.
a Inthe Navigator pane, click Networking & Security.
b Under Networking & Security, click Service Composer.

¢ Select 172.16.11.65 from the NSX Manager drop-down menu.
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d Verify that the Security Groups, Security Policies and Canvas settings are intact.
e Repeat the step for the remaining NSX Manager instances.

4 Verify the status of the distributed switches and configured port groups for both regions.
a Inthe Navigator pane, click Home and click Networking.

b  Verify that the following distributed switches and port groups are present.

vCenter Server Distributed Switch Port Group

mgmt01vc01.sfo01.rainpole.local vDS-Mgmt = vDS-Mgmt-Management
= vDS-Mgmt-vMotion
= vDS-Mgmt-VSAN
= vDS-Mgmt-NFS
= yDS-Mgmt-VR
m  vDS-Mgmt-Uplink01
= vDS-Mgmt-Uplink02
= vDS-Mgmt-Ext-Management

comp01vc01.sfo01.rainpole.local vDS-Comp m  vDS-Comp-Management
m  vDS-Comp-vMotion
= vDS-Comp-NFS

mgmt01vc51.lax01.rainpole.local  vDS-Mgmt vDS-Mgmt-Management
vDS-Mgmt-vMotion
vDS-Mgmt-VSAN
vDS-Mgmt-NFS
vDS-Mgmt-VR
vDS-Mgmt-Uplink01
vDS-Mgmt-Uplink02
vDS-Mgmt-Ext-Management

comp01vc51.lax01.rainpole.local  vDS-Comp vDS-Comp-Management
vDS-Comp-vMotion
vDS-Comp-NFS

¢ Right-click the vDS-Mgmt distributed switch and select Settings > Edit Settings.
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d Verify the following values under the General and Advanced sections.

Setting Value
Number of uplinks 2
Network I/0O Control Enabled
MTU 9000

e Under the vDS-Mgmt distributed switch, right-click a port group and click Edit settings to verify
the following values under General and VLAN sections.

®  Region A Configuration

Distributed Switch Port Group Name Port Binding VLAN Type VLAN ID

vDS-Mgmt vDS-Mgmt- Ephemeral binding VLAN 1611
Management
vDS-Mgmt-vMotion  Static binding VLAN 1612
vDS-Mgmt-VSAN Static binding VLAN 1613
vDS-Mgmt-NFS Static binding VLAN 1615
vDS-Mgmt-VR Static binding VLAN 1616
vDS-Mgmt-Uplink01  Static binding VLAN 2711
vDS-Mgmt-Uplink02  Static binding VLAN 2712
vDS-Mgmt-Ext- Static binding VLAN 130
Management

vDS-Comp vDS-Comp- Static binding VLAN 1621
Management
vDS-Comp-vMotion  Static binding VLAN 1622
vDS-Comp-NFS Static binding VLAN 1625

®  Region B Configuration

Distributed Switch Port Group Name Port Binding VLAN Type VLAN ID

vDS-Mgmt vDS-Mgmt- Ephemeral binding VLAN 1711
Management
vDS-Mgmt-vMotion  Static binding VLAN 1712
vDS-Mgmt-VSAN Static binding VLAN 1713
vDS-Mgmt-NFS Static binding VLAN 1715
vDS-Mgmt-VR Static binding VLAN 1716
vDS-Mgmt-Uplink01  Static binding VLAN 2714
vDS-Mgmt-Uplink02  Static binding VLAN 2715
vDS-Mgmt-Ext- Static binding VLAN 150
Management
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Distributed Switch Port Group Name Port Binding VLAN Type VLAN ID
vDS-Comp vDS-Comp- Static binding VLAN 1731
Management
vDS-Comp-vMotion  Static binding VLAN 1732
vDS-Comp-NFS Static binding VLAN 1734

Verify the Status of the NSX Edge Devices for North-
South Routing

After you perform software maintenance in your environment, verify that the configured NSX Edges are
intact.

After you patch, update or upgrade the NSX instances in the SDDC, or after you have restored the NSX
instances, verify the configuration of each NSX edge appliances are intact.

Table 3-8. IP Addresses and NSX edges of the NSX Manager Appliances

Region NSX Manager Instance IP Address  NSX Edge Name

Region A NSX Manager for the management cluster 172.16.11.65 SFOMGMT-ESGO1
SFOMGMT-ESG02

NSX Manager for the shared edge and compute cluster 172.16.11.66 SFOCOMP-ESGO01
SFOCOMP-ESG02

Region B NSX Manager for the management cluster 172.17.11.65 LAXMGMT-ESGO01
LAXMGMT-ESG02

NSX Manager for the shared edge and compute cluster 172.17.11.66 LAXCOMP-ESGO01

LAXCOMP-ESG02

Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Verify that the edge interface settings are intact.
a Inthe Navigator pane, click Networking & Security, and click NSX Edges.
b Select 172.16.11.65 from the NSX Manager drop-down menu.
¢ Double-click the SFOMGMT-ESG01 NSX Edge device.
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d Click the Manage tab, click Settings, and select Interfaces.

e Select the Uplink01 interface and click the Edit icon.

f  Verify that the following interface settings are intact.

Region A Configuration

Setting SFOMGMT-ESG01 SFOMGMT-ESG02 SFOCOMP-ESGO01 SFOCOMP-ESG02
Name Uplink01 Uplink01 Uplink01 Uplink01

Type Uplink Uplink Uplink Uplink

Connected To

vDS-Mgmt-Uplink01

vDS-Mgmt-Uplink01

vDS-Comp-Uplink01

vDS-Comp-Uplink01

Connectivity Status Connected Connected Connected Connected
Primary IP Address 172.27.11.2 172.27.11.3 172.16.35.2 172.16.35.3
Subnet Prefix Length 24 24 24 24

MTU 9000 9000 9000 9000

Send ICMP Redirect  Selected Selected Selected Selected

Region B Configuration

Setting LAXMGMT-ESG01 LAXMGMT-ESG02 LAXCOMP-ESGO01 LAXCOMP-ESG02
Name UplinkO1 UplinkO1 UplinkO1 Uplink01

Type Uplink Uplink Uplink Uplink

Connected To
Connectivity Status
Primary IP Address
Subnet Prefix Length
MTU

Send ICMP Redirect

vDS-Mgmt-Uplink01
Connected
172.27.14.2

24

9000

Selected

vDS-Mgmt-Uplink01
Connected
172.27.14.3

24

9000

Selected

g Select the Uplink02 interface and click the Edit icon.
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vDS-Comp-Uplink01
Connected
172.17.35.2

24

9000

Selected

vDS-Comp-Uplink01
Connected
172.17.35.3

24

9000

Selected
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h  Verify that the following interface settings are intact.

VMware, Inc.

Region A Configuration

Setting SFOMGMT-ESG01 SFOMGMT-ESG02 SFOCOMP-ESGO01 SFOCOMP-ESG02
Name Uplink02 Uplink02 Uplink02 Uplink02

Type Uplink Uplink Uplink Uplink

Connected To

vDS-Mgmt-Uplink02

vDS-Mgmt-Uplink02

vDS-Comp-Uplink02

vDS-Comp-Uplink02

Connectivity Status Connected Connected Connected Connected
Primary IP Address 172.27.12.3 172.27.12.2 172.27.13.3 172.27.13.2
Subnet Prefix Length 24 24 24 24

MTU 9000 9000 9000 9000

Send ICMP Redirect  Selected Selected Selected Selected

Region B Configuration

Setting LAXMGMT-ESG01 LAXMGMT-ESG02 LAXCOMP-ESGO01 LAXCOMP-ESG02
Name Uplink02 Uplink02 Uplink02 Uplink02

Type Uplink Uplink Uplink Uplink

Connected To
Connectivity Status
Primary IP Address
Subnet Prefix Length
MTU

Send ICMP Redirect

vDS-Mgmt-Uplink02
Connected
172.27.15.3

24

9000

Selected

vDS-Mgmt-Uplink02
Connected
172.27.15.2

24

9000

Selected

vDS-Comp-Uplink02
Connected
172.27.21.3

24

9000

Selected

vDS-Comp-Uplink02
Connected
172.27.21.2

24

9000

Selected
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i  Select the UDLR interface and click the Edit icon.

j  Verify that the following interface settings are intact.

Region A Configuration

Setting SFOMGMT-ESG01 SFOMGMT-ESG02 SFOCOMP-ESG01 SFOCOMP-ESG02
Name UDLR UDLR UDLR UDLR

Type Internal Internal Internal Internal

Connected To Universal Universal Universal Universal

Transit Network

Transit Network

Transit Network

Transit Network

Connectivity Status Connected Connected Connected Connected
Primary IP Address 192.168.10.1 192.168.10.2 192.168.100.1 192.168.100.2
Subnet Prefix Length 24 24 24 24

MTU 9000 9000 9000 9000

Send ICMP Redirect  Selected Selected Selected Selected

Region B Configuration

Setting LAXMGMT-ESG02 LAXMGMT-ESG02 LAXCOMP-ESG02 LAXCOMP-ESG02
Name UDLR UDLR UDLR UDLR

Type Internal Internal Internal Internal

Connected To Universal Universal Universal Universal

Connectivity Status
Primary IP Address
Subnet Prefix Length
MTU

Send ICMP Redirect

Transit Network

Connected

192.168.10.51

24

9000

Selected

3 Verify the firewall settings of the edges.

a Click the Manage tab and click Firewall.

b  Verify that the Firewall is disabled.

4 Verify the Routing settings of the edges.

Transit Network

Connected

192.168.10.52

24

9000

Selected

Transit Network
Connected
192.168.100.51
24

9000

Selected

a Click the Manage tab, click Routing and click Global Configuration.

b  Verify that the following Global Configuration settings are intact.

Setting

ECMP

Value

Enabled

Router ID  Uplink01

¢ On the Routing tab, click BGP.
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Transit Network

Connected

192.168.100.52

24

9000

Selected
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d Verify that the following BGP Configuration settings are intact.

SFOMGMT-ESGO01 SFOCOMP-ESGO01 LAXMGMT-ESGO01 LAXCOMP-ESGO01
and SFOMGMT- and SFOCOMP- and LAXMGMT- and LAXCOMP-
Setting ESG02 ESG02 ESG02 ESG02
Status Enabled Enabled Enabled Enabled
Local AS 65003 65000 65003 65000
Graceful Restart Enabled Enabled Enabled Enabled

e Verify that the following Neighbors settings are intact.

First Top of Rack Second Top of

NSX Edge Device Setting Switch Value RackSwitch Value UDLR Value
SFOMGMT-ESG01 SFOMGMT- IP Address 172.27.111 172.27.121 192.168.10.4
ESG02 Remote AS 65001 65001 65003

Weight 60 60 60

Keep Alive Time 4 4 1

Hold Down Time 12 12 3
SFOCOMP-ESG01SFOCOMP- IP Address 172.16.35.1 172.27.13.1 192.168.100.4
ESG02 Remote AS 65001 65001 65000

Weight 60 60 60

Keep Alive Time 4 4 1

Hold Down Time 12 12 3
LAXMGMT-ESGO1LAXMGMT-ESG02  IP Address 172.27.14.1 172.27.15.1 192.168.10.4

Remote AS 65002 65002 65003

Weight 60 60 60

Keep Alive Time 4 4 1

Hold Down Time 12 12 3
LAXCOMP-ESGO1LAXCOMP-ESG02  IP Address 172.17.35.1 172.27.21.1 192.168.100.4

Remote AS 65002 65002 65000

Weight 60 60 60

Keep Alive Time 4 4 1

Hold Down Time 12 12 3

f  On the Routing tab, click Route Redistribution.
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g \Verify that the following Route Redistribution Status settings are intact.

Setting Value
OSPF Deselected

BGP Selected

h  Verify that the following Route Redistribution table settings are intact.

Setting Value
Prefix Any

Learner Protocol BGP

OSPF Deselected
ISIS Deselected
Connected Selected
Action Permit

5 Repeat this verification procedure for the remaining NSX Edge devices.

What to do next

Verify that the NSX Edge devices are successfully peering, and that BGP routing has been established by
following the instructions in Verify Peering of Upstream Switches and Establishment of BGP in Region A
from VMware Validated Design Deployment Guide for Region A. Perform verification for the following
pairs of NSX Edge devices.

1  SFOMGMT-ESG01 and SFOMGMT-ESG02
2 SFOCOMP-ESGO01 and SFOCOMP-ESG02
3 LAXMGMT-ESGO01 and LAXMGMT-ESG02
4 LAXCOMP-ESGO01 and LAXCOMP-ESGO02

Verify the Status of the Universal Distributed Logical
Router

After you perform software maintenance in your environment, verify that the configured NSX Edges are
intact.

After you patch, update or upgrade the NSX instances in the SDDC, or after you have restored the
NSX instances, verify that the Universal Distributed Logical Router (UDLR) configurations are intact.

Table 3-9. IP Addresses and UDLR of the NSX Manager Appliances

NSX Manager Instance IP Address UDLR Device Device Name
NSX Manager for the management cluster 172.16.11.65 UDLRO1 (Management cluster) UDLRO1

NSX Manager for the shared edge and compute 172.16.11.66 UDLRO1 (Shared edge and compute UDLRO1
cluster cluster)
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Procedure

1 Log in to vCenter Server by using the vSphere Web Client.

a

Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 \Verify that the UDLR interface settings are intact.

a

b

In the Navigator pane, click Networking & Security, and click NSX Edges.
Select 172.16.11.65 from the NSX Manager drop-down menu.

Double-click the UDLR01 NSX Edge device.

Click the Manage tab, click Settings, and select Interfaces.

Select the Uplink interface and click the Edit icon.

Verify that the following interface settings are intact.

Setting Value for Management UDLR Value for Shared Edge and Compute UDLR
Name Uplink Uplink

Type Uplink Uplink

Connected To Universal Transit Network Universal Transit Network

Connectivity Status Connected Connected

Primary IP Address 192.168.10.3 192.168.100.3

Subnet Prefix Length 24 24

MTU 9000 9000

Select the Mgmt-xRegion01 interface and click the Edit icon.

Verify that the following interface settings are intact.

Setting Value for Management UDLR
Name Mgmt-xRegion01

Type Internal

Connected To Mgmt-xRegion01-VXLAN

Connectivity Status Connected
Primary IP Address 192.168.11.1
Subnet Prefix Length 24

MTU 9000
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i Select the Mgmt-RegionA01 interface and click the Edit icon.

j  Verify that the following interface settings are intact.

Setting Value for Management UDLR
Name Mgmt-RegionA01

Type Internal

Connected To Mgmt-RegionA01-VXLAN

Connectivity Status Connected
Primary IP Address 192.168.31.1
Subnet Prefix Length 24

MTU 9000

3 Verify the Routing settings of the UDLR.

a Click the Manage tab, click Routing and click Global Configuration.

b  Verify that the following Global Configuration settings are intact.

Setting Value
ECMP Enabled

Router ID  Uplink

¢ On the Routing tab, click BGP.

d Verify that the following BGP Configuration settings are intact.

Setting Value for Management UDLR Value for Shared Edge and Compute UDLR
Status Enabled Enabled
Local AS 65003 65000

Graceful Restart Enabled

Enabled

e Verify that the following Neighbors settings are intact.

Value for Management UDLRO01

Value for Shared Edge and Compute UDLRO01

Setting SFOMGMT-ESGO01
Forwarding Address  192.168.10.3

Protocol Address 192.168.10.4

IP Address 192.168.10.1
Remote AS 65003
Weight 60

Keep Alive Time 1

Hold Down Time 3

f  On the Routing tab, click Route Redistribution.
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SFOMGMT-ESG02

192.168.10.3

192.168.10.4

192.168.10.2

65003
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1

3

SFOCOMP-ESGO01 SFOCOMP-ESG02

192.168.100.3 192.168.100.3
192.168.100.4 192.168.100.4
1192.168.100.1 192.168.100.2
65000 65000

60 60
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g \Verify that the following Route Redistribution Status settings are intact.

Setting Value
OSPF Deselected

BGP Selected

h  Verify that the following Route Redistribution table settings are intact.

Setting Value
Prefix Any

Learner Protocol BGP

OSPF Deselected
Static routes Deselected
Connected Selected
Action Permit

4 \Verify that the UDLR is successfully peering, and that BGP routing has been established by following
the instructions in Verify Establishment of BGP for the Universal Distributed Logical Router in Region
A from VMware Validated Design Deployment Guide for Region A.

5 Repeat this verification procedure for UDLRO1 in the shared edge and compute clusters in the
SDDC and verify that the UDLR is successfully peering, and that BGP routing has been
established by following the instructions in Verify Establishment of BGP for the Universal Distributed
Logical Router in the Shared Edge and Compute Cluster in Region A from VMware Validated Design
Deployment Guide for Region A.

6 Repeat the steps for the remaining NSX Manager appliances.

Verify the Status of the NSX Load Balancer

After you perform software maintenance in your environment, verify that the configured SFOMGMT-
LB0O1 and LAXMGMT-LBO01 load balancer NSX Edges are intact.

The configuration of the two NSX edges is almost identical. The only difference is that the OneArmLB
interface of the LAXMGMT-LB01 NSX Edge must be in the disconnected state.

Table 3-10. NSX Manager Instances and Load Balancer NSX Edges

Region NSX Manager Instance IP Address Load Balancer
Region A NSX Manager for the management cluster  172.16.11.65 SFOMGMT-LBO1

Region B NSX Manager for the management cluster  172.17.11.65 LAXMGMT-LB01
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Procedure

1 Log in to vCenter Server by using the vSphere Web Client.

a

2 \Verify that the settings for the interface of the SFOMGMT-LBO01 load balancer are intact.

a

b

Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

In the Navigator, click Networking & Security and click NSX Edges.
Select 172.16.11.65 from the NSX Manager drop-down menu.
Double-click the SFOMGMT-LB01 NSX Edge device.

Click the Manage tab, click Settings, and select Interfaces.

Select the OneArmLB interface and click the Edit icon.

Verify that the following interface settings are intact.

Setting SFOMGMT-LBO01

Name OneArmLB

Type Internal

Connected To Mgmt-xRegion01-VXLAN
Connectivity Status Connected

Primary IP Address 192.168.11.2

Secondary IP Address  192.168.11.35,192.168.11.59,192.168.11.56,192.168.11.65,192.168.11.53
Subnet Prefix Length 24

MTU 9000

Send ICMP Redirect Selected

3 Verify that the SFOMGMT-LBO01 load balancer settings are intact.

a
b

C

Click the Manage tab, click Load Balancer, and select Global Configuration.
Verify that Load Balancer Status is Enabled.

Select Application Profiles.
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d Select an application profile and click Edit for all configured entries to verify that the
following settings are intact.

Setting vRealize-https VROPS_HTTPS VROPS_REDIRECT

Type HTTPS HTTPS HTTP

Enable SSL Passthrough  Selected Selected N/A

HTTP Redirect URL N/A N/A https://vrops-cluster-01.rainpole.local/vcops-web-
ent/login.action

Persistence Source IP Source IP Source IP

Expires in (Seconds) 120 1800 1800

Client Authentication Ignore Ignore N/A

e Select Service Monitoring.

f  Select a Service Monitor and click Edit for all configured entries to verify that the
following settings are intact.

The following settings are same for all Service Monitors:
= |nterval =3
m  Method = GET

= Type = HTTPS

Max
Service Monitor Name Timeout Retries Expected URL Receive
vra-iaas-mgr-443-monitor 9 3 /NVMPSProvision ProvisionService
vra-iaas-web-443-monitor 9 3 /wapi/api/status/web REGISTERED
vra-svr-443-monitor 9 3 Ivcac/services/api/health
vra-vro-8281-monitor 9 3 204 /vcolapi/healthstatus RUNNING
VROPS_MONITOR 5 2 /suite- ONLINE

api/api/deployment/node/status

g Select Pools and click Show Pool Statistics and verify that the Status of each pool is UP.
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Select a pool and click Edit for all configured entries to verify that the following settings are intact.

The following settings are same for all pools:

= Enable member = Yes

= Weight=1
Members
Member
Pool Name Algorithm Monitors Name IP address Port Monitor Port
vra-svr-443 IP-HASH vra-svr-443- vra01svrO1a 192.168.11.51 443 443
monitor
vra01svrO1b 192.168.11.52
vra-iaas- IP-HASH vra-iaas- vra01iws01a 192.168.11.54 443 443
web-443 web-443- .
. vra01iws01b 192.168.11.55
monitor
vra-iaas- IP-HASH vra-iaas- vra01ims01a 192.168.11.57 443 443
mgr-443 mgr-443- )
. vra01ims01b 192.168.11.58
monitor
vra-vro-8281 IP-HASH vra-vro-8281- vra01vroO1a 192.168.11.63 8281 8281
monitor
vra01vro01b 192.168.11.64
vra-svr-8444 IP-HASH vra-svr-443- vraO1svrO1a 192.168.11.51 8444 443
monitor
vra01svrO1b 192.168.11.52
VROPS_POOL LEASTCONN VROPS_MON  vrops- 192.168.11.31 443 443
ITOR mstrn-01

Select Virtual Servers.

vrops-repln-02

192.168.11.32

vrops- 192.168.11.33
datan-03
vrops- 192.168.11.34
datan-04

Select a virtual server and click Edit for all configured entries to verify that the following settings

are intact.

Virtual Server Name Application Profile IP Address Protocol Port Default Pool
vra-iaas-mgr-443 vRealize-https 192.168.11.59 HTTPS 443 vra-iaas-mgr-443
vra-iaas-web-443 vRealize-https 192.168.11.56 HTTPS 443  vra-iaas-web-443
vra-svr-443 vRealize-https 192.168.11.53 HTTPS 443 vra-svr-443
vra-svr-8444 vRealize-https 192.168.11.53 HTTPS 8444  vra-svr-8444
vra-vro-8281 vRealize-https 192.168.11.65 HTTPS 8281 vra-vro-8281
VROPS_VIRTUAL_SERVER VROPS_HTTPS 192.168.11.35 HTTPS 443  VROPS_POOL
VROPS_REDIRECT VROPS_REDIRECT 192.168.11.35 HTTP 80 NONE
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4 Verify the settings for the LAXMGMT-LB01 NSX Edge.

a

b

In the Navigator, click Networking & Security and click NSX Edges.
Select 172.17.11.65 from the NSX Manager drop-down menu.
Double-click the LAXMGMT-LB01 NSX Edge device.

Click the Manage tab, click Settings, and select Interfaces.

Select the OneArmLB interface and click the Edit icon.

Verify that the following interface settings are intact.

Setting LAXMGMT-LBO01

Name OneArmLB

Type Internal

Connected To Mgmt-xRegion01-VXLAN
Connectivity Status Disconnected

Primary IP Address 192.168.11.2

Secondary IP Address  192.168.11.35,192.168.11.59,192.168.11.56,192.168.11.65,192.168.11.53
Subnet Prefix Length 24

MTU 9000

Send ICMP Redirect Selected

Verify that the LAXGMT-LBO01 load balancer settings are intact by using the values in the previous

step.
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Validate vRealize Operations
Manager

After a maintenance like an update, upgrade, restore or recovery, verify that all vRealize Operations
Manager nodes are available.

Verify the functionality of vRealize Operations Manager after a planned maintenance.

Procedure

1

Verify the Power Status of All vRealize Operations Manager VMs

All virtual machines of vRealize Operations Manager must be properly configured and running.

Verify the Configuration of vRealize Operations Manager Cluster Nodes and Remote Collectors
After performing planned maintenance in your environment, verify that vRealize Operations Manager
Cluster nodes and Remote Collectors are online and performing the data collection.

Verify the vRealize Operations Manager Load Balancing

If you perform an update, patch, restore, failover or failback of the vRealize Operations Manager,
verify the load balancing of the cluster.

Validate vRealize Operations Manager Adapters and Management Packs

After performing maintenance (i.e. patching, updating, upgrading, restoring and disaster recovery) in
your environment, validate the configuration of the adapters and management packs in vRealize
Operations Manager.

Verify the Power Status of All vRealize Operations
Manager VMs

All virtual machines of vRealize Operations Manager must be properly configured and running.

For more information about the FQDNs and IP address of each VM, see the list of registered DNS Names
from VMware Validated Design Planning and Preparation Guide for this validated design.

Prerequisites

Verify that all vRealize Operations Manager VMs are started according to Startup Order of the
Management Virtual Machines.
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Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go to the following URL.

Region Management vCenter Server URL
Region A https://mgmt01lvcOl.sfo0l1.rainpole.local/vsphere-client

Region B https://mgmt01lvc51.1ax01.rainpole.local/vsphere-client

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password
2 Verify that all virtual machines of vRealize Operations Manager are powered on and configured
properly.
a Onthe Home page, click VMs and Templates.

b In the Navigator, go to the following folder names of vCenter Server and verify that the virtual
machines are configured in the following way.

Region Folder Name VM Name FQDN IP Address

Region A vROps01 vrops-mstrn-01  vrops-mstrn-01.rainpole.local 192.168.11.31
vrops-repln-02 vrops-repln-02.rainpole.local 192.168.11.32
vrops-datan-03 vrops-datan-03.rainpole.local 192.168.11.33

VROps01RC vrops-rmtcol-01  vrops-rmtcol-01.sfo01.rainpole.local 192.168.31.31
vrops-rmtcol-02 vrops-rmtcol-02.sfo01.rainpole.local  192.168.31.32
Region B vVROps51RC  vrops-rmtcol-51  vrops-rmtcol-51.lax01.rainpole.local  192.168.32.31

vrops-rmtcol-52 vrops-rmtcol-52.1ax01.rainpole.local  192.168.32.32

Verify the Configuration of vRealize Operations Manager
Cluster Nodes and Remote Collectors

After performing planned maintenance in your environment, verify that vRealize Operations Manager
Cluster nodes and Remote Collectors are online and performing the data collection.

Verify the following configurations:

m  vRealize Operations Manager health
m  Self Monitoring dashboard

= Authentication sources

m  Certificates
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= Licensing
Procedure
1 Login to vRealize Operations Manager by using the administration console.
a Open a Web browser and go to https://vrops—cluster-01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin
Password vrops_admin_password

2 Verify that the cluster is online, all data nodes are running, and are joined to the cluster.

a Inthe left pane of vRealize Operations Manager, click Home and select Administration >
Cluster Management.

b  Verify that the vRealize Operations Manager Cluster Status is Online and High Availability mode
is Enabled.

3 If you have performed an upgrade or update, in the Nodes in the vRealize Operations Manager
Cluster table, verify that the software version of all vRealize Operations Manager nodes is correct.

4 Verify the State and Status of all vRealize Operations Manager nodes.
a Inthe cluster nodes table, verify that the State is Running and Status is Online for all nodes.

m  vrops-mstrn-01

m  vrops-repln-02

= vrops-datan-03
m  vrops-rmtcol-01
= vrops-rmtcol-02
®m  vrops-rmtcol-51
®  vrops-rmtcol-52

b In the Adapter instances table, verify that Status is Data receiving for all instances.
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5 Verify the vRealize Operations Manager Cluster Health.
a Inthe left pane of vRealize Operations Manager, click Home

b On the Home page, from the from the Dashboard List drop-down menu, select vSphere
Dashboards Library > Other > Self Health

¢ Verify that the status of all objects from the cluster is Green.

(G} Home Dashboard List ~ | Actions «
Home MPMD Dashboards ¥ eif Health | i vR Automation Tenant Overview ~ | vR Automation Cloud Infrastructure b
v 4
Cluster Heal WRSD & 77 Emvironment Oveniew
C MSx-vSphere
e Q = " padge: (B @ @ B | @ A | stius .E
. nDaaliza Anaratinne Hoda #7 o T
£ Home 0 & &2 Diagnose
& 5DDC Capacity Trends i Dashboards P& Recommendations .
£ 50DC Overview £ Capacity Overview
& R Autornation Cloud Infrastructure Monitoring &2 Getting Started £ wEphere Capacity Risk ore)
£ vR Automation Tenant Overview £ Operations Overview 2 wSphere Cluster Configuration Surmmary .
EI_ £ vR Automation Top-M Dashboard £ Troubleshoot a Wi & wSphere Clusters
& workload Utlization &% vSphere Dalastores .
Top Issues 1 178}
£ wEphere DRS Cluster Settings .
5‘% wSphere Host Configuration Summary
Mo Health Issues
£ wEphere Hosts Overview
5‘% wSphere ¥Ms Configuration Summary ors
&R vaphere vits CPU .
5‘% wSphere ¥Ms Disk and Network
&2 wsphere vits Mermory Foih
Health Chart & 47
N vRealize Operations Fsdb (4 of 4)
[ vRealize Operations Manager Product Ul-vrops-datan-03.rainpole local 100
04:00 AM 0500 A 000 AR 07:00 Ah 0800 At 0500 At
vRealize Operations Controller (4 of 4)
1Y vRealize Operations Manager Fsdb-vrops-datan-03 rainpole local 100 .
i 0 50 AR R AR 170 Ab R AR M AR M vRealize Operations Collector (8 of &)

| Page DM -] Displaying 1-10 of 10
-
6 Check that there are no critical alerts.
a On the vRealize Operations Clusters page, click the Alerts tab.
b  Verify that there are no Critical alerts for the vRealize Operations Clusters objects.
7 \Verify that the authentication sources are valid and synchronization is successful.

a In the left pane of vRealize Operations Manager, click Home and select Administration >
Authentication Sources.

b Select the Active Directory entry and click the Synchronize User Groups icon.
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¢ Inthe Confirmation dialog box, click Yes.

d Verify that the synchronization is successful and that there are no errors.

Home ~| ot @ @ @ & ) Authentication Sources
& Solutions +
[53] Licensing
Source Display Name
[£5] Credentials
rainpole local
£ Policies Iax01 rainpole local

@ Inventory Explorer
%y Cbject Relationships
% Maintenance Schedules

sfo01.rainpole.local

@8 Access Control

‘# Authentication Sources

Source Type &
Active Directory
Active Directory

Active Directory

8 \Verify that the CA-Signed certificate is intact.

Host
rainpole local
dcO1lax.lax01.rainpole.|

dc01sfo sfo01.rainpole.|

Port
389
389

389

Base DN Auto Synchronization
cn=users dc=rainpole dc. true
dc=lax01 dc=rainpole dc. true

dc=sfo01 dc=rainpole dc. true

a Inthe left pane of vRealize Operations Manager, click Home and select Administration >

Certificates.

b Verify that the Certificates are in intact.

9 Verify that the License key is intact.

a Inthe left pane of vRealize Operations Manager, click Home and select Administration >

Licensing.

b Verify that the valid License key is intact.

Verify the vRealize Operations Manager Load Balancing

If you perform an update, patch, restore, failover or failback of the vRealize Operations Manager, verify

the load balancing of the cluster.

The NSX Edge services gateway on which you perform the verification is determined by the type of

maintenance operation and its location.

= |f you perform an update, patch or restore of the vRealize Operations Manager, you verify load
balancing of the SFOMGMT-LB01 or LAXMGMT-LB01 NSX Edge services gateways respectively of

the regions where operation occurred.

=  |f you perform a failover to Region B, you verify load balancing of the LAXMGMT-LB01 NSX Edge

services gateway.

= |f you perform a failback to Region A, you verify load balancing of the SFOMGMT-LB01 NSX Edge

services gateway.

Prerequisites

Connectivity status of the OneArmLB interface of the NSX Edge services gateway must be Connected.
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Procedure
1 Login to the vCenter Server by using the vSphere Web Client.

a Open a Web browser and go to the following URL.

Region Operation Type Management vCenter Server URL
Region A Failback, update, patch, or restore  https://mgmt01lvc0l.sfo0l.rainpole.local/vsphere-client

Region B Failover, update, patch, or restore  https://mgmt01lvc51.1ax01.rainpole.local/vsphere-client

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password  vsphere_admin_password

2 Verify the pool configuration by examining the pool statistics that reflect the status of the components
behind the load balancer.

a From the Home menu, select Networking & Security.

b Onthe NSX Home page, click NSX Edges and select the IP address of the NSX Manager from
the NSX Manager drop-down menu at the top of the NSX Edges page.

Region Operation Type NSX Manager
Region A Failback, update, patch, or restore  172.16.11.65

Region B Failover, update, patch, or restore ~ 172.17.11.65

¢ Onthe NSX Edges page, double-click the NSX Edge services gateway.

Region Operation Type NSX Edge Services Gateway
Region A Failback, update, patch, or restore  SFOMGMT-LBO1

Region B Failover, update, patch, or restore  LAXMGMT-LB01

d On the Manage tab, click the Load Balancer tab.

e Select Pools and click Show Pool Statistics.
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f Inthe Pool and Member Status dialog box, select the VROPS_POOL pool.

g Verify that the status of the VROPS_POOL pool is UP and the status of all members is UP.

TISFOMGMT-LBO1 X £F % & [7] | {ShActions -

Summary  Monitar | Manage |

[ settings | Firewall | DHCP | NAT | Reuting [[Load Balancer | veN | s5LYPN-PIus | Grouping ¢

“

& 7 x Show Pool Statistics a
Global C: i .
Application Profile{ Pool and Member Status 0
LN LEL LT GTTE Pool Status and Statistics
Pools Foal I Name Status
Virtual Servers pool-2 wra-wro-8281 up
Application Rules | pook4 wra-sur-2444 up
poal-3 wra-svr-443 up
pool-5 wra-iaas-weh-443 Up
pool-& wra-iaas-mor-443 up
poak1 YROPE_POOL up
M:arhmhl;e’r Status and Stati‘;{\cﬁt‘: hhhhhhhh "
Mame IF Address Status Member 1D
yrops-mstrn-01 19216811.31 up member-1
vrops-repin-02 182168.11.32 Up member-2
vrops-datan-03 162.16811.33 up member-3

3 Ina Web browser, go to https://vrops-cluster-01.rainpole.local to verify that the cluster is
accessible at the public Virtual Server IP address over HTTPS.

4 In aWeb browser, go to http://vrops-cluster-01.rainpole.local to verify the auto-redirect
requests from HTTP to HTTPS.

Validate vRealize Operations Manager Adapters and
Management Packs

After performing maintenance (i.e. patching, updating, upgrading, restoring and disaster recovery) in your

environment, validate the configuration of the adapters and management packs in vRealize Operations
Manager.

Procedure
1 Verify the Version, Status, and Configuration of the VMware vSphere Adapter in vRealize Operations
Manager

After you perform a planned maintenance in your environment, verify that the VMware

vSphere Adapter is configured and collecting the data from the Management and Compute vCenter
Server instances.

2 Verify the Version and Configuration of the vRealize Operations Management Pack for Log Insight

After you perform a planned maintenance in your environment, verify the configuration of the
vRealize Log Insight Adapter from the vRealize Operations Manager user interface.
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Verify the Version, Status, and Configuration of vRealize Operations Manager Management Pack for
NSX for vSphere

After you perform a planned maintenance in your environment, verify the configuration of the NSX
for vSphere Adapters from the vRealize Operations Manager user interface. Verify also that vRealize
Operations Manager receives monitoring data from the NSX Manager instances and from the
physical network.

Verify the Version, Status, and Configuration of the vRealize Automation Management Pack
After you perform a planned maintenance in your environment, verify the configuration of the
vRealize Automation Adapter from the vRealize Operations Manager user interface.

Verify the Version, Status, and Configuration of the Management Pack for Storage Devices in
vRealize Operations Manager

After you perform a planned maintenance in your environment, verify the configuration of the
Storage Devices Adapters. Verify also that the adapter is collecting the data about the storage
devices in the SDDC.

Verify the Version, Status, and Configuration of the VMware
vSphere Adapter in vRealize Operations Manager

After you perform a planned maintenance in your environment, verify that the VMware vSphere Adapter is
configured and collecting the data from the Management and Compute vCenter Server instances.

Table 4-1. vCenter Adapter Instances

Region Adapter Type Adapter Name vCenter Server

Region A vCenter Adapter mgmt01vc01-sfo01 mgmt01vc01.sfo01.rainpole.local

vCenter Adapter comp01vc01-sfo01  comp01vc01.sfo01.rainpole.local

Region B vCenter Adapter mgmt01vc51-lax01  mgmt01vc51.lax01.rainpole.local

vCenter Adapter comp01vc51-lax01  comp01vc51.lax01.rainpole.local

Procedure

1

Log in to vRealize Operations Manager by using the administration console.
a Open a Web browser and go to https://vrops—cluster-01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin
Password vrops_admin_password
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2 Verify that the software version of the VMware vSphere solution is correct.

a

b

C

In the left pane of vRealize Operations Manager, click Home and select Administration >
Solutions.

From the solution table on the Solutions page, select the VMware vSphere solution.

Verify that the software version of the VMware vSphere solution is correct.

3 Verify that all VMware vSphere adapter instances are configured and collecting the data from the

vSphere objects.

a

In the left pane of vRealize Operations Manager, click Home and select Administration >
Solutions.

From the solution table on the Solutions page, select the VMware vSphere solution.

Under Solution Details, verify that the Collection State is Collecting and the Collection
Status is Data Receiving for all vCenter Adapter instances.

4 \Verify collection activity on all vCenter Server objects.

a

In the left pane of vRealize Operations Manager, click Home and select Administration >
Inventory Explorer.

On the Inventory Explorer page, expand the Adapter Instances object in the Inventory
Explorer pane.

Expand vCenter Server object and select each vCenter adapter instance.

On the List tab, verify that the Collection State is Collecting and the Collection Status is Data
Receiving for all vCenter Servers objects.

VMware, Inc.

99



Operational Verification

5 Verify that all vSphere dashboards are showing up as expected and monitor the state of the vSphere
objects.

a

b

Verify the Version and Configuration of the vRealize Operations

In the left pane of vRealize Operations Manager, click Home.

On the Home page, from the Dashboard List drop-down menu select vSphere Dashboards

Library > Infrastructure Dashboards.

Go to each of the vSphere Dashboards and verify that the state of the vSphere vCenter Server

components is monitored.

vSphere Dashboards

vSphere Dashboards Library

List of Dashboards
Infrastructure Dashboards
Other
VM Dashboards
Capacity Overview
Getting Started
Operations Overview
Troubleshoot a VM

Workload Utilization

vmware vRealize Operations Manager

Administrat.

- © 6 H & G Home

Dashboard List + Actions -

Home MPND Dashboards

© Herts » | Environmeni MFED

@ Environment > MEH-vEphere
= content >

Administration >

&4 Home

| % SDDC Capacity Trends

SDDC Overvigw

62 wR Autamation Top-M Dashboard
Why is heann voous

Health iz based on the alert definitions yeu configure to impactthe he
soore. Ched the tiggered alers for the configured widget abject to

understand the displaved state, including child objects.

Management Pack for Log Insight

After you perform a planned maintenance in your environment, verify the configuration of the vRealize
Log Insight Adapter from the vRealize Operations Manager user interface.

VMware, Inc.

13

elf Health

3
& 47

wR Autormation Cloud Infrastructure Manitoring

- £ R Automation Tenant Overview

& vmo

. + ¥R Automation Tenant Overview

Environment Risk

b Infrastructure Dashboards ¥
13

Other

& 47

Risk

Future issues

b ver time

£ Capacity Overview

5‘% Getting Started

£ Operations Overview

62 Troubleshoota vi

£% wiarkioad Utilization

Ty T

W ciitical 39
W immediate %)
Warning (25%)

Time Mo

ilert definitions you configure to impact the risk score
Jerts for the configured midget object to understand the

‘‘‘‘‘‘ ding child abjects

+ ¥R Automation Cloud |

100
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Procedure
1 Login to vRealize Operations Manager by using the administration console.
a Open a Web browser and go to https://vrops—cluster-01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin
Password vrops_admin_password

2 Verify that the software version of the vRealize Operations Management Pack for Log Insight is
correct.

a Inthe left pane of vRealize Operations Manager, click Home and select Administration >
Solutions.

b From the solution table on the Solutions page, select the VMware vRealize Operations
Management Pack for Log Insight solution.

¢ Verify that the software version of the solution is correct.
3 Verify that the vRealize Log Insight Adapter instance exists.

a Inthe left pane of vRealize Operations Manager, click Home and select Administration >
Solutions.

b From the solution table on the Solutions page, select the VMware vRealize Operations
Management Pack for Log Insight solution.

¢ Under Solution Details, verify that the vRealize Log Insight Adapter instance exists.

Verify the Version, Status, and Configuration of vRealize
Operations Manager Management Pack for NSX for vSphere

After you perform a planned maintenance in your environment, verify the configuration of the NSX for
vSphere Adapters from the vRealize Operations Manager user interface. Verify also that vRealize
Operations Manager receives monitoring data from the NSX Manager instances and from the physical
network.

Verify the following configurations:

= NSX-vSphere Adapter is configured and collecting the data from the management and compute NSX
Managers

= Network Devices Adapter is configured and monitoring the switches and routers

Table 4-2. NSX-vSphere Adapter Instances

Region Adapter Type Adapter Name NSX Manager Host
Region A NSX-vSphere Adapter Mgmt NSX Adapter - SFO01  mgmt01nsxm01.sfo01.rainpole.local

NSX-vSphere Adapter ~ Comp NSX Adapter - SFO01 comp01nsxm01.sfo01.rainpole.local
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Table 4-2. NSX-vSphere Adapter Instances (Continued)

Region Adapter Type Adapter Name NSX Manager Host
Region B NSX-vSphere Adapter Mgmt NSX Adapter - LAX01  mgmt01nsxm51.lax01.rainpole.local

NSX-vSphere Adapter Comp NSX Adapter - LAX01  comp0O1nsxm51.lax01.rainpole.local

Table 4-3. Network Devices Adapter Instance

Adapter Type Adapter Name
Network Devices Adapter Network Devices Adapter
Procedure

1 Log in to vRealize Operations Manager by using the administration console.
a Open a Web browser and go to https://vrops—-cluster-01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name admin
Password vrops_admin_password

2 \Verify that the software version of the Management Pack for NSX-vSphere is correct.

a Inthe left pane of vRealize Operations Manager, click Home and select Administration >
Solutions.

b  From the solution table on the Solutions page, select the Management Pack for NSX-
vSphere solution.

¢ Verify that the software version of Management Pack for NSX-vSphere solution is correct.

3 Verify that all NSX-vSphere Adapter instances are configured and collecting the data from the
management and compute NSX Managers.

a Inthe left pane of vRealize Operations Manager, click Home and select Administration >
Solutions.

b On the Solutions page, from the solution table, select the Management Pack for NSX-
vSphere solution.

¢ Under Solution Details, verify that the Collection State is Collecting and the Collection
Status is Data Receiving for all NSX-vSphere Adapter instances.
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4 Verify that Network Devices Adapter instance is configured and collecting the data about the network
devices.

a

In the left pane of vRealize Operations Manager, click Home and select Administration >
Solutions.

From the solution table on the Solutions page, select the Management Pack for NSX-
vSphere solution.

Under Solution Details, verify that the Collection State is Collecting and the Collection
Status is Data Receiving for the Network Devices Adapter instance.

5 Verify the collection activity of the NSX-vSphere Environment objects.

a

In the left pane of vRealize Operations Manager, click Home and select Administration >
Inventory Explorer..

On the Inventory Explorer page, expand the Adapter Instances object in the Inventory
Explorer pane.

Expand the NSX-vSphere Environment object and select each NSX-vSphere adapter instance.

On the List tab, verify that the Collection State is Collecting and the Collection Status is Data
Receiving for the NSX-vSphere Environment objects.

6 Verify collection activity from the Network Devices objects.

a

In the left pane of vRealize Operations Manager, click Home and select Administration >
Inventory Explorer.

On the Inventory Explorer page, expand the Adapter Instances object in the Inventory
Explorer pane.

Expand the Network Devices Adapter Instance object and select Network Devices adapter
instance.

On the List tab, verify that the Collection State is Collecting and the Collection Status is Data
Receiving for the Network Devices objects.
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7 Verify that all NSX-vSphere dashboards are showing up as expected and monitor the state of the
NSX components and networking in the SDDC.

a Inthe left pane of vRealize Operations Manager, click Home.

b On the Home page, from the Dashboard List drop-down menu, select NSX-vSphere > NSX-
vSphere Main.

¢ Go to each of the NSX-vSphere dashboards and check that the state of the NSX components
and networking in the SDDC is monitored.

= NSX-vSphere Main
= NSX-vSphere Topology
= NSX-vSphere Object Path

m  NSX-vSphere Troubleshooting

Administrat.. ~| of €@ @ & £} Home Dashboard List = Actions =
‘ & phys (] vSphere Dashboards ¥ & Network Device Connectivity * ) VirtualSAN Troubleshooting

o 3| Network Dey NSX-vSphere M| #& nexvSphers Main 859
Q >N pagge |i vRealize Autornation ¥ £ NSxwSphere Topology -1 88|

= > — MPSD b & NEvSphers Object Path = Alart Info Alart Im|
n

4 MPND Dashhoards ¥ &2 nNSxvSphere Troubleshooting

& Recommendations

8 Verify that all MPND dashboards are showing up as expected, and monitor physical network and
network devices in the SDDC.

a Inthe left pane of vRealize Operations Manager, click Home.

b On the Home page, from the Dashboard List drop-down menu, select MPND-Dashboards >
Physical Network Overview.

¢ Go to each of the MPND-Dashboards and check that the state of the physical network and
network devices in the SDDC is monitored.

m  Physical Network Overview

= Network Device Connectivity

vmware vRealize Operations Manager

Administrati.. ~ | of €@ @ & £} Home Dashboard List = Actions =

© 3 || Host Heatma NSX-vSphere ¥ i Colored by CPU Contention @) 2
[2) $1 A | conRZMIUENEEERTIEERRE &2 Physical Hatwork Overvsw

o > MPSD b &3 Netwaork Device Cannectivity

>

Verify the Version, Status, and Configuration of the vRealize
Automation Management Pack

After you perform a planned maintenance in your environment, verify the configuration of the vRealize
Automation Adapter from the vRealize Operations Manager user interface.
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Procedure

1

Log in to vRealize Operations Manager by using the administration console.

a

b

Open a Web browser and go to https://vrops—cluster-01.rainpole.local.

Log in using the following credentials.

Setting Value
User name admin
Password vrops_admin_password

Verify that the software version of the vRealize Automation Management Pack is correct.

a

Cc

In the left pane of vRealize Operations Manager, click Home and select Administration >
Solutions.

From the solution table on the Solutions page, select the vRealize Automation Management
Pack solution.

Verify that the software version of the vRealize Automation Management Pack solution is correct.

Verify that the vRealize Automation MP instance is configured and collecting the data from vRealize

Automation.

a

In the left pane of vRealize Operations Manager, click Home and select Administration >
Solutions.

From the solution table on the Solutions page, select the vRealize Automation Management
Pack solution.

Under Solution Details, verify that the Collection State is Collecting and the Collection
Status is Data Receiving for the vRealize Automation MP adapter instance.

&4 Solutions
¥ e —
Name Description Adapter Status &
& +Realize Automation Management Pack Manages vRealize Autormation abjects such as Tenants, Reservations.. + Data receiving (1)
() wMweare vSphere Manages vSphere objects such as Clusters, Hosts... ¥ Data receiving (4)
(4 WMweare vRealize Log Insight Management Pack for Yhtware wRealize Lag Insight which defines the Launch-in-contes rules for v, Mane Configured
@opgranng Systems / Remote Service Monitoring The End Point Operations Management Solution for Operating Systems § Remote Service Maonitori Mane Configured
(4 Management Pack for Storage Devices Viware wCenter Storage Devices Solution P Data receiving (4)
LﬂManaggmgmpagkrmNgx.vgphg,g Manages NSX-wSphere abjects, including bath the cantral plane and logical network services. ¥ Data receiving (5)

vRealize Automation Management Pack Solution Details

=]
Adapter Type Adapter Instancs Hame Credential name Callector Collection State Collection Status ™
vRealize Automation MP wRealize Automation Adapter Credentials-vRA-Adapter wRealize Operations Manager Call = Collecting @ Data recelving
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4 Verify the collection activity of the vRealize Automation objects.

a

In the left pane of vRealize Operations Manager, click Home and select Administration >
Inventory Explorer.

In the Inventory Explorer pane, select Adapter Instances > vRealize Automation MP
Instance > vRealize Automation Adapter.

On the List tab, verify that the Collection State is Collecting and the Collection Status is Data
receiving for the vRealize Automation objects.

5 Verify that all vRealize Automation dashboards are showing up as expected and monitor the state of
the vRealize Automation components in SDDC.

a

b

In the left pane of vRealize Operations Manager, click Home.

On the Home page, from the Dashboard List drop-down menu select vRealize Automation >
VR Automation Tenant Overview.

Go to each of the vRealize Automation dashboards and check that the state of the vRealize
Automation components in the SDDC is monitored.

= vR Automation Tenant Overview
= vR Automation Cloud Infrastructure Monitoring
= vR Automation Top-N Dashboard

vmware vRealize Operations Manager

Administrati.. » | o] € @ 2 @} Home Dashboard List = Actions «

4 jere Topoloy vSphere Dashboards ¥ ot path i NSX-vSphere Troubleshooting
o 3| HostHeatmg " MSXvSphere * 4 Colored by CPU Contention (%} WX
[2) >0l | cont MPND Dashboards  * 4 -]

a > MPSD 4

N |

@ R RRNEGEIE 63 4R Autormation Tenant Overvigw
£ Recommendations £% wR Autarnation Cloud Infrastructure Manitoring
£ Diagnose £% R Automation Top-M Dashboard

Verify the Version, Status, and Configuration of the Management
Pack for Storage Devices in vRealize Operations Manager

After you perform a planned maintenance in your environment, verify the configuration of the Storage
Devices Adapters. Verify also that the adapter is collecting the data about the storage devices in the

SDDC.

Table 4-4. Storage Devices Adapter Instances

Region

Adapter Type Adapter Name vCenter Server

Region A Storage Devices Storage MP SFO MGMT mgmt01vc01.sfo01.rainpole.local

Storage Devices Storage MP SFO Compute comp01vc01.sfo01.rainpole.local

Region B Storage Devices Storage MP LAX MGMT mgmt01vc51.lax01.rainpole.local
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Procedure

1

2

Log in to vRealize Operations Manager by using the administration console.

a

b

Open a Web browser and go to https://vrops-cluster-01.rainpole.local.

Log in using the following credentials.

Setting Value
User name admin
Password vrops_admin_password

Verify that the software version of the Management Pack for Storage Devices is correct.

a

Cc

In the left pane of vRealize Operations Manager, click Home and select Administration >
Solutions.

From the solution table on the Solutions page, select the Management Pack for Storage
Devices solution.

Verify that the software version of Management Pack for Storage Devices solution is correct.

Verify that all Storage Devices adapter instances are configured and collecting the data about the
storage devices in the SDDC.

a

In the left pane of vRealize Operations Manager, click Home and select Administration >
Solutions.

From the solution table on the Solutions page, select the Management Pack for Storage
Devices solution.

Under Solution Details, verify that the Collection State is Collecting and the Collection
Status is Data Receiving for all Storage Devices adapter instances.

Verify the collection activity on the storage devices objects.

a

In the left pane of vRealize Operations Manager, click Home and select Administration >
Inventory Explorer.

On the Inventory Explorer page, expand Adapter Instances object in the Inventory
Explorer pane.

Expand the Storage Devices Instance object and select each Storage Devices adapter
instance.

On the List tab, verify that the Collection State is Collecting and the Collection Status is Data
Receiving for the storage devices objects.
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5 Verify that all the MPSD dashboards are showing up as expected and monitor the data about the
storage devices in the SDDC.

a In the left pane of vRealize Operations Manager, click Home.

b On the Home page, from the Dashboard List drop-down menu select MPSD > VirtualSAN >
VirtualSAN Troubleshooting.

¢ Go to each of the MPSD dashboards and verify that vRealize Operations Manager shows
monitoring data about the storage devices in the SDDC.

MPSD Dashboard Category Dashboards

FC-FCoE FC-FCoE Components Usage
FC-FCoE Components Heatmap
FC-FCoE Troubleshooting

iSCSI iSCSI Components Heatmap
iSCSI Components Usage
iSCSI Troubleshooting

NFS NFS Components Heatmap
NFS Components Usage
NFS Troubleshooting

VirtualSAN VirtualSAN Cluster Insights
VirtualSAN Device Insights
VirtualSAN Entity Usage
VirtualSAN Heatmap

VirtualSAN Troubleshooting

vmware vRealize Operations Manager

Administrat.. + | ) € @ = G} Home  DashboardList~ | Actions =

4F {owsy [ MPND Dashhoards 4 7‘ y Heatmap () Vi
O Alerts > VirtualSAN 1 FoFcoE b Wl Top Issues |
@ Environment ] MSH-vGphare 4 iscsl >@ aE o
& Content > 1 wEphere Dashboards Library 4 MFS vl
VirtualSAH
Administration > £4 Homs A & virualSan Cluster Insights

&% 500G Capacity Trends - &R VirualSAN Device Insights

£ SDDC Overview £ virtuzISAN Entity Usage

Host Systel £ 4R Autormation Cloud Infrastructure Manitaring £ VirtualSAN Heatmap
62 wR Automation Tenant Overview : @@ £ virtuzISAN Troubleshooting

62 wR Autamation Top-M Dashboard
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Validate vRealize Log Insight

After a planned maintenance operation such as an update, upgrade, restore or recovery, verify that all
vRealize Log Insight nodes are available and work as expected.

Verify the Status of the vRealize Log Insight Nodes

After a maintenance operation such as an update, upgrade, restore or recovery, validate the version,
service status and configuration of each vRealize Log Insight appliance.

Procedure
1 Log in to vRealize Log Insight.

a Open a Web browser and go to the following URLs.

Region URL
Region A https://vrli-cluster-01.sfo0l.rainpole.local

Region B https://vrli-cluster-51.1ax01.rainpole.local

b Log in using the following credentials.

Setting Value
User name admin

Password vrli_admin_password

2 Click the configuration drop-down menu icon E and select Administration.
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3 Verify the software version and the connectivity status of the cluster nodes and Integrated Load
Balancer.

a Under Management, click Cluster.

b If you have performed a patch or upgrade, verify that the Version of the vRealize Log Insight
nodes is as expected.

¢ Verify the Status of cluster nodes and Integrated Load Balancer.

Region Host Name or IP Address Role Expected Status
Region A vrli-mstr-01.sfo01.rainpole.local (192.168.31.11)  Master Connected
vrli-wrkr-01.sfo01.rainpole.local (192.168.31.12) Worker
vrli-wrkr-02.sfo01.rainpole.local (192.168.31.13) Worker
vrli-cluster-01.sfoO1.rainpole.local (192.168.31.10) Integrated Load Balancer Available
Region B vrli-mstr-51.1ax01.rainpole.local (192.168.32.11)  Master Connected
vrli-wrkr-51.lax01.rainpole.local (192.168.32.12) Worker
vrli-wrkr-52.lax01.rainpole.local (192.168.32.13) Worker

vrli-cluster-51.1ax01.rainpole.local (192.168.32.10) Integrated Load Balancer Available

4  \Verify that the registered agents on the monitored management SDDC nodes are active.
a Under Management, click Agents.

b On the Agents page, from the Agents drop-down menu, select each of the following agent group
and verify that all registered agents are visible and their Status is Active.

Agent Group Agent Host Names from Region A Agent Host Names from Region B
vSphere 6.x - vCenter (Linux) Complete mgmt01vc01.sfo01.rainpole.local mgmt01vc51.1ax01.rainpole.local
comp01vc01.sfo01.rainpole.local comp01vc51.lax01.rainpole.local
mgmt01psc01.sfo01.rainpole.local mgmt01psc51.lax01.rainpole.local
comp01psc01.sfo01.rainpole.local comp01psc51.lax01.rainpole.local
VRA7 - Linux Agent Group vra01svrO1a.rainpole.local

vra01svrO1b.rainpole.local

VRA7 - Windows Agent Group vra01iws01a.rainpole.local vraO1ias51.lax01.rainpole.local
vraO1iws01b.rainpole.local vraO1ias52.1ax01.rainpole.local
vra01ims01a.rainpole.local
vra01ims01b.rainpole.local
vra01demO1.rainpole.local
vra01demO02.rainpole.local
vraO1ias01.sfo01.rainpole.local

vra0O1ias02.sfo01.rainpole.local

VRA7 - Microsoft SQL Server Agent Group  vra01mssqlO1.rainpole.local
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5 Verify that the license key is intact.
a Under Management, click License.
b  Verify that the license Status in the table is Active.

6 Verify that the vRealize Log Insight integration with Management vCenter Server and Compute
vCenter Server is intact.

a Under Integration, click vSphere.
b Click Test Connection for the Management vCenter Server and Compute vCenter Server.

¢ Verify that the Test successful message appears.

7 Verify that the vRealize Log Insight integration with vRealize Operations Manager is intact.
a Under Integration, click vRealize Operations.
b Click Test Connection.

¢ Verify that the Test successful message appears.

vm Log Insight Dashboards Interactive Analytics
Management vRealize Operations Integration
System Monitor
Cluster vRealize Operations Manager @
Access Control
Hostname  wrops-cluster-0t.ralnpole local ¥ Enable alers Imtegration @
User Alerts e
Usemname  syc-vrii-vrops@rainpole.local 6] ¥ Enable launch In context ()
Hosts _ -
Password Update Password
Agents
Event Forwarding
Test successful
Integration
vSphere

vRealize Operations

8 Verify that the time configuration of vRealize Log Insight is intact.
a Under Configuration, click Time.

b  Verify that the NTP Servers page contains the ntp.sfo01.rainpole.local
and ntp.lax01.rainpole.local time servers.

¢ Click Test to verify that the connection is successful.
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9 Verify that the vRealize Log Insight integration with Active Directory is intact.

a Under Configuration, click Authentication.

b  Verify that the Authentication Configuration is intact.

Setting

Expected Value

Enable Active Directory support  Selected

Default Domain
User Name
Password
Connection Type

Require SSL

rainpole.local
svc-loginsight
sve-loginsight_password
Standard

As required from the IT administrator

¢ Click Test connection to verify that the connection is successful.

vm Log Insight

Management
System Monitor
Cluster
Access Control
User Alerts
Hosts
Agents
Event Forwarding

License

Integration
vSphere

vRealize Operations

Configuration
Genera
Time
Authentication
SMTP
Archiving
SSL

Dashboards Interactive Analytics

Authentication Configuration

Enable Active Directory support () @

Default Domain rainpole local @

Domain Controller(s) @

Username svc-loginsight@rainpole loca @
Password Update Password
Connection Type Standard v @
® Require SSL
TEST CONNECTION
Succeeded

For other configuration options such as search paths and nested groups. refer to this KB article.
To grant access 1o an Active Directory group or user, visit the Users configuration page.

10 Verify that the configuration for the SMTP email server is intact.

a Under Configuration, click SMTP.

b Verify that the SMTP Configuration is intact.

¢ Type a valid email address and click Send Test Email.

d Verify that vRealize Log Insight sends a test email to the address that you provided.
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11 Verify that the configuration of log archiving is intact.
a Under Configuration, click Archiving.

b  Verify that the Archiving Configuration is intact.

Setting Expected Value
Enable Data Archiving  Selected

Archive Location nfs://nfs-server-address/nfs-datastore-name

For example, you can set location nfs://192.168.104.251/\VVD_Demand_MgmtA_1TB for Region
A

¢ Click Test next to the Archive Location text box to verify that the NFS share is accessible.
12 Verify that the configuration of the CA-signed certificate is intact.
a Under Configuration, click SSL.

b  Verify that the SSL Configuration contains the certificate signed by the Microsoft CA on the
domain controller in the Custom SSL Certificate section.

13 Verify that the installed content packs are intact.

a  Click the configuration drop-down menu icon E and select Content Packs.
b  Verify that the following Content Packs are listed under Installed Content Packs.
= Microsoft - SQL Server
m  VMware - NSX-vSphere
= VMware - Orchestrator - 7.0.1+
= VMware - VSAN
= VMware - VRA7
= VMware - vRops 6.x
m  VMware - vSphere
14 Verify that the Content Pack Dashboards are receiving log information.
a Inthe vRealize Log Insight user interface, click Dashboards.

b From the Content Pack Dashboards drop-down menu, select VMware - vRops 6.x.
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¢ Verify that the dashboard shows log information about the operation of vRealize Operations
Manager.

wm Log Insight Interactive Analytics

(®) vMware - vRops 6.x

Cluster - Ovenview

Clustes

Cluster
+ADD FILTER

Total number of vRops Clusters Total number of vRops nodes over time
- o
/ "\_f.
2 v

Cluste

Cluster - Oth
Maste

Master Nod

Count of Adapter events over time grouped by node vRops cluster errors
Master Replica - -

Master Replic:

Relevant vRops queries

d Repeat the step for each of the remaining content packs in the drop-down menu.
15 (Optional) Verify the service status and cluster status of vRealize Log Insight from the command line.
a Open a Secure Shell (SSH) connection to vrli-mstr-01.sfo01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name  root

Password vrli_master_root_password

¢ Run the following command to validate that the Log Insight service is running.

/etc/init.d/loginsight status

vrli-mstr-01:~ #

vrli-msctr-01:~ # I

d Change the working directory by running the following command.

cd /usr/lib/loginsight/application/1lib/apache-cassandra-*/bin
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e

Verify that the cluster status is up by running this command.

./nodetool status

vrli-mstr-01l:~ #

vrli-mstr-01:/usr/lib/loginsightfapplicationflib/fapache—cassandra—2.0.17/bin #

wrli-m=str-01:/usrflibfloginsightfapplicationflibfapache-cassandra-2.0.17/bin # I

The output shows a row for each cluster node. The U letter indicates the node is Up. The N letter
indicates the node is in Normal state.

Repeat the step for each of the remaining vRealize Log Insight nodes.

Region URL

Region A = vrli-wrkr-01.sfo01.rainpole.local

m  vrli-wrkr-02.sfo01.rainpole.local

Region B ®  vrli-mstr-51.lax01.rainpole.local
m  vrli-wrkr-51.1ax01.rainpole.local

®  vrli-wrkr-52.1ax01.rainpole.local

16 (Optional) Verify that you can open vRealize Log Insight from vRealize Operations Manager and you
can query for selected objects.

a

b

Open a Web browser and go to https://vrops—-cluster-01.rainpole.local.

Log in using the following credentials.

Setting Value
User name admin
Password vrops_admin_password

In the left pane of vRealize Operations Manager, click Environment > vSphere Hosts and
Clusters.

Expand the vSphere World tree and select mgmt01vc01-sfo01.
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e Click Actions and verify that the user interface shows the Open vRealize Log Insight option.

vimware vRealize Operations Manager

—— I

Envionment ~ | 4} € © & & [ mgmtoiveo1-sfodt | Actions
[J vSphere Hosts and Clusters - Summary All Metrics E‘;J Open vCenter in vSphere Web Client
¥ () vSphere World 5 | & OpenvRealize Log Insight . i
b@cumpmwm-sfom Recommended Actions S
e L M Cluster Compute R 1 Datacenter (1 Host System (4 Virtual Machine Folc
e ————— Y e uster Compute Resource (1) atacenter (1) ost System (4) irtual Machine Folder >
» [ SFOD1
» (3 mgmin1ve51-ax01 Health Status Badge: [l @ @
4 0 Critical
0 Immediate
Objects
@ [ Al Fiters + |[Qucicilter (Aler)

f  On the left, select mgmt01vc51-lax01.

g Click Actions and verify that the user interface shows the Open vRealize Log Insight option.
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Validate vSphere Data
Protection

After a maintenance such as an update or upgrade, validate the VMware vSphere Data Protection to
make sure it works as expected.

Procedure

1 Verify the Appliance Status and Version of vSphere Data Protection

After an upgrade or update of vSphere Data Protection, verify the version number and appliance
status.

2 Verify the Configuration and Service Status of vSphere Data Protection

After you patch or update the vSphere Data Protection instances mgmt01vdp01 and mgmt01vdp51,
verify the configuration and service status of each of them.

Verify the Appliance Status and Version of vSphere Data
Protection

After an upgrade or update of vSphere Data Protection, verify the version number and appliance status.

Procedure
1 Login to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go to the following URL.

Region vCenter Server URL
Region A https://mgmt01vc01.sfo01.rainpole.local/vsphere-client
Region B https://mgmt01vc51.lax01.rainpole.local/vsphere-client

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Onthe Home page of vCenter server, verify that the vSphere Data Protection VDP icon is visible.

3 Click the VDP icon to open the Welcome screen of vSphere Data Protection.
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4  On the vSphere Data Protection Welcome screen, verify that the connection to the vSphere Data
Protection appliances.

Region Appliance Name
Region A mgmt01vdp01
Region B mgmt01vdp51

a \Verify that the appliance is available in VDP Appliance drop-down menu.

b  Select the appliance from the VDP Appliance drop-down menu, click Connect and verify that
you can connect to the vSphere Data Protection appliance and can see its home page.

¢ Repeat the steps for the other vSphere Data Protection appliance.
5 Click the Reports tab and verify that the Appliance status and Integrity check status are Normal.
6 Click the Configuration tab and click Backup Appliance.

a Verify that the display name, IP Address, and vCenter Server values are correct.

Setting Expected Value in Region A Expected Value in Region B
Display name mgmt01vdp01 mgmt01vdp51
IP Address 172.16.11.81 172.17.11.81

vCenter Server mgmt01vc01.sfo01.rainpole.local mgmt01vc51.1ax01.rainpole.local

b  Verify that the vSphere Data Protection version is correct.

vSphere Data Protection 6.1 (powered by EMC)
mgmt01vdp01 Swilch Appliance mgmtivdp | | B gk~ Al Actions

Getling Started Backup Restore Replication Reports Configuration

| Backup Appliance -Lng Email ‘ @ Refresh [+ 8
Backup appliance details VDP Appliance storage summary -
Display name mamt0ivdp01 Capacity. 41TiB
Product name VDP U Space free; 41TiB
P Address: 172.18.11.81 Deduplicated size: 6.4 GiB
Major version 81370 915%  Non-Deduplicated size:  Collecting
Minar Version: 7.2.80.118_6.1.3.70
Status Normal
Host: mamt01esx02.sfol1.rainpole.local
wCenter server: mgmt01vc01.sfol1.rainpole.local
VDP backup user: vsphere.localadministrator
YOP appliance time 12/08/2016 05:08 PM
Time zone: GMT +0:00

Verify the Configuration and Service Status of vSphere
Data Protection

After you patch or update the vSphere Data Protection instances mgmt01vdp01 and mgmt01vdp51, verify
the configuration and service status of each of them.
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Procedure

1 Login to the vSphere Data Protection configuration page.

a Open a Web browser and go to the following URL.

Region VM
Region A mgmt01vdp01
Region B mgmt01vdp51

b Log in using the following credentials.

Setting Value
User name  root

Password vdp_root_password

2 On the Configuration tab, under VDP Appliance, verify the following parameters of vSphere Data

Protection.

URL

https://mgmt01vdp01.sfo01.rainpole.local:854 3/vdp-configure

https://mgmt01vdp51.lax01.rainpole.local:8543/vdp-configure

a Verify that the values of host name, time zone, vCenter and vCenter SSO are compliant with your

VMware Validated Design environment.

b  Verify that the status of vSphere Data Protection Proxy instance is running.

¢ Verify that all services like Core, Management, Maintenance, Backup Scheduler, Replication, File
Level Restore and Backup Recovery are running.

Configuration Storage Rollback Upgrade

J WDP Appliance

Hostname: mgmt01vdp01.sfol1.rainpole local
Time zone: utc

vCenter. mgmt01vc01.sfol1.rainpole local

vCenter SS0O:. sfol1psc01.sfol1.rainpolelocal

Proxies

Name IP Address ESXHostMName
magmt01vdp01 172.18.11.81 mgmti01esx02.sfol1.rainpole.local

Emergency Restore

Datastore

SFOD1A-NFSO1-VDPO1

o

o
Status

(]

Log Collector Avamar Migrafion

Core Stop

Management Stop

Maintenance Stop

(]
(]
(]
(]

Backup Sched... Stop

Replication (] Stop

12/08/2016 05:15 AM

mgmt01vdp01.sfo01.rainpole local

File Level Res... @ Stop
Backup Recov.. @ Stop

12/08/2016 05:15 AM

3 Click the Storage tab and verify that the storage statistics are intact.
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4 Log in to the vSphere Data Protection appliance over SSH using root credentials.

Appliance Name User Name Password
mgmt01vdpO1 root vdp_root_password
mgmt01vdp51 root vdp_root_password

5 Verify the status of all services of the vSphere Data Protection appliance.

a Run the following command.
dpnctl status all

b  Verify that the status of all services are up/enabled .

sh/dpnid)

up.

cheduler Z: enabled.

atuz: enabled.

"arvamar/var/ log/dpnetl. log™]

The status of axionfs service might be down.
6 \Verify the status of Enterprise Manager Web application in the vSphere Data Protection appliance.

a Run the following command.
emwebapp.sh —-test

b  Verify that the status of Enterprise Manager Web application service is up.
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Validate Site Recovery Manager

After a maintenance like an update or upgrade, validate the VMware Site Recovery Manager and make

sure it works as expected.

Verify the Version and Service Status of Site Recovery

Manager

After you patch or update the Site Recovery Manager instances mgmt01srm01 and mgmt01srm51, verify
the version, service status and configuration of each of them.

Table 7-1. Program Names and Services to Verify on Site Recovery Manager

Region VM Name/Host Name Program Names for Version Check Services for Availability Check
Region A mgmt01srm01 ®  VMware vCenter Site Recovery Manager ® VMware vCenter Site Recovery Manager
Server Server
m  VMware vCenter Site Recovery Manager ® VMware vCenter Site Recovery Manager
Embedded Database Embedded Database
Region B mgmt01srm51 m  VMware vCenter Site Recovery Manager ® VMware vCenter Site Recovery Manager
Server Server
m  VMware vCenter Site Recovery Manager ® VMware vCenter Site Recovery Manager
Embedded Database Embedded Database
Procedure

1 Log in to the mgmt01srm01.sfo01.rainpole.local by using a Remote Desktop Protocol (RDP) client.

a Open an RDP connection to the virtual machine mgmt01srm01.sfo01.rainpole.local.

b Log in using the following credentials.

Setting Value
User name

Password

VMware, Inc.

Windows administrator user

windows_administrator_password
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2 If you have performed a patch or update, verify the version of VMware Site Recovery Manager.

a

b

From the Windows Start menu, select Control Panel > Programs and Features.
Verify that the version of the following programs is successfully updated.
= VMware vCenter Site Recovery Manager Server

m  VMware vCenter Site Recovery Manager Embedded Database

3 \Verify the status of the laaS Web Server services.

a

b

From the Windows Start menu, select Administrative Tools > Services.

Verify that the status of Site Recovery Manager Server and Site Recovery Manager Embedded
Database service is Running.

4 Repeat the step for each of the other Windows nodes of Site Recovery Manager to verify the version
and services availability.

5 \Verify that the license is intact in the vSphere Web Client.

a

b

Log in to the Management vCenter Server by using the vSphere Web Client.

Open a Web browser and go to
https://mgmt@lvcOl.sfo0l.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value

User name administrator@vsphere.local
Password vsphere_admin_password

Under Administration, click Licensing.
Click the Assets tab, and click Solutions.

Verify that the license is intact for the mgmt01vc01.sfo01.rainpole.local and
mgmt01vc51.lax01.rainpole.local assets.

6 Verify that the Site Recovery console in the vSphere Web Client shows the updated build version of
Site Recovery Manager and that site paring is intact.

a

b

From the Home menu, select Site Recovery.

In the Navigator, click Sites.
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¢ Under Sites, click the mgmt01vc01.sfo01.rainpole.local site.

d Verify that the following settings are intact in summary section.

Settings

Name

Client Connection
Server Connection
SRM Server
vCenter Server
SRM Server Build
Organization
Logged in as

VR Compatibility

Site

mgmt01vc01.sfo01.rainpole.local
Connected

Connected
mgmt01srm01.sfo01.rainpole.local:9086
mgmt01vc01.sfo01.rainpole.local:443
updated_build_version

VMware
VSPHERE.LOCAL\Administrator

Compatible VR version

Navigator X L] mgmtD1ve01.sfob1.rainpoledocal  Actions v

4 Site Recovery L o)
Bl sites

Summary | Monitor Manage Related Objects

M mgmiD1vc01 sfod1 rainpolel.. >

A mgmt01ve51.1ax01 rainpole local

VMware, Inc.

SRM Plugin Build: 3664620

SRM ID: com.vmware weDr

A Mo SRAs have been installed

~ Site D
Name: mgmit01¥c01.sfo01 rainpole local

Client Connection @ connected

Server Connection: @ connected

SRM Server: mgmtd1sm01.sfo01 rainpole local: 9086
vCenter Server. mgmt01vc01.sfo01.rainpole.local:443

SRM Server Build 3884620

Organization: Vhtware

Logged in as: VSPHERE.LOCAL\Administrator

VR Compatibility: @ 6.1.1.13216- Compatible

Paired Site
mgmt01vc51.1ax01.rainpole.local
Connected

Connected
mgmt01srm51.lax01.rainpole.local:9086
mgmt01vc51.lax01.rainpole.local:443
update_build_version

VMware
VSPHERE.LOCAL\Administrator

Compatible VR version

site: mgmto1ucot.sfodt.rainpole.local
SRM Server: mgmit0 srm01 51001 rainpole local 9085
wCerter Server: mgmtveDt sto0t rainpole locat 443

Platform Services Controller.  mgmt01psc01 5001 rainpole local 443

View SRAlab

~ Paired Site m]
Name: mgmt01vc51 lax01 rainpole.local

Client Connection @ connected

Server Connection: @ connected

SRM Server: mgmtd1smS1.1ax01 rainpole.local:9086
vCenter Server. mgmi01ves1 lax01 rainpole.local 443

SRM Server Build: 3884620

Organization: Vilware

Logged in as: VSPHERE.LOCALVAdministrator

VR Compatibility: @ 6.1.1.13216 - Compatible
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7 Verify that network, folder, resource and resource mappings, and the placeholder datastore

configuration of the mgmt01vc01.sfo01.rainpole.local site are intact.

a Under Sites, click the mgmt01vc01.sfo01.rainpole.local site.

b Click the Manage tab and verify the following mappings and its configurations are intact.

Settings mgmt01vc01.sfo01.rainpole.local mgmt01vc51.l1ax01.rainpole.local
Network Port group whose name contains Port group whose name contains
Mappings xRegion®1-VXLAN XxRegion01-VXLAN

Folder = vRAO1 = vRA51

Mappings = vRops01 = vRops51

Resource SFO01-Mgmt01 LAX01-Mgmt01

Mappings

Placeholder SFO01A-VSANO1-MGMTO1 N/A

Datastores

8 Verify that network, folder, resource and resource mappings, and the placeholder datastore

configuration of the mgmt01vc51.lax01.rainpole.local site are intact.

a Under Sites, click the mgmt01vc51.lax01.rainpole.local site.

Reverse
Mapping
Exists

Yes

Yes

Yes

N/A

b Click the Manager tab and verify the following mappings and its configurations are intact.

Settings mgmt01vc51.lax01.rainpole.local mgmt01vc01.sfo01.rainpole.local
Network Port group whose name contains Port group whose name contains
Mappings xRegion®1-VXLAN xRegion®1-VXLAN

Folder = VRA51 = VRAO1

Mappings = vRops51 = vRopsO1

Resource LAX01-Mgmt01 SFO01-Mgmt01

Mappings

Placeholder LAX01A-VSANO1-MGMTO1 N/A

Datastores

9 Verify that the protection group is intact.
a From the Home menu, select Site Recovery.

b Inthe Navigator, click Protection Groups.

Reverse
Mapping
Exists

Yes

Yes

Yes

N/A

¢ Under Protection Groups, click the vRA-vRO-vRB-PG protection group and click the Summary

tab.

VMware, Inc.

124



Operational Verification

d \Verify that the protection status is OK and the replication shows no error or warning message.
e Repeat the steps for the vROps-PG protection group.

MNavigator 4 O vRA-VROVRB-PG Actions

4 Site Recovery L) J Summary ‘ Monitor  Manage  Related Objects
{JJ Protection Groups

Protection Group: vRA-uRO-vRB-PG

¥ \RAVROWRB-PG > ] Protection Type: Inclividual 'Ms (vSphere Replication)

J WROps-PG Protected Site: mgmt0ve! sfol rainpole local

Recovary Ste: mmt1weS1 baxi rainpole Jocal

~ Protection Group Details m]
Status J OK
~ Virtual Machines
Conflgured 12
Mot Canflgured 0
Description VRAVRC-vRB Cluster Protection Group

10 Verify that the recovery plan is intact.
a From the Home menu, select Site Recovery.
b In the Navigator, click Recovery Groups.
¢ Under Recovery Groups, click the vRA-vRO-vRB-RP recovery plan and click the Summary tab.
d Verify that the plan status is Ready and VM Status shows no error or warning message.

e Repeat the steps for the vVROps-RP recovery plan.

Navigator X [ vRAVROwRB-RP | Actions ~

4 Site Recovery (o] J Summary | Monitor  Manage Related Objects

[E] Recovery Plans

Recovery Plan:  vRA-uRO-vRB-RP

B \RAVROWRB-RP 4 Protected Ste:  momt01wc01 sl rainpale Jocal

[ wrops-RP ) Recovery Ste: mamt1veSt b rainpole local
L Description: Recowery Plan for vRA-wRO-VRE
~ Plan Status O | = VM Status o
Flan Status =» Ready
This plan is ready for test or recovery. Total: 12 Vs
Ready for Recovery. 12 ¥Ms
I InFProgress 0%Ms
I Success: 0%Ms
Wiarming 0vMs
I Error 0%Ms
= Recent History o/ | B Incomplete 0WMs

This listis empty.
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Validate the vSphere
Replication

After a maintenance such as an update or upgrade, validate the vSphere Replication to make sure it
works as expected.

Verify the Version and Service Status of vSphere
Replication

After you patch or update the vSphere Replication appliances mgmt01vrms01 and mgmt01vrms51, verify
the version, the service status and the configuration of each of them.

Network Parameters for the vSphere Replication Appliances

vSphere Replication Appliance Management Console URL IP Address FQDN

vSphere Replication https://mgmt01vrms01.sfo01.rainpole.local:5480 172.16.11.123 mgmt01vrms01.sfo01.rainpole.local
Appliance A

vSphere Replication https:/mgmt01vrms51.lax01.rainpole.local:5480  172.17.11.123 mgmt01vrms51.lax01.rainpole.local
Appliance B

Procedure

1 Log in to the vSphere Replication Management Interface.
a Open a Web browser and go to https://mgmt0lvrms01.sfo0l.rainpole.local:5480.

b Log in using the following credentials.

Setting Value
User name  root
Password vr_sfo_root_password
¢ Verify that authentication is successful.
2 If you have performed a patch or update, verify the version of the vSphere Replication appliance.
a Inthe appliance management console, click the Update tab and click the Status tab.

b Verify that the Appliance Version property shows the target appliance version.
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3 Verify the configuration and service status of the vRealize Automation appliance.
a Inthe appliance management console, click the VR tab and click the Configuration tab.

b  Under Startup Configuration, verify the following configurations.

Configuration mgmt01vrms01.sfo01.rainpole.local mgmt01vrms51.lax01.rainpole.local
Configuration Mode Configure using the embedded database Configure using the embedded database
Lookup Service Address mgmt01psc01.sfo01.rainpole.local mgmt01psc51.lax01.rainpole.local

SSO Administrator administrator@vsphere.local administrator@vsphere.local

VRM Host 172.16.11.123 172.16.11.123

VRM Site Name mgmt01vc01.sfo01.rainpole.local mgmt01vc51.1ax01.rainpole.local
vCenter Server Address mgmt01vc01.sfo01.rainpole.local mgmt01vc51.lax01.rainpole.local
vCenter Server Admin Mail vcenter_server_admin_email vcenter_server_admin_email

IP Address for Incoming Storage 172.16.16.71 172.17.16.71

Traffic

¢ Under Service Status, verify that the status shows VRM service is running.

QQO vSphere Replication Appliance

‘Gemngs{aned Configuration Security ‘ Suppaort |

Startup Configuration

Configuration Mode: ® configure using the embedded database Actions
Manual configuration Save and Restart Service
Canfigure from an existing VRM database Unregister VRMS

Reset Embhedded Database

LookupService Address, ‘mgmlm p=c01.sfo01 rainpolelocal

S50 Administrator. \Administramr@usphere.\ocal |

Password ‘ |

VRM Hast: [i72.06.41.123 | Browse... |
WRNM Site Name. ‘mgmlmvcm sfo01.rainpale.local

vCenter Server Address: \mgmmvcm 51001 rainpole.local
vCenter Server Port ‘EI]
vGenter Sener Admin Mail \mot@17216.11.123

IP Address for Incoming Storage Traffic: 172 1616.71
Apply Metwark Setting -

Service Status

WRM service is running

Paowered by Yhware Studio

4 Repeat the step for other appliance mgmt01vrms51.1ax01.rainpole.local to verify the version and
configuration status.
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5 Verify that vSphere Replication status is enabled for mgmt01vc01.sfo01.rainpole.local and
mgmt01vc51.lax01.rainpole.local.

a

b

Log in to the Management vCenter Server by using the vSphere Web Client.

Open a Web browser and go to
https://mgmt@lvcOl.sfo0l.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value

User name  administrator@vsphere.local

Password vsphere_admin_password

From the Home menu, select vSphere Replication.

Under vSphere Replication, click Home.

Verify that vSphere Replication status is Enabled for mgmt01vc01.sfo01.rainpole.local and

mgmt01vc51.lax01.rainpole.local.

[ ¥Sphere Replication

Getiing Started | Home |

£’ Monitor @\‘znage ,&Conﬁgure ‘WI
wienter Senver wSphare Replication 1a Total Replications

[ mgmt0Tvedt .l rainpole.lacal @& Enahled (0K} 16

J mamt01ve01.sfo01 rainpale.local & Enabled (0K} 16

[ compiwedt lax01 rainpole local & Motinstalled a

J comp0ivc01.sfa01 rainpole.local & Motinstalled o

6 Verify the Availability status, Version, Build number Target Sites and Replication Servers of the
vSphere Replication appliance in vSphere Web Client.

a

b

g

Under vSphere Replication, click the Home tab.

Select mgmt01vc01.sfo01.rainpole.local vCenter server and click Manage.

Click the vSphere Replication tab, verify that status of Availability is OK in About section .

Also verify that Version and Build number of vSphere Replication are correct.
Select Target Sites and verify that status of target site is Connected.

Select Replication Servers and verify that status of vSphere Replication (Embedded) is
Connected.

Repeat the procedure for the mgmt01vc51.lax01.rainpole.local vCenter Server .

7 Verify the replication status for the mgmt01vc01.sfo01.rainpole.local site.

a

b

From the Home menu, select vSphere Replication.

On the Home tab, select the mgmt01vc01.sfo01.rainpole.local vCenter server and click
Monitor.

On the vSphere Replication tab, click Outgoing Replications.

VMware, Inc.
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d

Verify that the replication status is OK for vRealize Operations Manager and Cloud Management
Platform VMs when replication happens from the mgmt01vc01.sfo01.rainpole.local site to
mgmt01vc51.1ax01.rainpole.local site.

Click the vSphere Replication tab and click Incoming Replications.

Verify that the replication status is OK for vRealize Operations Manager and Cloud Management
Platform VMs when replication happens from the mgmt01vec51.lax01.rainpole.local to
mgmt01vc01.sfo01.rainpole.local site.

8 Verify the replication status for the mgmt01vc51.lax01.rainpole.local site.

a

b

VMware, Inc.

From the Home menu, select vSphere Replication.

On the Home tab, select the mgmt01vc51.1ax01.rainpole.local vCenter server and click
Monitor.

On the vSphere Replication tab, click Outgoing Replications.

Verify that the replication status is OK for vRealize Operations Manager and Cloud Management
Platform VMs when replication happens from thr mgmt01vc51.1ax01.rainpole.local site to
mgmt01vc01.sfo01.rainpole.local site.

Click the vSphere Replication tab and click Incoming Replications.

Verify that the replication status is OK for vRealize Operations Manager and Cloud Management
Platform VMs when replication happens from the mgmt01vc01.sfo01.rainpole.local to
mgmt01vc51.1ax01.rainpole.local site.

129



SDDC Startup and Shutdown

When you restore or configure failover of the SDDC management applications, make sure that you start

up and shut down the management virtual machines according to a predefined order.

m  Shutdown Order of the Management Virtual Machines

Shut down the virtual machines of the SDDC management stack by following a strict order to avoid

data loss and faults in the applications when you restore them.

= Startup Order of the Management Virtual Machines

Start up the virtual machines of the SDDC management stack by following a strict order to
guarantee the faultless operation of and the integration between the applications.

Shutdown Order of the Management Virtual Machines

Shut down the virtual machines of the SDDC management stack by following a strict order to avoid data
loss and faults in the applications when you restore them.

Ensure that the console of the VM and its services are fully shut down before moving to the next VM.

Virtual Machine in Region A

vSphere Data Protection
Total Number of VMs (1)

mgmt01vdp01

vRealize Log Insight
Total Number of VMs (3)

vrli-wrkr-02
vrli-wrkr-01
vrli-mstr-01

vRealize Operations Manager
Total Number of VMs (5)

vrops-rmtcol-02
vrops-rmtcol-01
vrops-datan-03

vrops-repln-02

VMware, Inc.

Virtual Machine in Region B

vSphere Data Protection
Total Number of VMs (1)

mgmt01vdp51

vRealize Log Insight
Total Number of VMs (3)

vrli-wrkr-52
vrli-wrkr-51
vrli-mstr-51

vRealize Operations Manager
Total Number of VMs (2)

vrops-rmtcol-52

vrops-rmtcol-51

Shutdown Order

1

130



Operational Verification

Virtual Machine in Region A
vrops-mstrn-01

vRealize Business
Total Number of VMs (2)

vra01buc01.sfo01.rainpole.local
vra01bus01.rainpole.local

vRealize Automation
Total Number of VMs (13)

vra01demO01.rainpole.local
vra01dem02.rainpole.local
vraO1ias02.sfo01.rainpole.local
vraO1ias01.sfo01.rainpole.local
vra01ims01b.rainpole.local
vra01ims01a.rainpole.local
vra01iws01b.rainpole.local
vraO1iws01a.rainpole.local
vraO1svrO1b.rainpole.local
vraO1svrO1a.rainpole.local
vra01vroO1b.rainpole.local
vra01vroO1a.rainpole.local
vra01mssql01.rainpole.local

Site Recovery Manager
Total Number of VMs (2)

mgmt01vrms01
mgmt01srmO1

vSphere Update Manager Download Service
(UMDS)

Total Number of VMs (1)
mgmt01umds01.sfo01.rainpole.local

Core Stack
Total Number of VMs (21)

SFOMGMT-LBO1 (0,1)
SFOMGMT-UDLRO1 (0,1)
SFOMGMT-ESGO1
SFOMGMT-ESG02
SFOCOMP-UDLRO1 (0,1)

SFOCOMP-DLRO1 (0,1)
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Virtual Machine in Region B

Realize Business
Total Number of VMs (2)

vra01buc51.lax01.rainpole.local

vRealize Automation
Total Number of VMs (2)

vraO1ias52.lax01.rainpole.local

vraO1ias51.lax01.rainpole.local

Site Recovery Manager
Total Number of VMs (2)

mgmt01vrms51
mgmt01srm51

vSphere Update Manager Download Service
(UMDS)

Total Number of VMs (1)
mgmt01umds51.lax01.rainpole.local

Core Stack
Total Number of VMs (13)

LAXMGMT-LBO1 (0,1)
LAXMGMT-ESGO01
LAXMGMT-ESG02

LAXCOMP-DLRO01(0,1)

Shutdown Order
4

2
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Virtual Machine in Region A
SFOCOMP-ESGO01
SFOCOMP-ESG02
mgmt01nsxmO1
comp01nsxm01
NSX_Controller_0-Mgmt
NSX_Controller_1-Mgmt
NSX_Controller_2-Mgmt
NSX_Controller_0-Comp
NSX_Controller_1-Comp
NSX_Controller_2-Comp
mgmt01vc01
comp01vc01
SFO01PSCO1
comp01psc01

mgmt01psc01

Virtual Machine in Region B
LAXCOMP-ESGO01
LAXCOMP-ESG02
mgmt01nsxm51

comp01nsxm51

mgmt01vc51
comp01vc51
LAX01PSC51
comp01psc51

mgmt01psc51

Shutdown Order

1

1

Startup Order of the Management Virtual Machines

Start up the virtual machines of the SDDC management stack by following a strict order to guarantee the
faultless operation of and the integration between the applications.

Before you begin, verify that external dependencies for your SDDC, such as Active Directory, DNS, and

NTP are available.

Ensure that the console of the VM and its services are all up before moving to the next VM.

Virtual Machine in Region A

Core Stack Total Number of VMs (21)

mgmt01psc01
comp01psc01
SFO01PSCO1
mgmt01vc01
comp01vc01
mgmt01nsxmO1
comp01nsxm01
NSX_Controller_0-Mgmt
NSX_Controller_1-Mgmt

NSX_Controller_2-Mgmt
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Virtual Machine in Region B

Core Stack Total Number of VMs (13)

mgmt01psc51
comp01psc51
LAX01PSC51
mgmt01vc51
comp01vc51
mgmt01nsxm51

comp01nsxm51

Startup Order
1

1
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Virtual Machine in Region A
NSX_Controller_0-Comp
NSX_Controller_1-Comp
NSX_Controller_2-Comp
SFOMGMT-LBO1 (0,1)
SFOMGMT-UDLRO01 (0,1)
SFOMGMT-ESG01
SFOMGMT-ESG02
SFOCOMP-UDLRO1 (0,1)
SFOCOMP-DLRO1 (0,1)
SFOCOMP-ESGO01
SFOCOMP-ESG02

vSphere Update Manager Download Service (UMDS)
Total Number of VMs (1)

mgmt01umds01.sfo01.rainpole.local

Site Recovery Manager Total Number of VMs (2)
mgmt01vrms01

mgmt01srm01

vRealize Automation Total Number of VMs (13)
vra01mssql01.rainpole.local
vraO1vroO1a.rainpole.local
vra01vroO1b.rainpole.local
vraO1svrO1a.rainpole.local
vraO1svrO1b.rainpole.local
vraO1iws01a.rainpole.local
vraO1iws01b.rainpole.local
vra01ims01a.rainpole.local
vra01ims01b.rainpole.local
vraO1ias01.sfo01.rainpole.local
vraO1ias02.sfo01.rainpole.local
vra01demO01.rainpole.local
vra01dem02.rainpole.local

vRealize Business Total Number of VMs (2)
vra01bus01.rainpole.local
vra01buc01.sfo01.rainpole.local

vRealize Operations Manager Total Number of VMs

(©)
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Virtual Machine in Region B

LAXMGMT-LBO1 (0,1)
LAXMGMT-ESGO01
LAXMGMT-ESG02
LAXCOMP-DLR01(0,1)
LAXCOMP-ESGO01
LAXCOMP-ESG02

vSphere Update Manager Download Service
(UMDS) Total Number of VMs (1)

mgmt01umds51.lax01.rainpole.local

Site Recovery Manager Total Number of VMs (2)
mgmt01vrms51

mgmt01srm51

vRealize Automation Total Number of VMs (2)

vra01ias51.lax01.rainpole.local

vra01ias52.lax01.rainpole.local

vRealize Business Total Number of VMs (1)
vra01buc51.lax01.rainpole.local

vRealize Operations Manager Total Number of VMs

)

Startup Order

5

5
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Virtual Machine in Region A

vrops-mstrn-01

vrops-repln-02

vrops-datan-03

vrops-rmtcol-01

vrops-rmtcol-02

vRealize Log Insight Total Number of VMs (3)
vrli-mstr-01

vrli-wrkr-01

vrli-wrkr-02

vSphere Data Protection Total Number of VMs (1)

mgmt01vdp01

VMware, Inc.

Virtual Machine in Region B

vrops-rmtcol-51

vrops-rmtcol-52

vRealize Log Insight Total Number of VMs (3)
vrli-mstr-51

vrli-wrkr-51

vrli-wrkr-52

vSphere Data Protection Total Number of VMs (1)

mgmt01vdp51

Startup Order

1

2
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