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About VMware Validated Design Site
Protection and Recovery

VMware Validated Design Site Protection and Recovery provides step-by-step instructions about
performing disaster recovery of VMware management components in the software-defined data center
(SDDC).

You use VMware Site Recovery Manager and VMware vSphere Replication to perform site protection and
recovery of the Cloud Management Platform that consists of vRealize Automation, vRealize Orchestrator
and vRealize Business, and of the vRealize Operations Manager analytics cluster.

Intended Audience

The VMware Validated Design Site Protection and Recovery documentation is intended for cloud
architects, infrastructure administrators, cloud administrators and cloud operators who are familiar with
and want to use VMware software to deploy in a short time and manage an SDDC that meets the
requirements for capacity, scalability, backup and restore, and disaster recovery.

Required VMware Software

VMware Validated Design Site Protection and Recovery is compliant and validated with certain product
versions. See VMware Validated Design Release Notes for more information about supported product
versions.

VMware, Inc. 5



Failover and Failback Checklist
for the SDDC Management
Applications

Use a checklist to verify that you have satisfied all the requirements to initiate disaster recovery and
planned migration of the SDDC management applications.

Table 1-1. Checklist for Failover and Failback

Checklist

Activation and
Assessment

Approval

Activation Logistics

VMware, Inc.

Tasks

Verify that the disaster failover or failback is really required.

For example, an application failure might not be a cause to perform a failover or failback, while an
extended region outage is a valid cause.

Also, consider business continuity events such as planned building maintenance or the possibility of a

hurricane.

Submit required documentation for approval to the following roles:

IT management
Business users
CTO

Ensure that all required facilities and personnel are available to start and complete the disaster
recovery process.

Verify that Site Recovery Manager is available in the recovery region.
Verify the replication status of the applications.

Verify the state of the NSX Edge in the recovery region.

m  Are the NSX Edges available?

m  Are the IP addresses for VXLAN backed networks correct?

m |s |oad balancer on the NSX Edge configured according to the design?

m |s the firewall on the NSX Edge correctly configured according to the design?
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Table 1-1. Checklist for Failover and Failback (Continued)

Checklist Tasks
Communication, m  |n the case of a planned migration,
Initiation and m  Notify the users of the outage.

Failover/Failback m At the scheduled time initiate the failover or failback process.

Validation
m  |n the case of a disaster recovery failover/failback, notify all stakeholders and initiate the failover or

failback process
= Test the application availability after the completion of failover or failback.

= Notify all stakeholders of completed failover or failback.

Post Failover/Failback In the case of disaster recovery failover/failback, perform the following configuration:
Configuration = Update the backup jobs to include the applications that are now running in Region B.

= Configure the NSX Controllers and the UDLR Control VM to forward events to vRealize Log Insight in
the recovery region.

m  Redirect the log data from the failed over or failed back applications to vRealize Log Insight in the
recovery region.

m  Complete a post-recovery assessment. For example, note which items worked and which did not
work, and identify places for improvement that you can incorporate back in the recovery plan.
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Prerequisites for SDDC Failover
or Failback

For faultless failover or failback to the recovery region, verify that your environment satisfies the
requirements for a failover or failback capable SDDC configuration.

Table 2-1. Failover or Failback Prerequisites

Prerequisite
Compute

Storage

External Services

Virtual Infrastructure

VMware, Inc.

Value

The compute in the recovery region must mirror the compute in the protected region.

The storage configuration and capacity in the recovery region must mirror the storage configuration and
capacity in the protected region.

Shared datastore space on the management pod with enough capacity must be available for all VMs
of vRealize Automation and vRealize Operations Manager.

Provide the following services in the recovery region. See External Service Dependencies from the Planning
and Preparation documentation.

Active Directory
DNS

NTP

SMTP

Syslog

ESXi, vCenter Server and NSX for vSphere mirrored in the protected region

Site Recovery Manager and vSphere Replication deployed in both regions and paired
NSX Edge devices for North-South Routing deployed and configured in both regions
Universal distributed logical router deployed and configured

NSX Load Balancer deployed and configured in both regions



Failover of the SDDC
Management Applications

Configure and perform failover of the management applications in the SDDC from the protected region,
Region A, to the recovery region, Region B.

You fail over the following management components:
= Analytics cluster of vRealize Operations Manager
®  Primary components of vRealize Automation, vRealize Orchestrator, and vRealize Business

The remote collector nodes of vRealize Operations Manager are not failed over. You deploy a separate
pair of remote collectors in each region in an application isolated network. The vSphere Proxy Agents
of vRealize Automation and the vRealize Business data collector are not failed over. You deploy a
separate pair of agents and collector in each region in an application isolated network.

1 Configure Failover of Management Applications
Prepare the management applications in the SDDC for failover or planned migration. Replicate
application-specific virtual machines by using vSphere Replication and create recovery plans for
these virtual machines by using Site Recovery Manager.

2 Test the Failover of Management Applications
Test the recovery plan for the management applications in the SDDC to eliminate potential problems
during a future failover.

3 Perform Planned Migration of Management Applications
After you have successfully configured and tested failover of the management applications, start the
migration process from Region A to Region B.

4 Perform Disaster Recovery of Management Applications
Prepare networking in Region B and perform failover of Realize Automation, vRealize Orchestrator,
vRealize Business, and vRealize Operations Manager to Region B if Region A becomes
unavailable in the event of a disaster or if you plan a graceful migration.

5 Post-Failover Configuration of Management Applications

After failover of the cloud management platform and vRealize Operations Manager, you must
perform certain tasks to ensure that applications perform as expected.

VMware, Inc.
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Configure Failover of Management Applications

Prepare the management applications in the SDDC for failover or planned migration. Replicate
application-specific virtual machines by using vSphere Replication and create recovery plans for these
virtual machines by using Site Recovery Manager.

m  Configure Failover of vRealize Operations Manager
Prepare vRealize Operations Manager for failover by replicating the virtual machines of the analytics
cluster and creating a recovery plan for them in Site Recovery Manager.

m  Configure Failover of the Cloud Management Platform

Prepare vRealize Automation, vRealize Orchestrator, and vRealize Business for failover. Replicate
the virtual machines of the primary vRealize Automation components, vRealize Orchestrator, and of
vRealize Business Server. Create a recovery plan for them in Site Recovery Manager.

Configure Failover of vRealize Operations Manager

Prepare vRealize Operations Manager for failover by replicating the virtual machines of the analytics
cluster and creating a recovery plan for them in Site Recovery Manager.

Procedure

1 Replicate the VMs of vRealize Operations Manager
Configure the replication of the virtual machines that participate in the analytics cluster of the
vRealize Operations Manager to support failover of vRealize Operations Manager to Region B.
2 Create a Protection Group for vRealize Operations Manager

After you configure a replication solution for the analytics virtual machines of vRealize Operations
Manager, include the virtual machines in a protection group so that Site Recovery Manager protects
them together.

3 Create a Recovery Plan for vRealize Operations Manager

After you create a protection group for the virtual machines of the vRealize Operations Manager
analytics cluster, create a recovery plan. You use this plan to run commands

on Site Recovery Manager and the analytics virtual machines, and configure dependencies between
the virtual machines.

4 Customize the Recovery Plan for vRealize Operations Manager
After you create the recovery plan for the vRealize Operations Manager failover, configure the
startup priority and the startup and shutdown options for the virtual machines of the analytics cluster.
5 Duplicate the Anti-Affinity Rules for vRealize Operations Manager in Region B

VM anti-affinity rules are not retained during a Site Recovery Manager assisted recovery. You must
duplicate the anti-affinity rules for the analytics virtual machines in Region B so that the rules apply
after failover of vRealize Operations Manager.

VMware, Inc. 10
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Replicate the VMs of vRealize Operations Manager

Configure the replication of the virtual machines that participate in the analytics cluster of the vRealize
Operations Manager to support failover of vRealize Operations Manager to Region B.

Procedure

1 Login to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 From the Home menu of the vSphere Web Client, select VMs and Templates.

3 Navigate to the vROps01 VM folder.

Object Value

vCenter Server mgmt01vc01.sfo01.rainpole.local
Data center SFOO01

Folder vROps01

4 On the vROps01 page, click the VMs tab, click Virtual Machines and select the virtual machines of
the analytics cluster.

Name Role
vrops-mstrn-01  Master node
vrops-repln-02  Master replica node

vrops-datan-03 Data node 1

[CvRopso1 | %5 B8 ) %8 #@ | {ghActions ~

Summary  Manitor  Permissions |\m|s | Update Manager

‘ Virtual Machines | VM Templates in Folders | vADDS ‘ ‘WM Folders

R R AR & & | EhActons - B (@Frer <)
Hame 1a|State Status Pravisioned Space Used Space Host CPU Host hem

ED vrops-datan-03 Powered On & Mormal 315.29 GB 68.08 GB 0 MHz 9,937 MB

ED vrops-mstrn-01 Powered On & MNormal 315.28 GB B8.08 GB 0 MHz 22 356 MB

ED vrops-repin-02 Powered On & Mormal 315.27 GB 68.07 GB 0 MHz 9,960 MB

30bjects [ Export [ Copy~

5 Right-click the VM selection, and select All vSphere Replication Actions > Configure Replication.

VMware, Inc. 1
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6 Click Yes in the dialog box about performing replication for all objects.
The Configure Replication for 3 Virtual Machines wizard opens.

7 On the Validation page of the Configuration Replication dialog box, wait until the validation
completes, click Next.

8 On the Replication type page, select Replicate to a vCenter Server and click Next.

9 On the Target site page, select the mgmt01vc51.lax01.rainpole.local vCenter Server in Region B
and click Next.

Configure Replication for 3 Virtual Machines (2) M

+ 1 Validation Targetsite

Selectthe target site where the vitual machines will be replicated
+/ 2 Replication type

QLitestsit Hams Status
4 Replication server 2 mamto1vent.sio rainpole.local & Connected
@ mogmidivesl lax01 rainpole local # Connected

[ @ Add Remote Site

Target site validation:

@ walidation succeeded

Back Next Cancel

10 On the Replication server page, select Auto-assign vSphere Replication server and click Next.

If the environment contains several replications servers, selecting this option makes use of any of
these replication servers.

VMware, Inc.
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11 On the Target location page, set the location on the vSAN datastore in Region B to store replicated
VM files.
a Click the Edit for all link.

Configure Replication for 3 Virtual Machines 7
+ 1 Validation Targetlocation
Select a datastore where the replicated files will be stored.
+/ 2 Replication type
v 3 Targetsite Edit for all...
4 Replication server N Target WM location
- » CF vrops-mstrn-01  (infa) Edit
5 Target location WM storage policy: Datastore Default
Replication options Target VM Iocation:
& T + (7 wops-datan-03  (info) ¢ Edit..
7 WM storage policy: Datastore Default
Target VM location:
8 » [P vrops-repin-02  (infa) E Edit
M storage policy: Datastore Default
Back Hext Cancel

In the Select Target Location dialog box, select the LAX01A-VSAN01-MGMTO01 datastore from

the datastore list in the upper part of the dialog box.

b

VMware, Inc.
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¢ Inthe Select a target location pane, select the LAX01-VSANO01-MGMTO01 root folder
underneath, and click OK.

3VMs - Select Target Location ?)(x
Select Target Location
Select a datastore where the replicated files will be stored.
Filter datastores by name | Filter Datastores |
WM storage policy | Datastore Default -] @
Name Capacity Frovisioned Free Type Storage DRS Thin Fi
] LAKD1A-VSANDT-MGMTOT B.48TH 375TH 495TH vsan Supp
1 LAKO1A-MFS01-WVDPOT 3.84TE 6.81TE ERLNE) MFE w3 Suppr

) Afolderfor each replicated VM will be created in the selected folder.

Selecta target location LA AN01-MGMT01] <VM name>

b [1hd250158-T836-6301-b1 3a-ecf4bhdB9670

¥ [Jedge-27-jobdata-769-0

b []9c46358-20a8-5800-97 2b-ecf4hhd 28670
¥ [Jmomidinsxmst_3

b []637e4058-Th84-5184-Jeec-ecf4hbdi06T0

0K Cancel

vSphere Replication will create a folder in the root datastore folder for the vRealize Operations

Manager VMs.

d Back on the Target Location page, click Next.

Configure Replication for 3 Virtual Machines

+ 1 Validation Targetlocation
Select a datastore where the replicated files will be stored

+~/ 2 Replication type
+ 3 Targetsite Edit for all

< O L ey Target Vi location: [LAXO1A-VSANO1-MGMTO1] wops-mstm-01

s v [ wops-mstm-01 (info) Edit...
5 Targetlocation W storage policy: Datastore Default

Target Vi location: [LAX01A-VSANO1-MGMT01] wops-datan-03
» [P vrops-datan-03 ({info) E 1vrop: Edit
M storage policy: Datastore Default

v (1 viopsrepin-02 (infa) Target VM location: [LAXD1A-VSANO1-MGMT01] wrops-repin-02 it
VWM storage policy: Datastore Default

Back Next Cancel
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12 On the Replication options page, select only the Enable network compression for VR data check

box, and click Next.

Important

m Do not enable guest OS quiescing because some of the vRealize Operations Manager databases

do not support quiescing. Quiescing might result in a cluster failure because virtual disks remain
in frozen state for too long.

m  Compression requires extra resources. Do not enable it if the hosts are over-utilized.

Configure Replication for 3 Virtual Machines 2
+ 1 Validation Replication options
Select replication options for the virtual machines
+~/ 2 Replication type
+~ 3 Targetsite GuestOS quiescing
4 Replicat Quiescing might take several minutes and might affect RPO times. Use only for virtual machines that are configured to
LSS support quiescing methods.
~ 5 Targetlocation [] Enable quiescing
¥4 6 Replicafion options
Network Compression
7 Recoverysetiings Network compression reduces the network bandwidth thatis used by vSphere Replication on the source site, WAN, and
O e the target site, and can free up buffier memory on the vSphere Replication server. Network compression consumes
e s more CPU resources on both the source site and the server that manages the target datastore.
E Enable network compression for VR data
Replication options validation.
@ Validation surceeded
Back Next Cancel

13 On the Recovery settings page, enter the following settings and click Next.
a Set the Recovery Point Objective (RPO) to 15 minutes.

b Select Enable under Point in time instances and keep 3 instances per day for the last 1 days.

VMware, Inc.
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Configure Replication for 3 Virtual Machines

Recovery settings
Configure recovery settings for the vitual machines

1 Validation
2 Replication type
3 Target site Recovery Point Objective (RPO)

4 Replication server Lower RPO times reduce potential data loss, but use more bandwidth and system resources.

L S S

5 Target location

+~/ 6 Replication options

¥4 7 Recovery settings

+/ 8 Readyto complete

S minutes 24 hours

15 minutes

Point in time instances
Retained replication instances are converted to snapshots during recovery. Replication of existing WM snapshots is not

supported
[ Enanle

Keep |3 .\nalannesperdavfﬂrlhelast 1

S days (3tota)

Ifthe RPO period is longer than 8 hours, vou might wantto decrease the RPO value to allow wSphere Replication
to create the number ofinstances that you want to keep.

Recovery settings validation

@ validation succeeded

Back Next Finish Cancel

14 On the Ready to complete page, review the configuration and click Fin
15 (Optional) Monitor the replication progress.

a Inthe vSphere Web Client, click Home > vSphere Replication and

configuration page for this vCenter Server instance.

ish.

click the Home tab.

Select the mgmt01vc01.sfo01.rainpole.local and click Monitor to open the page for replication

¢ On the Monitor tab, click the vSphere Replication tab and select Outgoing Replications.
() mgmto1vco1.sfo0t.rainpoledocal {5 &3 ¥@ /g | {5jActions -
Summary ‘ Mnniturl Configure Permissions Datacenters Hosts & Cluste. Whls Datastores Metworks  Linked vCenter Extensions  Update Manager
‘. Issues | Tasks & Events ‘ System Logs ‘ Sessions | vSphere Replication |
“ =% oy Oy =N | Filter s
Outgoing Re| ons Virtual Machine Status Target R server Test Status
Incoming Replications F wrops-repln-02 @ Initial Full Sync [ mamt0ivestlaxdie. 3 mamt0lvwmsst
Reports F wops-datan-03 @ Initial Full Sync @ mogmi0ives? lax0 r. % mgmtl1wrms51
Cloud Recovery Settings oF wrops-rastm-01 @ Initial Full Sync [ mamt0tvestlax0te. [ mamt0lwmsst
H Jitems [= Export~ [{4Copy~
Replication Details | Pointin Time
Status: @ Initial Full Sync e Lastinstance sync point
.
53 % Li ] Last sync duration:
Virtual machine:  vrops-repin-02 Last sync size:
Targetsite: mgrmtd1wed1 lax01 rainpolelocal  gpo: 15 minutes
VR sener: mymtiTvrmss1 Quiescing: Disabled
Configured disks: 3 o0f2 @ Network compression:  Enabled
VMware, Inc. 16
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Create a Protection Group for vRealize Operations Manager

After you configure a replication solution for the analytics virtual machines of vRealize Operations
Manager, include the virtual machines in a protection group so that Site Recovery Manager protects them
together.

Procedure
1 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcO0l.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 From the Home menu of the vSphere Web Client, select Site Recovery.

3 On the Site Recovery home page, click Sites and select the
mgmt01vc01.sfo01.rainpole.local protected site.

4 If the Log In Site dialog box appears, re-authenticate by using the svc-srm@rainpole.local user
name and the svc-srm_password password.

Re-authentication is required if the network connection between Region A and Region B has been
interrupted after the last successful authentication.

5 On the Related Objects tab, click the Protection Groups tab and click Create Protection Group.
The Create Protection Group wizard appears.

6 On the Name and location page, configure the following settings and click Next.

Setting Value
Name VROps-PG
Description  vROps Cluster Protection Group

Site pair mgmt01vc01.sfo01.rainpole.local - mgmt01vc51.1ax01.rainpole.local

VMware, Inc. 17
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#) Create Protection Group (7)

B4 1 Name and location Name and location

Enter a name and description and select a location for this protection group.
2 Protection group type

irtual machines

MName: wROps-PG

omplete

Description vROps Cluster Protection Group

< g mogmtl

Next Cancel

7 On the Protection group type page, configure the following settings and click Next.

Setting Value

Direction of protection mgmt01vc01.sfo01.rainpole.local -> mgmt01vc51.1ax01.rainpole.local

Protection group type  Individual VMs

#) Create Protection Group (7)
+ 1 Name and location Protection group type
Select the protected site and protection group type
2 Protection group type
3 Virtual machines Direction of protection: (=) mgmt0¥c01 sfol1 rainpole lacal -=
4 Readyto complete mogmt1ve51 1ax01 rainpole local

() mgmtdTves1 lax01 rainpole local -=
mgmt01wc01 sfo01 rainpole.local

Protection group type:  (7) Datastore aroups (array-hased replication)
(=) Individual Vs (vSphere Replication)
() Storage policies (array-based replication)

Back Next Cancel

8 On the Virtual machines page, select the analytics virtual machines from the list of machines
replicated by using vSphere Replication and click Next.

= vrops-mstrn-01
m  vrops-repln-02

= vrops-datan-03

VMware, Inc.
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#) Create Protection Group (7)
+ 1 Name and location Virtual machines
Select virtual machines for this protection group. The replication status of the virtual
+' 2 Protection group type machine will not be affected by adding or removing it from this protection group
3 Virtual machines
Replicated virtual machines
4 Readyfo complete —
| Q Filter -
irual Mashine Status Protection Status
~ (G wrops-datan Ok Add to this protection group
M & waops-mstm.. 0K Add to this pratection group
~ (G wrops-repln- Ok Add to this protection group
M (Q Find ~ Jitems [5 Export~ [IyCopy~
Back Next Cancel

9 On the Ready to complete page, review the protection group settings and click Finish.

The vROps-PG protection group appears in the list of protection groups for Site Recovery Manager.

are phere ep Q Search -
Navigator X mymt01vc01.sfo01.rainpole.local ‘ {aﬂdiuns - #
—_————————— =
4 Back Summary  Monitlor  Manage | Related Objects ‘ =
5
A sites =
[Anay Based Replication | Protection Groups ‘ Recovery Plans l %
E mgmid1vc01 sio01 rainpole > g
B mgmt01ves1 1ax01 rainpole loc 9 Greate Prat.. (@ Filier W F
Name Frotection Status  Recowery Stalus  Frotection Type  Frotected Site Direstion

O wROps-PG C} Ok Ready Individual Wiis mgmt01vc01 sfo01 rainpolelocal  mgmt01wc01 sfo01 rainpole.lc

4 0

M 10bjects [ Export [ Copy ~

Create a Recovery Plan for vRealize Operations Manager

After you create a protection group for the virtual machines of the vRealize Operations Manager analytics
cluster, create a recovery plan. You use this plan to run commands on Site Recovery Manager and

the analytics virtual machines, and configure dependencies between the virtual machines.

VMware, Inc. 19
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Procedure
1 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

From the Home menu of the vSphere Web Client, select Site Recovery

On the Site Recovery home page, click Sites and select mgmt01vc01.sfo01.rainpole.local.

a A WO D

On the Name and location page, configure the following settings and click Next.

Property Value
Name vROps-RP
Description  Recovery Plan for vROps Cluster

Site pair mgmt01vc01.sfo01.rainpole.local - mgmt01vc51.1ax01.rainpole.local

] Create Recovery Plan (7)

B4 1 Name and location Name and location

Enter a name and description and select a location for this recovery plan
2 Recowery site

3 Protection groups

MName: wROps-RP

Description Recovery Plan for vVRCps Cluster

< W@ momtd1vedt.sfa0 .rain al - momtoves

Next Cancel

6 On the Recovery Site page, select mgmt01vc51.lax01.rainpole.local in the Recovery Site pane
and click Next.

VMware, Inc.

On the Related Objects tab, click the Recovery Plans tab and click the Create Recovery Plan icon.
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] Create Recovery Plan

+ 1 Name and location Recovery site
Select the site to which the VMs in this plan will recover.
2 Recowerysite
3 Protection groups .
. . Recovery site: () mgrntdiwe01 5fa01 rainpole local
estnetworks

(=) mgmtdTves1 lax01 rainpole local

Back Next Cancel

7 On the Protection group page, select the protection group for the recovery plan and click Next.

Protection Group Option Value

Group type VM protection groups
Protection group vROps-PG
] Create Recovery Plan (7)
+ 1 Name and location Protection groups
Select protection groups to use for this recovery plan.
+~ 2 Recowerysite
3 Proiection groups Group type: \_VMprctecﬂon groups ‘ - |
4 Testnetworks —
|Q Filter -
3 DG HD Name Group Type Description
(l :? vROps-PG VR wROps Cluster Protection Group
H 1items [ Export~ [13Copy~
Back Next Cancel

8 On the Test networks page, leave the default values and click Next.

The default option is to automatically create an isolated network.

VMware, Inc.
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] Create Recovery Plan (7)

+ 1 Name and location Testnetworks
Select the networks to use while running tests of this plan.
+~ 2 Recowerysite

+~ 3 Protection groups

4 Testnetworks

Auto. Creates an isolated test network if the test network mapping at the site-level does not exist.

Frecovery Natwork Tast Netwatk
3 AN @ LAXDT = WM Network Q Auor
€3 La01 = none @ Auto”
& LAX01 = vDS-Mamtvhotion @ Auto*

&I LAKOT = view-dve-19-universalwire-3-sid-30003-Mg g Auto*
% LAKD1 = vew-wimknicPo-dws-18-3048-de8010d3-5932.. g Auto*

&I LAXO1 = vDS-Mgmt-Uplink01 g Auto*
% LAKDT = view-dvs-19-universakwire-4-sid-30004-Mg... g Auto*
&I LA = vDS-Momi-YSAN g Auto®
% LAKDT = viw-dvs-19-universalwire-2-sid-30002-Mg... g Auto*
&I LAXO1 = vDS-Mgmi-Management g Auto*
2 LAKDT = vDE-Mamt-NFS g Auto®
&I LAKO1 = vDS-Mgmi-Uplink02 g Auto*
2 LAXOT = vaw-dvs-19-universalwire-1-sid-30001-Univ.. € Auto®
& LAX01 = vDS-MamkVR g Auto®
% LAK01 = vDE-Mamt-Ext-Management g Auto*
Back Next Cancel

9 On the Ready to complete page, click Finish.

The vROps-RP recovery plan appears in the list of the recovery plans available in Site Recovery

Manager.
Navigator 4 mygmt01vc01.sfo01.rainpole.local @Aclinns -
4 Back Summary  Maonitor  Manzge | Related Objects |
Sites §
| Array Based Replication ‘ Protection Groups | Recovery Plans
E mgmiD1vc1 sfo01 rainpole >
mamto1ves1.1ax01.rainpole.loc. ] Create Rec...| o Test ©Run G Actions ~ (@Fiter -
Hame Status Frotected Site
D vROps-RP =3 Ready mgmt01ve01.sfol1 rainpole.local
M 10bjects [ Export [ Copy~

Customize the Recovery Plan for vRealize Operations Manager

After you create the recovery plan for the vRealize Operations Manager failover, configure the startup
priority and the startup and shutdown options for the virtual machines of the analytics cluster.
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Procedure

1 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 From the Home menu, select Site Recovery

3 On the Site Recovery home page, click Sites and select
the mgmt01vc01.sfo01.rainpole.local protected site.

On the Related Objects tab, click the Recovery Plans tab and click the vROps-RP recovery plan to

open it.
vmware* vSphere Web Client  #= Updated at 11:53PM 0 | Administ HERELOCAL = | Help ~ Q search -
| Navigator | mgmiDivc01.sfoD1.rainpoledocal | £63 Actions ~  [E]
4 Back Summary Monitar  Manage | Related Objects | E
B sites %
I Amray Based Replication ‘ Protection Groups | RemveryPlans} %
E mgmiD1vc01 sfol rainpole local > é
SN 3 o | {8 Actions = lQ Filter i

B mgmto1ves11ax01 rainpole local
Name Status Protected Site
rarmtd1vedt.sfoll rainpale.local

[E] vROps-RP =» Ready

10hjects = Export ({4 Copy ~
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5 Change the startup priority of the virtual machine of the master node.

a On the recovery plan page, click the Monitor tab and click the Recovery Steps tab.

b Under Power on priority 3 VMs, right-click vrops-mstrn-01 and select All Priority Actions > 1
> (Highest).

Ll

U | Administra HERE.LOCAL ~ | Help » | (SRRl

vmware* vSphere Web Client  #=

[ Navigator ;][ ROps-RP | {5} Actions ~

Summary | Monitor | Manage Related Objects

<A Back
B WROps-RP

J/ Protection Groups [ 1]

$521601d U1 UM (1) |y,

Plan status =3 Ready

Description This plan is ready for test or recovery.

2= > o View | TestSteps |vJ

Recovery Step Status Step Started Step Completed

» B 1. Synchronize storage
ﬁ, 2. Restare recovery site hosts from standby
LED‘IJ 3. Suspend non-critical ¥Ms at recovery site
» E 4. Create writahle storage snapshot
3 gh 4. Configure test networks
I 6. Power on priority 1 Vs
[ 7. Power on priority 2 YiMs
w [E 2 Poweron priority 3 WMs
b [§1 8.1.wrops-mstrn-
» B 8.2 wraps-dg Aetons - 1 Virtusl Wachine
» (1 8.3 wops-ra
3. Powver an priorit
B 10 Power on prior

@ Configure Recovery,
All Priority Actions 1 {Highest)
All Protected Whs Actions  » 2 (High)
All Startup Action Actions » 3 (Mediurm) |
4 (Low)

5 (Lowest)

13items [= Export~ [[4Copy~

¢ Inthe Change Priority dialog box. click Yes to confirm.
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6 Configure startup and shutdown options for the master node.
a Right-click vrops-mstrn-01 and select Configure Recovery.

b Inthe VM Recovery Properties dialog box, expand Shutdown Actions and increase Shutdown
guest OS before power off to 10 minutes.

¢ Expand Startup Actions, increase the timeout to 10 minutes, and click OK.

M Recovery Properties - vrops-mstrn-01 (7]

‘ Recovery Properties | IP Custornization ‘

Changes to these properties will apply to this VM in all recovery plans

Priarity Group |1 (Highest) |v| i ]
» ¥M Dependencies Mone
wMation

~ “Shutdown Action

Shutdown actions are used to power off Whs at the protected =ite during a Recovery.Shutdown actions are not
used for Test or Cleanup.

(=) Shutdown guest 05 before power off (requires YWhlware Tools)
Timeout: |10 ?' minutes g % seconds

In Digaster Recovery mode, the ¥YM will be powered off if Shutdown guest OS5 fails.

() Power off
- Startup Action | Power on ‘ - @
Witware Tools [ Wizt for Whtweare tools
Timeout ‘T;' minutes g ;{ seconds
Additional Delay [ Additional delay befare running Past Pawer On steps and starting dependent Whs.
» Pre Power On Steps Mone
» Post Power On Steps Mone

0K Cancel

7 Repeat Step 5 and Step 6 for the other virtual machines of the analytics cluster.

Virtual Machine Startup Priority Order Update Timeout Values
vrops-repin-02 2 No

vrops-datan-03 3 Yes
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Mavigator 5
4 Back
B WROps-RP

J/ Protection Groups

-] vROps-RP  {gj Actions ~

Surmmary ‘ Monitor ‘ Manage  Related Objects

Ll

Q  Search

Recovery Steps | History

=» Ready

This plan is ready for test or recovery.

Plan status

Description:
g=lr 0

Recouery Step Status Step Started
» B 1. Synchronize storage
ﬁ, 2. Restore recavery site hosts fram standby
Eu"u 3. Suspend non-critical Whs at recovery site
» E 4. Create writable starage snapshot
» ﬁ 5. Configure test networks
w [ 6. Power an priority 1 Wis
¥ [ B.1.vrops-mstrn-01
w [ 7.Power an priority 2 Wis
¥ [ 71 vrops-repin-02
- 8. Power on priority 3 ¥Ms
¥ [ 8.1 vrops-datan-03
B 9. Power an priarity 4 Whis
B 10. Power on priority 5 YMs

$52.601d UI HI0M (1)

view: [Teststeps [~ ]

Step Completed

13items [= Export~ [[4Copy~

Duplicate the Anti-Affinity Rules for vRealize Operations Manager in Region

B

VM anti-affinity rules are not retained during a Site Recovery Manager assisted recovery. You must
duplicate the anti-affinity rules for the analytics virtual machines in Region B so that the rules apply after
failover of vRealize Operations Manager.

Procedure

1 Login to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting
User name

Password

Value
administrator@vsphere.local

vsphere_admin_password

2 Inthe Navigator, click Hosts and Clusters and navigate to the mgmt01vc51.lax01.rainpole.local

vCenter Server object.

3 Under the LAX01 data center object, select the LAX01-Mgmt01 cluster.

4  On the Configure tab, and under Configuration, select VM/Host Rules.

5 Inthe VM/Host Rules list, click Add to create a virtual machine anti-affinity rule.
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In the Create VM/Host Rule dialog box, add a new anti-affinity rule for the virtual machines of the
master and master replica nodes, and click OK.

Setting Value

Name anti-affinity-rule-vropsm
Enable Rule Selected

Type Separate Virtual Machines

Members ® vrops-mstrn-01
m  vrops-repln-02

= vrops-datan-03

Configure Failover of the Cloud Management Platform

Prepare vRealize Automation, vRealize Orchestrator, and vRealize Business for failover. Replicate the
virtual machines of the primary vRealize Automation components, vRealize Orchestrator, and of vRealize

Business Server. Create a recovery plan for them in Site Recovery Manager.

Procedure

1

Replicate the Required VMs of vRealize Automation, vRealize Orchestrator, and vRealize Business
Enable replication of the virtual machines that build up the primary functionality of the cloud
management platform to support failover to Region B.

Create a Protection Group for the Cloud Management Platform

After you configure replication for the Cloud Management Platform VMs, configure a dedicated
protection group so that Site Recovery Manager protects them together.

Create a Recovery Plan for the Cloud Management Platform

After you create a protection group for the cloud management platform VMs, create a recovery plan.
You use this plan toconfigure dependencies between the virtual machines.

Customize the Recovery Plan for the Cloud Management Platform

After you create the recovery plan for the Cloud Management Platform VMs, configure startup
priority.

Duplicate the Anti-Affinity Rules for vRealize Automation and vRealize Orchestrator from Region A
in Region B

VM anti-affinity rules are not retained during a Site Recovery Manager assisted recovery. You must

duplicate the configured anti-affinity rules from Region A in Region B so that the rules apply after
failover.

Replicate the Required VMs of vRealize Automation, vRealize Orchestrator,
and vRealize Business

Enable replication of the virtual machines that build up the primary functionality of the cloud management
platform to support failover to Region B.
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Procedure
1 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 On the vSphere Web Client Home page, click VMs and Templates.

3 Navigate to the vRAO1 VM folder.

Object Value

vCenter Server mgmt01vc01.sfo01.rainpole.local
Data center SFOO01

Folder VRAO1

4 On the vRAO01 page, click the VMs tab, click Virtual Machines, and select the virtual machines of
vRealize Automation, vRealize Orchestrator, and the vRealize Business Server.

vRealize Automation Component VM Name
laaS Manager Service and DEM Orchestrator  vra01ims01a.rainpole.local

laaS Manager Service and DEM Orchestrator  vra01ims01b.rainpole.local

laaS Web Server vraO1iws01a.rainpole.local
laaS Web Server vra01iws01b.rainpole.local
Microsoft SQL Server vra01mssql01.rainpole.local
vRealize Appliance vra01svrO1a.rainpole.local
vRealize Appliance vraO1svrO1b.rainpole.local
vRealize Automation DEM Worker vra01demO01.rainpole.local
vRealize Automation DEM Worker vra01dem02.rainpole.local
vRealize Orchestrator Appliance vraO1vroO1a.rainpole.local
vRealize Orchestrator Appliance vra01vroO1b.rainpole.local
vRealize Business Appliance vra01bus01.rainpole.local
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vmware* vSphere Web Cli Q Search ~
Navigator COvRao1 | 51 3 Ty 58] ¥a | {ShActions v == |4
4 Back Summary  Monitar  Permissions |\m|s | Update Manager E
— 5
CH IEER g
C . =
vEngthWcﬂ Jax01 rainpole local " Iwmal Machines | VM Templates in Folders | vADDS ‘ ‘WM Folders kS
S
b [F L0 - § e (o |8
n % Actions [E (Q Filter |
~ [ mgmt0 1yl sfol1 rainpale.local W @ ’ l 4 @ & ‘ @ 07 E
- g 5Fant Name 1a|State Status Prowisioned Space Used Space Host CPU
» CIBCDRO1 55 vrallbus0l rainpole.local Powered On & Mormal 16412 GB 10412 GB 445 MHz
» CIMGMTOY ED vral1dem1 . rainpole.local Powered On & MNormal 186.11 GB 3493 GH 45 MHz
» CINEXO1 {5 waldem0z.rainpale.local Powered On @ Normal 6611 GB 3468 GB 45 MHz
ED vra01ims01arainpolelocal Powered On & MNormal 18411 GB 3373 GB 45 MHz
E‘Dvrambusm.rainpule.\ocal
. 55 vrallims01b.rainpole local Powered On & Mormal 184.11 GB 3379 GB 22 MHz
E‘Dvramdemm.rampale.\ocal
E‘DvramdemUZ.raimlee.\ocal ED vra01iws01a rainpole.local Powered On & MNormal 18411 GB 3574 GB 229 MHz
G vraltims0araingole local (35 vralliws01 b rainpole local Powered On & MNormal 184.11 GB 33.85 GB 22 MHz
pvraltimsiiborainpole local (5 wral1mssgl01 rainpole.local Powered On & MNormal 556.11 GB 5258 GB 91 MHz
(pvraliws0larainpole local {5 vrallswlia.rainpole.local Powered On @ MNormal 298.11 GB 5368 GB 712 MHz
(G wraliiws0b.rainpole local (G wal1swi1brainpole.local Powered On @ Normal 29811 GA 5267 GB 228 MHz
g‘gwaglms;f‘m'_ra'”'lm"e"°|°a' 55 wrablvraD a.rainpole.local PoweredOn @ Normal 8611 GB 20.06 GB 22 MHz
vrallswr01a.rainpole.local
E‘Dvramwrmb rainzule Jacal ED vra01vro01b.rainpale.local Powered On & MNormal 8611 GB 2887 GB 0 MHz
E‘Dvramvroma.rainpale.\ocal
E‘Dvramvromb.rainpale.\ocal
temp\ate—\aas—no—msmc
[ template-mssql-2012
w CIwRADTIAS
E‘Dvrambucm 5ol rainpolelocal
E‘Dvram\asm.sfum.rainpule.\ocal
“ i v
vrallias02.sfol . rainpale.local =
vtfsum L 12 Objects [ Export ([ Copy =

Right-click the VM selection, and select All vSphere Replication Actions > Configure Replication.

Click Yes in the dialog box about performing replication for all objects.
The Configure Replication for 12 Virtual Machines wizard opens.
On the Validation page, wait until the process completes successfully and click Next.

On the Replication type page, select Replicate to a vCenter Server and click Next.

On the Target site page, select the mgmt01vc51.lax01.rainpole.local vCenter Server in Region B

and click Next.

Configure Replication for 12 Virtual Machines "_?‘ (13

+ 1 Validation Targetsite
Select the target site where the virtual machines will be replicated

+/ 2 Replication type

p 3 Tawetsie Hame Statuz

4 Replication server

[ mamt01vedd.sfod rainpole.local & Connected

@ mogmidivesl lax01 rainpole local # Connected

(f Add Remote Site

Target site validation:

@ walidation succeeded

Back Next Cancel
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10 On the Replication server page, select Auto-assign vSphere Replication server and click Next.

If the environment contains several replications servers, selecting this option makes use of any of
these replication servers.

11 On the Target location page, set the location on the vSAN datastore in Region B to store replicated
VM files.

a Click the Edit for all link.

Configure Replication for 12 Virtual Machines (2] M

+ 1 Validation Target locafion B
Select a datastore where the replicated files will be stored

+~/ 2 Replication type

v 3 Tamgetsite Edit for all

+~/ 4 Replication server

Target VM location:

o + [P waO1lims01arainpolelo.. (info} Edit...
5 Targetlocation W storage policy: Datastore Default

Target VM location:
b [ waO1demOi.rainpole.lo... (info} B Edit
Wl storage policy. Datastore Default

+ [P wa01wo01b rainpole. lo (infa} Target VMllocation: Edit...

W storage policy. Datastore Default

Target VM location: 1
» [P vraliiws01arainpolelo.. {info) o Edit."”
Wl storage policy. Datastore Default

+ [P waO1bus01 rainpole local (info} Target VMllocation: Edit...

W storage policy. Datastore Default

Target VM location:
» [P vra0imssql0irainpole.l... {info) o Edit
Wl storage policy. Datastore Default

» [P waO1dem02 rainpole o (info} Target VMllocation: Edit...

W storage policy. Datastore Default

Target VM location:
» [P vraliiws01b.rainpoledo... ({info) o Edit
Wl storage policy. Datastore Default

» [P waO1sw01b rainpole. lo (infa} Target VMllocation: Edit...

W storage policy. Datastore Default
T 1V locatl
b O waOtwro01arainpole.do...  (info} aroe oeation Edit
Wl storage policy. Datastore Default

El D

Back Next Cancel

b Inthe Select Target Location dialog box, select LAX01A-VSAN01-MGMTO01 as datastore for
replicated files.
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¢ Inthe Select a target location pane, select LAX01A-VSANO01-MGMTO01 to select the root folder

of the datastore and click OK.

) Afolderfor each replicated VM will be created in the selected folder.

Select a target location LAXD1A

b [Jhd250158-7836-6201-h1 3a-ecf4bbda9670
¥ [Jedge-27-jobdata-769-0
b []42124858-h223-4504-0063-ecf4hhd 28670

b [Jtemplate-iaas-no-msdic_1

b [)9c463f38-20a8-5808-972b-ecf4bhdE9670

ANO1-MGMT01] <VM name>

12 VM - Select Target Location ?)(x
Select Target Location
Select a datastore where the replicated files will be stored.
Filter datastores by name: ‘
WM storage policy | Datastore Default -] @
Name Capacity Frovisioned Type Storage DRS Thin Fi
] LAKD1A-VSANDT-MGMTOT B.48TH 411 7B 472TH vsan Supp
1 LAKO1A-MFS01-WVDPOT 3.84TE 6.81TE ERLNE) MFE w3 Suppr

K Cancel

d On the Target Location page, click Next.

Configure Replication for 12 Virtual Machines 2
+ 1 Validation Target location -
Select a datastore where the replicated files will be stored
+~/ 2 Replication type
v 3 Tamgetsite Edit for all
* 4 Replication serer Target VM location: [LAXO1A-VSANOT-MGMT01] wa0tims0ta.r.. _
o v [ waOlimsO1arainpole.. (info) Edit...
5 Target location W storage policy: Datastore Default
T 1V locatl 1AVSAND1-MGMTO1 01dem01...
! v [P vra0idemoOi.rainpole.l.. (info) aros ocation: [LAX0 Jwabidem Edit.
7 Wl storage policy. Datastore Default
" v (1 waliwolibainpolel ) Target VM location: [LAX01A-VSANO1-MGMT01] va01wo01b.rai... it
W storage policy. Datastore Default
T 1V locatl 1AVSAND1-MGMTO1 01iws01a.ra...
v [P vralfiwsOiarainpole... (info) aros ocation: [LAX0 Jwaltiws0ta.a Edit.
Wl storage policy. Datastore Default
v (1 valibusDlsainpolel ) Target VM location: [LAX0O1A-VSANO1-MGMTO01] wa01bus01... it
W storage policy. Datastore Default
T 1V locatl 1AVSAND1-MGMTO1 01 101...
v [P vra0imssgl0irainpol.. (info) aros ocation: [LAX0 I wabimssal Edit.
Wl storage policy. Datastore Default
V (7 wa0idem02rainpolel.. {info) Target VM location: [LAX01A-VSANO1-MGMT01] wa01dem02... it
W storage policy. Datastore Default
T 1V locatl 1AVSAND1-MGMTO1 01iws01b.ra...
v [P vralfiws01brainpole... (info) aros ocation: [LAX0 Jwaltiws m Edit.
Wl storage policy. Datastore Default
v (1 valiswiibrainpole ) Target VM location: [LAX01A-VSANO1-MGMT01] wa01swO1b.rai... it
W storage policy. Datastore Default
T 1V locatl 1AVSAND1-MGMTO1 01woD1a rai...
v [P vraOivroOiarainpole.l... (info) aros ocation: [LAX0 Jwabtwod1a.ral Edit.
Wl storage policy. Datastore Default -
El ] 0
Back Next Cancel
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12 On the Replication options page, select only the Enable network compression for VR data check

box and click Next.

Important

® Do not enable guest OS quiescing because some of the vRealize Automation and vRealize
Orchestrator databases do not support quiescing. Quiescing might result in a cluster failure
because virtual disks remain in frozen state for too long.

= Compression requires extra resources. Do not enable it if the hosts are over-utilized.

Configure Replication for 12 Virtual Machines 2
+ 1 Validation Replication options
Select replication options for the virtual machines
+~/ 2 Replication type
+~ 3 Targetsite GuestOS quiescing
4 Replicat Quiescing might take several minutes and might affect RPO times. Use only for virtual machines that are configured to
LSS support quiescing methods.
~ 5 Targetlocation [] Enable quiescing
¥4 6 Replicafion options
Network Compression
7 Recoverysetiings Network compression reduces the network bandwidth thatis used by vSphere Replication on the source site, WAN, and
O e the target site, and can free up buffier memory on the vSphere Replication server. Network compression consumes
e s more CPU resources on both the source site and the server that manages the target datastore.
E Enable network compression for VR data
Replication options validation.
@ Validation surceeded
Back Next Cancel
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13 On the Recovery settings page, enter the following settings and click Next.
a Set the Recovery Point Objective (RPO) to 15 minutes.

b Select Enable under Point in time instances and keep 3 instances per day for the last 1 days.

Configure Replication for 12 Virtual Machines (2) M
+ 1 Validation Recovery setiings
Configure recovery settings for the vitual machines.
+/ 2 Replication type
+ 3 Targetsite Recovery Point Objective (RPO)
+ 4 Replication server Lower RPO times reduce potential data 0ss, but use maore handwidth and systerm resources.
+ 5 Targetlocation

+ 6 Replication options Sminutes ! ' A ' ! ! ! ! ! ! ! ! ' ' ' ! 24 hours

gl 7 Recowryseliings 15 minutes

v Ready to complete

Pointin ime instances
Retained replication instances are converted to snapshots during recovery. Replication of existing VWM snapshots is not
supported
[] Enable
Keep (3 ;{ instances per day for the last ‘ 1 %' days (15 total)

Ifthe RPO period is longer than 8 hours, you might want to decrease the RPO value to allow vSphere Replication
to create the number of instances that you want to keep

Recovery settings validation:

@ walidation succeeded

Back Next Finish Cancel

14 On the Ready to complete page, review the configuration and click Finish.

Replication configuration for the virtual machines from the cloud management platform starts.
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15 (Optional) Monitor the replication progress.

a From the Home menu, select vSphere Replication and click the Home tab.

b Select the mgmt01vc01.sfo01.rainpole.local and click Monitor to open the replication

configuration page for this vCenter Server instance

¢ On the Monitor tab, click the vSphere Replication tab, and select Outgoing Replications.

Updated at M Adr ; i

vmware* vSphere Web Client #=

FEIRAN Q cearch

5] mgmt1

fad1 raingole local

b (5] compD1vent sfon 1 rainpole local . B == Z
b (2 compO1vest laxl rainpole.local irtual Machine 1 a4 Status Target
Incoming Replications f wrallims0.. & Initial Full 8. Qg gt 1ve...
Reports P walliws0 @ Initial Full 5 % mgmitl1ve
Cloud Recovery Settings o walliws0.. @ Initial Full 5. G mormtd e,
F wallmss @ Initial Full 5 % mgmitl1ve
o wallswd. @ Initial Full 5. Gy momtd e
P wrallsvrd @ Initial Full 5 % mgmitl1ve
o waliwoD. @ Initial Full 5. Gy mormtdive.
F wrabiwrol & OK [ momi01ve
]

Replication Details | Pointin Time

Navigator X [ mgmtDvco1sfodtrainpoledocal = T 7 ¥ Jg | {ghActions ~

4857[* Summ ‘ Monitor | Config FPermi Datace. Hosts WMs  Datast. MNetwor. Linked Extens. Updat.
I | 8 a

» (2] momt0Twes1 1ax01 rainpale local [ Issues | Tasks & Events ] System Logs ‘ Sessions | vSphere Repllcaﬁnnl

| Q Filter

1

W senver Test Status

[E mgmttr...

% mgmtiwr.

[B gt

% mgmtiwr.

[B gt

% mgmtiwr.

[B gt

% mgmtiwr. -
15items [= Export~ [ Copy~

Configured disks: 10f1 @

Status: @ Initial Full Sync e

B 2w @
Virtual machine:  vra01ims01b.rainpolelo
Targetsite: mgrmtd1wes1 1ax01 raing...
VR serer: mgmt01vrms51

Lastinstance sync point

Last sync duration:

Lastsync size:

RPO: 15 minutes
Quiescing: Disabled
Network compression:  Enabled

Create a Protection Group for the Cloud Management Platform

ss1001d Ul oM (1) by

After you configure replication for the Cloud Management Platform VMs, configure a dedicated protection

group so that Site Recovery Manager protects them together.

Procedure

1 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go

to https://mgmt01lvc0l.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 From the Home menu of the vSphere Web Client, select Site Recovery.

3 On the Site Recovery home page, click Sites and select the
mgmt01vc01.sfo01.rainpole.local protected site.
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4 If the Log In Site dialog box appears, re-authenticate by using the svc-srm@rainpole.local user
name and the svc-srm_password password.
Re-authentication is required if the network connection between Region A and Region B has been
interrupted after the last successful authentication.
5 On the Related Objects tab, click the Protection Groups tab and click Create Protection Group.
The Create Protection Group wizard appears.
6 On the Name and location page, configure the following settings and click Next.
Setting Value
Name VRA-vRO-VRB-PG
Description  vRA-vRO-vRB Cluster Protection Group
Site pair mgmt01vc01.sfo01.rainpole.local - mgmt01vc51.1ax01.rainpole.local
#) Create Protection Group (7)
Name and location
Enter a name and description and select a location for this protection group.
2 Protection group type
3 Readyto complete Name ‘vRA—\rRO-vRE-FG |
Description vRAVRO-VRB Cluster Protection Group
< Wy mgmtdiy
Hext Cancel
7 On the Protection group type page, configure the following settings and click Next.
Setting Value
Direction of protection mgmt01vc01.sfo01.rainpole.local -> mgmt01vc51.1ax01.rainpole.local
Protection group type  Individual VMs (vSphere Replication)
VMware, Inc.
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#) Create Protection Group (7)
+ 1 Name and location Protection group type
Select the protected site and protection group type
2 Protection group type
3 Virtual machines Direction of protection: (=) mgmt0¥c01 sfol1 rainpole lacal -=
4 Readyto complete mogmt1ve51 1ax01 rainpole local

() mgmtdTves1 lax01 rainpole local -=
mgmt01wc01 sfo01 rainpole.local

Protection group type:  (7) Datastore aroups (array-hased replication)
(=) Individual VMs (vSphere Replication)
() Storage policies (array-based replication)

Back Next Cancel

8 On the Virtual machines page, select the virtual machines of vRealize Automation, vRealize
Orchestrator and the vRealize Business Server VM, from the list of replicated machines and click
Next.

VM Name
vra01ims01a.rainpole.local
vra01ims01b.rainpole.local
vraO1iws01a.rainpole.local
vraO1iws01b.rainpole.local
vra01mssql01.rainpole.local
vraO1svrO1a.rainpole.local
vra01svrO1b.rainpole.local
vra01demO01.rainpole.local
vra01demO02.rainpole.local
vraO1vroO1a.rainpole.local
vra01vroO1b.rainpole.local

vra01bus01.rainpole.local
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#) Create Protection Group (%)
+ 1 Name and location Virtual machines
Select virtual machines for this protection group. The replication status of the virtual
+' 2 Protection group type machine will not be affected by adding or removing it from this protection group
Replicated virtual machines
4 Readyfo complete —
| Q Filter -
irual Mashine Status Protection Status
~ (G wraliwro0la Ok Add to this protection group
M & wallwodib. OK Add to this pratection group
~ (G waltbus01 Ok Add to this protection group
M & wadimssgl.. OK Add to this pratection group
~ (G walisvila Ok Add to this protection group
M & wallsvrdib. OK Add to this pratection group
~ (G wralliwe01 Ok Add to this protection group
M & walliws01.. OK Add to this pratection group
~ G waltims01 Ok Add to this protection group
M & wadlims0l. OK Add to this pratection group
~ (G wral1ldemd Ok Add to this protection group
M & walldem0.. OK Add to this pratection group
M (Q Find ~ 12items [3 Eport~ [1yCopy~
Back Next Cancel

9 On the Ready to complete page, review the protection group settings and click Finish.

The vRA-vRO-vRB-PG protection group appears in the list of protection groups for Site Recovery

Manager.
vimware* vSphere Web Client Q Search -
Navigator X mgmtD1vco1.sfodt.rainpoledocal | {g3 Actions = #
—_—— =
4 Back Summary Monitor  Manage | Related Objects | =
A sites S
I Amray Based Replication ‘ Protection Groups | Recovery Plans ] %
E mgmiD1vc01 sfol rainpole local > é
B mgmto1ves11ax01 rainpole local Ve & | @ Actions ~ | Filter - |2
Hame Protection Status  Recovery Status  Protection Type  Protectad Site Direction
‘C) vROps-PG 'O ok Ready Individual VMs rmarmtd1vedt.sfold rainpoledocal  mamtd1vedt.sfodd.rain
‘C} YRAWRO- O [o]'8 Ready Individual ¥Mz mgmt01ve01.sfold1 rainpole.local  mgmt01ve0t.sfol1 rain
El 0
(] 20bjects (3 Exwort [[3Copy~

Create a Recovery Plan for the Cloud Management Platform

After you create a protection group for the cloud management platform VMs, create a recovery plan. You
use this plan toconfigure dependencies between the virtual machines.
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Procedure
1 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 From the Home menu of the vSphere Web Client, select Site Recovery.

3 On the Site Recovery home page, click Sites and select mgmt01vc01.sfo01.rainpole.local.

4 On the Related Objects tab, click the Recovery Plans tab and click the Create Recovery Plan icon.
The Create Recovery Plan wizard appears.

5 On the Name and location page, configure the following settings and click Next.

Setting Value
Name vRA-vRO-vRB-RP
Description  Recovery Plan for vRA-vRO-vRB

Site pair mgmt01vc01.sfo01.rainpole.local - mgmt01vc51.1ax01.rainpole.local

#] create Recovery Plan (7

1 Name and locafion Name and location

Enter a name and description and select a location for this recovery plan.

2 Recowerysite

3 Protection groups

Marme: wRAVRO-WRB-RF

Description: Recovery Plan for vVRA-VRO-VRB

= Wg momt01ve01 .sfo01 rainpole.local - mgmid1ves? lax0l rainpole.local

Next Cancel

6 On the Recovery Site page, select mgmt01vc51.lax01.rainpole.local as the recovery site and click
Next.
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] Create Recovery Plan

+ 1 Name and location Recovery site
Select the site to which the VMs in this plan will recover.
2 Recowerysite

3 Protection groups
Recovery site:

() mgmtdTve01.sfadl rainpoledocal

(=) mgmtdTves1 lax01 rainpole local

Back Next Cancel

7 On the Protection groups page, select the protection group for the recovery plan and click Next.

Protection Group Setting Value

Group type VM protection groups
Protection group VRA-vRO-vRB-PG
] Create Recovery Plan (7)
+ 1 Name and location Protection groups
Select protection groups to use for this recovery plan.
+ 2 Recowerysite
3 Protecion groups Group type: \_VMprctecﬂon groups ‘ - |
4 Testnetworks —
(@ Filter -
5 Readyto complete
Hame Group Type Desoription
O \_) vROps-PG VR wROps Cluster Protection Group
= O vRAVRO-VRB-PG VR WwRAVRO-wREB Cluster Protection Group
H Zitems [ Export~ [I5Copy~
Back Next Cancel

8 On the Test networks page, leave the default values and click Next.
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=)

] Create Recovery Plan L2

Testnetworks
Select the networks to use while running tests of this plan.

~ 1 Name and location

+~ 2 Recowerysite

~ 3 Protection groups Auto. Creates an isolated test network ifthe test network mapping atthe site-level does not exist
—— REREC
5 Readyto complete Q LA = none Q Auto®
& LAX01 = vDS-MamivMotion g Auto®

é LAKDT = view-dvs-19-universakhwire-3-sid-30003-Mg... Q Auto*
é LAKO1 = viw-wmknicPg-dvs-18-3048-deB010d3-532. g Auto*

é LAK01 = vDE-Mamt-Uplinka1 Q Auto*
é LAKOT = view-dve-19-universalwire-4-sid-30004-Mg g Auto*
2 LAKDT = vDE-Mamt- VAN Q Auto®
é LAKO1 = view-dve-19-universalwire-2-sid-30002-Mg g Auto*
é LAK01 = vDE-MamtManagement Q Auto*
é LA = vDS-Momi-MFS g Auto®
é LAK01 = vDE-Mamt-Uplinka2 Q Auto*
é LAXOT = viw-dvs-18-universatwire-1-sid-30001-Univ. g Auto®
2 LAKD > vDE-MamtVR Q Auto®
é LAXO1 = vDS-Mgmi-Ext-Management g Auto*
Back Next Cancel

9 On the Ready to complete page, click Finish.

The vRA-vRO-vRB-RP recovery plan appears in the list of the recovery plans available in Site
Recovery Manager.

vmware: vSphere Web Client  #A= Updatad a ERELOCAL + | Help~ | (YT -
Navigator X mgmt0ivc01.sfod1rainpolelocal \ {5} Actions ~ #
———— s

4 Back Summary  Monitor  Manage | Related Objects ‘ =
A sites S
[Array Based Replication | Protection Groups ‘ Recovery Plans] %

E mgmiD1vc01 sfol rainpole local > é
B mgmto1ves11ax01 rainpole local #] Create Rec._ | pTest ORun | {8 Actions + (QFiter =] |8

Name Status Protected Site

mymtd1ve01 . sfo01 rainpole local

[5] ¥ROps-RP =5 Ready
E| wRA-VRO-vRB-RP =3 Ready mgmt01wc01 sfo01 rainpolelocal

2Ohjects [ Export [[4Copy ~

Customize the Recovery Plan for the Cloud Management Platform

After you create the recovery plan for the Cloud Management Platform VMs, configure startup priority.
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Procedure

1 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting
User name

Password

Value

administrator@vsphere.local

vsphere_admin_password

2 From the Home menu of the vSphere Web Client, select Site Recovery.

3 On the Site Recovery home page, click Sites and select

the mgmt01vc01.sfo01.rainpole.local protected site.

4 On the Related Objects tab, click Recovery Plans and click the vRA-vRO-vRB-RP recovery plan to

open it.

vmware® vSphere Web Client

f=

Updated at5:32 PM &) | Administratc

"HERE.LOCAL » | Help ~ | (SRR

3]

mygmt01vc01.sfo01.rainpole.local | @-Acliuns -

4 Back | ¥
mgmid1vcd1.sfol1.@minpole.local

Array Based Replication
J Protection Groups
[E] RecoveryPlans

Summary  Monitor  Manage 4Re|ated0hiec15 |

[ Array Based Replication ‘ Protection Groups | Recovery Plans ]

] Create Rec...| o Test
Hame

[F] vROps-RP

[E] vRAWROVRB-RP

i@ Run
Status
= Ready
=» Ready

3810014 up o (0} fy

| 3 Actions ~ (@ Filter

Frotected Site

mgmt01ve01.sfol1 rainpole.local

rarmtd1vedt.sfoll rainpale.local

2 Objects [ Export [ Copy~

5 On the Recovery Plan page, click the Releated Objects tab and click Virtual Machines.
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6 Change the priority of the vra01mssql01.rainpole.local VM.

a Under Virtual Mchine, right-click vra01mssql01.rainpole.local and select All Priority Actions
> 1 (Highest).

Ll

vmware: vSphere Web Client  #A= Updated atB:58 PM ) | Administrator@VsPHERE.LOCAL = | Help ~ | (SRR

.|.|| [£] RAVROMRB.RP | {5} Actions ~

<4 Back Summary  Monitor  Manage 'Ralaled()hjecls ‘
H vRAVRO-WRBRP

J/ Protection Groups

[ Protection Groups | Virlual MBﬂIillES]

$521601d U1 UOM () |y,

(g Configure Recovery. | {aﬁcﬁons - | Filter
Vitual Maching Recovery Status  Status Modified By Protection Graup Priofity 1.4 Dependancies
& wrallsvllarainpolelocal Ready farrec... vRAVRO-VRB-PG 3 iMediu..

(G wral1bus01 rainpole local Ready for rec vRA-WRO-vRB-PG 3 (Mediu.

& wrallwro01 burainpoledocal Ready farrec... vRAVRO-VRB-PG 3 iMediu..

(G wralliws01a.rainpole.local Ready for rec vRA-WRO-vRB-PG 3 (Mediu.

G wralmssglol Ea\nno\elaca\ Readw farrec... . vRAVRO-VRB-PG 3 iMediu..

G wrab1 demp1 raj “elns - vrelimssel01 rsinpaie.ocal | VRAWROVRE-PG 3 (Wediu

G wadtdem2 raf [ COnfigure Recovery.. VRAVRORE-PG 3 (Mediu..

[ wabtwroDiara Al Prionty Actions VRA-VRO-VRE-PG 3 (Mediu

5 wallims0iarg A Protected VMs Actions 2 (High) VRAYRO-VRE-PG 3 (Mediu..

& wablims0irg_ A Starup Action Actions 3 (Medium) YRAWROVRE-PG 3 (Mediu
4 (Low)

& wralliws01brainpole.local Readyfarrec... vRAVRO-VRB-PG 3 iMediu..
5 (Lowes]
(G wraD1=svrl1brainpole local Ready for rec. ;l vRAWRO-vRB-PG 3 (Mediu

v
12 Objects [= Export 4 Copy ~

b In the Change Priority dialog box, click Yes to confirm.

7 Repeat the previous step to reconfigure the priorities of the following VMs.

VM Name Priority
vraO1vroO1a.rainpole.local 2
vraO1vroO1b.rainpole.local 2
vraO1svrO1a.rainpole.local 2
vraO1svrO1b.rainpole.local 2
vra01iwsO1a.rainpole.local 3
vraO1iws01b.rainpole.local 3
vra01ims0O1a.rainpole.local 4
vra01ims01b.rainpole.local 4
vra01demO1.rainpole.local 5
vra01demO02.rainpole.local 5

vraO1busO1.rainpole.local 5

VMware, Inc.



Site Protection and Recovery

8 Configure the VM dependencies.

a Right-click vra01svr01a.rainpole.local in the recovery plan and select Configure Recovery.

b Inthe VM Recovery Properties dialog box, expand the VM Dependencies section and click

Configure.

¢ Select vra01vro01a.rainpole.local, click OK, and click OK.

SelectVMs to add as a dependency far this Wk

Wirtual Wachine

[] & vradlvro01b.rainpole.local
[[] & vra01sw01b.rainpole.local
[7] & vradlims01arainpole local
] & vralliws0larainpolelocal
[] & vradldemn2.rainpole.local
[] & vraO1mssgl0i.rainpole.local
[] & wrad1demn? rainpole.local
[] & vraO1busdl .rainpole.local
[] {5 vraltliws01hrainpole local
] & vraOlims0dboraingole local
[+ [ vraD1vro01a.rainpole.local

Q Filter -

Priority Group
2 (High)
2 {High)
4 (Low)
3 (Mediurm)
5 (Lowest)
1 (Highest)
5 (Lowest)
4 (Lowest)
3 (Medium)
4 (Low)
2 (High)

Protestion Group
wRAVRO-wRB-PG
wRAVRO-vRE-PG
wRAVRO-wRB-PG
wRAVRO-vRE-PG
wRAVRO-wRB-PG
wRAVRO-vRE-PG
wRAVRO-wRB-PG
wRAVRO-vRE-PG
wRAVRO-wRB-PG
wRAVRO-vRE-PG
wRA-VRO-vRB-PG

Mitems [5Copy~

9 Repeat the previous step to configure additional VM dependencies for the following VMs.

VM Name Priority VM Dependencies

vraO1svrO1b.rainpole.local 2 Depends on vraO1vroO1a.rainpole.local
vraO1iws0O1b.rainpole.local 3 Depends on vraO1iws01a.rainpole.local
vra01ims01b.rainpole.local 4 Depends on vraO1ims01a.rainpole.local
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10 Configure additional startup delay for the second laaS Web Server instance and the laaS Manager

Service.

a Right-click vra01iws01b.rainpole.local and select Configure Recovery.

b Inthe VM Recovery Properties dialog box, expand the Startup Action section and
under Additional Delay, set Delay to 5 minutes, and click OK.

VM Recovery Properties - wa01iws01b.rainpole.local

‘ Recovery Properties | IP Custornization ‘

Priarity Group
» ¥M Dependencies
wMation
+ Shutdown Action
- *Startup Action

Witware Tools

Additional Delay

» Pre Power On Steps

» Post Power On Steps

Changes to these properties will apply to this VM in all recovery plans

[ 2 aegiom) -] @

1

Guest Shuldown

| Power on - @

[+ wiait far Whtware toals

;‘ minutes g ;{ seconds

[V Additianal delay hefare running Post Power On steps and starting dependent Whs.

;‘ minutes g ;{ seconds

Timeout: |5

Delay. |5
Mong

Mong

oK || cancel |

¢ Repeat the step to configure additional delay of 5 minutes for the vra01ims01b.rainpole.local VM.

Duplicate the Anti-Affinity Rules for vRealize Automation and vRealize
Orchestrator from Region A in Region B

VM anti-affinity rules are not retained during a Site Recovery Manager assisted recovery. You must
duplicate the configured anti-affinity rules from Region A in Region B so that the rules apply after failover.

Table 3-1. Anti-Affinity Rules for the Cloud Management Platform

Name Type
vra-svr
vra-dem
vra-ims

vra-iws

vra-vro

VMware, Inc.

Separate Virtual Machines
Separate Virtual Machines
Separate Virtual Machines
Separate Virtual Machines

Separate Virtual Machines

Members

vra01svrO1a.rainpole.local, vraO1svrO1b.rainpole.local
vra01demO01.rainpole.local, vra01dem02.rainpole.local
vra01ims01a.rainpole.local, vra01ims01b.rainpole.local
vraO1iws01a.rainpole.local, vraO1iws01b.rainpole.local

vraO1vroO1a.rainpole.local, vraO1vroO1b.rainpole.local
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Procedure
1 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt0lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 In the Navigator, click Hosts and Clusters.
3 Under mgmtO1vch1.lax01.rainpole.local, expand LAX01 and click LAX01-Mgmt01.

4 Click the Configure tab, and under Configuration, select VM/Host Rules.

vmware: vSphere Web Client  #= oM "HERE LOCA Q Search vl
Navigator I Fliaxotmgmior G G B 5 & | EhActions ~ == |[#
=
4 Back Summary  Monitar | Configure | Permissions  Hosts  WMs  Datastores  Metworks  Update Manager s
— B
(] 8 2
J o \% “ VMHostRules s
v.@ rgmtd1vedt . laxdi rainpole.local ) " o
+ (Lot SEDIES [ Aga. |[ Edt. ][ Dekete g
e p— vSphere DRS &
! gm0 GLED Name Type Enabl.. Confli.. Defin.. @
¥ (5 mgmt0 01 <foD.rainpole.ocal vSphere Availahility {5 Keep Platform & Separate Virtual Machines ‘Yeg [1} User
b (G rONCLT Sfe01 rangole focsl  Virtual SAN g SDOC Managem Run %Ms based on group de Yes i} User
» .@ compivedt lax01 rainpoledocal
General & anti-afinit-rule-e..  Separate Vitual Machines ‘Yeg 1} Gyst...
Disk Management g Mgmt_ECMP_Ed Separate Virual Machines Yes i} User
Fault Domains & Stretched g wra-ias Separate Virtual Machines Yes 1] User
Cluster = g wropscluster-anti Separate Virual Machines Yes i} User

Health and Performance -
iSCSI Targets VMHost Rule Details

The listed 2 Virtual Machines must run on different hosts
iSCS| Initiator Groups

Add Details N S~
~ Configuration ’—| L Il | onfli

General Rule Wembers Conflicts

Licensing (& mgmt1pscsl i

compdipscsl 1}

\Mware EVC & compdlp

VYMHost Groups

WMHost Rules

VM Overrides -

5 Under VM/Host Rules, click Add to create a virtual machine anti-affinity rule.

6 Inthe Create VM/Host Rule dialog box, add the first rule for the vRealize Automation virtual
appliances, click OK, and click OK.

Setting Value

Name vra-svr

Enable rule  Selected

Type Separate Virtual Machines

Members vra01svrO1a.rainpole.local, vraO1svrO1b.rainpole.local
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-
T;} LAX01-Mgmt01 - Create VM/Host Rule (?) W

Mame: |wra—svr |

[v/] Enable rule.

Type: | Separate Virtual Machines | - |

Description:

The listed Virtual Machines must be run on separate hosts.

[ Add. || Remove
Members
&h wra01svr01b.rainpole local

&h vra01svr01a rainpole.local

OK ][ Cancel

7 Repeat the procedure to configure the remaining anti-affinity rules.

Test the Failover of Management Applications

Test the recovery plan for the management applications in the SDDC to eliminate potential problems
during a future failover.

Test the Failover of vRealize Operations Manager

Test the recovery plan for vRealize Operations Manager to eliminate potential problems during a future
failover.

Site Recovery Manager runs the analytics virtual machines on the test network and on a temporary
snapshot of replicated data in Region B.
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Procedure

1

Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

From the Home menu, select Site Recovery.

On the Site Recovery home page, click Sites and double-click the
mgmt01vc01.sfo01.rainpole.local protected site.

If the Log In Site dialog box appears, re-authenticate by using
the administrator@vsphere.local user name and the vsphere_admin_password password.

Re-authentication is required if the network connection between Region A and Region B has been
interrupted after the last successful authentication.

Click the Recovery Plans and click the vROps-RP recovery plan.
On the vROps-RP page, click the Monitor tab and click Recovery Steps.

Click the Test Recovery Plan icon to run a test recovery.

vmware* vSphere Web Client  #= Updated at 9:13 P Adrinistr HERELOCAL + | Help - | (ENIEEE
Navigator X | [5] vROpsRP | ighActions ~
4 Back Summary | Monitor | Manage Related Objects

J8 mgmto1ved1.5fo01 rainpole local
Array Based Replication RecoverySteps | History

0/ Protection Groups Plan stalus -3 Ready

$52.601d Ul R0 (D) sy

[E] Recovery Plans

Description This plan is ready for test or recovery.
Recovery Plans 2= > o View | TestSteps |+
[5] vRAVRO-VRE-RP
Recovery Step Status Step Started Step Completed
VROps-RP >
b B 1 Smetvonzs swrags

ﬁ, 2. Restare recovery site hosts from standby
E‘u‘u 3. Suspend non-critical ¥Ms at recovery site
» E 4. Create writahle storage snapshot
3 % 4. Configure test networks
» 6. Power on priority 1 Whis
» [ 7 Poweron priority 2 Vhs
» 8. Power on priority 3 Whis
B 9. Power on priority 4 ¥Yis
B 10. Power an priarity 5 Vs

H 10items [= Export~ [[5Copy~

The Test wizard appears.

8 On the Confirmation options page, leave the Replicate recent changes to recovery site check

box selected and click Next.
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)

Test - vROps-RP

1 Confimation opfions Testconfirmation

2 Readyto complete Running this plan in test mode will recover the viual machines in a test environment an the

recavery site.
Protected site mgmt01ve01.sfol1 rainpole.local
Recawery site: rmarmtd1vest . laxd rainpole.local
Server connection Connected

Mumber of ¥is: 3

Storage opfions
Specify whether to replicate recent changes to the recovery site. This process might take several
minutes and is anly available ifthe sites are connected.

[ Replicate recent changes to recovery site

Back Next Finish Cancel

9 On the Ready to complete page, click Finish to start the test recovery.

Q Search -

F O | Administra

vmware* vSphere Web Client #

f Navigator 1 [5] vROps-RP | {53 Actions ~ | :
/WT Summary ‘m‘l Manage Related Objects 2
| mgmi01vc01.sfo01.rainpole Jocal E

Array Based Replication ;
s
'O Protection Groups Plan status Ilip Testin progress TN —— 1 %
I Recovery Plans Description: Atestofthis plan is currentlyin progress -
Recovery Plans =} ‘ ) .
[] RAWRO-RBRP Recovery Step Status Step Started Step Completed
I » 3 1. Synchronize storage  Buccess Wiednesday, Decer.. Wednesday, December 1
ﬁ, 2. Restare recovery site hosts from standby " Success Wednesday, Decem Wednesday, December 1...
LBu'ﬂ 3. Buspend non-critical YMs at recavery site
» E 4. Create writable storage snapshot " Success Wednesday, Decem Wednesday, December 1...
3 & 4. Configure test networks + Buccess Wednesday, Decerm...  Wednesday, December 1
iy Running Wwednesday, Decem A0 —

3 6. Power on priority 1 Vs
¥ [ 7. Poweron priority 2 WMs
» [E 8 Poweron priority 3 Whs
9. Power on priority 4 ¥Ms
B 10 Power on priority 5 Whis
10items [= Export~ [[4Copy~

Test failover starts. You can follow the progress on the Recovery Steps page.
10 After the test recovery is complete, click the Cleanup Recovery Plan icon to clean up all the created

test VMs.
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vmware* vSphere Web Client  #=

Q  Search

Navigator X | [5] wopsRp | {GhActions -
4 Back Summary | Monitor | Manage Related Objects

J8 mgmto1ved1.5fo01 rainpole local

J/ Protection Groups [ 2]
[5] Recovery Plans [ 2]
Recovery Plans

[E] vRAVROVRB-RP

vROps-RP

Array Based Replication | Recovery Steps

Plan status & Testcomplete
Description
Bl b
Recovery Step Status
» 3 1. Synchronize storage « Success
@ 2. Restore recovery site hosts from standby + Success
LBu'ﬂ 3. Buspend non-critical YMs at recavery site
3 E 4. Create writahle storage snapshot + Success
» & 4. Configure test networks « Success
3 6. Power on priority 1 Vs + Success
¥ [ 7. Poweron priority 2 WMs « Success
+ Success

» [E 8 Poweron priority 3 Whs
9. Power on priority 4 ¥Ms
B 10 Power on priority 5 Whis

The vitual machines have been recovered in a test environment at the recovery site. Review the plan history to
view any errors or warnings. When you are ready to remove the test environment, run cleanup on this plan

View: | Te
Step Stared Step Completed
Wednesday, Decem..  Wednesday, December 14,

Wednesday, Decem . Wednesday, December 14 ..

Wednesday, Decem . Wednesday, December 14, .
Wednesday, Decem..  Wednesday, December 14,
Wednesday, Decem . Wednesday, December 14, .
Wednesday, Decem..  Wednesday, December 14,
Wednesday, Decem . Wednesday, December 14, .

10items [= Export~ [[5Copy~

$521601d U1 UOM () |y,

11 On the Confirmation options page of the Cleanup wizard, click Next.

12 On the Ready to complete page, click Finish to start the clean-up process.

vmware* vSphere Web Client

A=

gl

Q  Search

Navigator X ROps-RP | {5} Actions ~
4 Back Summarny | Monitor | Manage  Related Objects
J8 mgmto1ved1.5fo01 rainpole local
Array Based Replication m Recovery Steps
J/ Protection Groups [ 2] Plan stalus -3 Ready
El Recovery Plans m Description This plan is ready for test or recovery.
Recovery Plans 2= > o View | TestSteps

[E] vRAVROVRB-RP

H vROps-RP

I Recovery Step Status

» B 1. Synchronize storage
ﬁ, 2. Restare recovery site hosts from standby
LED‘IJ 3. Suspend non-critical ¥Ms at recovery site
» E 4. Create writahle storage snapshot
3 & 4. Configure test networks
» 6. Power on priority 1 Whis
» [ 7 Poweron priority 2 Vhs
¥ [ & Poweron priority 3 WMs
B 9. Power on priority 4 ¥Yis
B 10. Power an priarity 5 Vs

Step Started

$521601d U1 UOM () |y,

Step Completed

10items [= Export~ [[5Copy~

Test the Failover of the Cloud Management Platform

Test the recovery plan for vRealize Automation, vRealize Orchestrator, and vRealize Business to validate

the configuration.

Site Recovery Manager runs the virtual machines on the test network and on a temporary snapshot of

replicated data in Region B.
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Procedure

1 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 From thee menu of the vSphere Web Client, select Site Recovery.

3 On the Site Recovery home page, click Sites and double-
click the mgmt01vc01.sfo01.rainpole.local protected site.

4 If the Log In Site dialog box appears, re-authenticate by using
the administrator@vsphere.local user name and the vsphere_admin_password password.

Re-authentication is required if the network connection between Region A and Region B has been
interrupted after the last successful authentication.

5 Click Recovery Plans and click the vRA-vRO-vRB-RP recovery plan.
6 On the vRA-vRO-vRB-RP page, click the Monitor tab and click Recovery Steps.

7 Click the Test Recovery Plan icon to run a test recovery.

.

vmware" vSphere Web Client fi= Updated al 244 AM ) | Adminisralor@VSPHERELOCAL ~ | Help ~ | (SRR

Navigator X | [ ]| vRA-vRO-vRB-RP = Actions ~

4 Sites Lo Summary | Monitor | Manage Related Objects
il mgmB1ve01 501 rainpole Jocal

A Array Based Replication Recovery Steps | istory |

\W/ Protection Groups Plan stas: - Ready

5501601 Ul sul-M (0) i,

Pl N
Bl R Description: This plan is ready for test or recovery.

Recovery Plans FE» o View: | TestSteps

B WRAWRORBRP >
Recovery Step tat Step Started Step Completed

EEl Rops-RP » B 1 Synchronize storage
[@ 2 Restore recovery site hosts from st
iy 3 Suspend non-critical VMs af recove
» EJ 4. Create writable storage snapshot
» G 5. Configure test networks
» El 6.Power on priority 1 VMs
» Bl 7.Power on priority 2 VMs
» [E) 8.Power on priority 3 VMs
» B 9.Power on priority 4 VMs
» B 10. Power on priority 5 VMs

10items [~

The Test wizard appears.
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8 On the Confirmation options page, leave the Replicate recent changes to recovery site check
box selected and click Next.

|' Test-vRA-vRO-vRB-RP

1 Confirmation oplions Testconfirmation

2 Readyto complets &‘ Running this plan in test mode will recover the virtual machines in a test environment on the
recovery site
Protected site. mgmt01vc01.sfo01 rainpole.local
Recovery site. mgmt01vc51.lax01 rainpole.local
Server connection: Connected
Number of VMs 12

Storage options

Specify whether to replicate recent changes to the recovery site. This process might take several
minutes and is only available if the sites are connected

[ Replicate recent changes to recovery site

Next Finish Cancel

9 On the Ready to complete page, click Finish to start the test recovery.

] vRA-VROVRB-RP | Actions ~

Summary | Monitor | Manage Related Objects

Recovery Steps

Plan status: Ik Testin progress T1% ——

sseiboid up o (o)

Description: Atestofthis plan is currently in progress.
= | ® View: | Test Steps
Recovery Step Status Step Started Step Complated
» B 1. Synchronize storage + Success ‘Wednesday, August 24, Wednesday, August24, 2018 3:59:40 AM
ﬁ,, 2. Restore recovery site hosts from st. + Success ‘Wednesday, August 24, Wednesday, August24, 2018 3:59:40 AM
Eu"u 3. Suspend non-critical VMs at recove
» E 4. Create writable storage snapshot + Success ‘Wednesday, August 24, Wednesday, August24, 2018 4:00:18 AM
» Qa 5. Configure test networks + Success ‘Wednesday, August 24, Wednesday, August24, 2018 4:00:19 AM
» [ 6 Power on priority 1VMs + Success ‘Wednesday, August 24, Wednesday, August24, 2016 401268 AM
» B 7. Power on priority 2 VMs lI» Running ‘Wednesday, August 24, 04% ee—

» [E 8 Power on priority 3 VMs
» 9. Power on priority 4 VMs
» B 10 Power on priority 5 VMs

i 10 items [~

Test failover starts. You can follow the progress on the Recovery Steps page.

10 After the test recovery is complete, click the Cleanup Recovery Plan icon to clean up all the created

test VMs.

Note Because recovered VMs are using the Test network, VMware Tools in
vra01svrO1a.rainpole.local and vra01svrO1b.rainpole.local VMs might not become online within the
default timeout value. Increase the timeout value for the VMs to complete the test.
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[% VRA-VROVRB-RP  Actions :
Summary ‘ Monitor ‘ Manage Related Objects ;
) =
[Recovery Steps | History | =
2
Plan status & Testcomplete ﬁ
Description: The virtual machines have been recovered in a test environment at the recovery site. Review the plan history to view any errors or warnings. When you are -
ready to remove the test environment, run cleanup on this plan.
= B View: | T
Recovery Step Status Step Started Step Completed
» B 1.Synchronize storage + Success Wednesday,... Wednesday, August 24, 2016 3:59:40 AM
ﬁ, 2. Restore recovery site hosts fromst..  « Success Wednesday,... Wednesday, August 24, 2016 3:59:40 AM
Eﬁh 3. Suspend non-critical VMs at recov...
» E 4. Create writable storage snapshot + Success Wednesday,... Wednesday, August 24, 2016 4:00:18 AM
» Q 5. Configure test networks + Success Wednesday,... Wednesday, August 24, 2016 4:00:19 AM
» 6. Power on priority 1 VMs + Success Wednesday,... Wednesday, August 24, 2016 4:01:26 AM
» 7. Power on priority 2 VMs © Timed outwaiting for VMware Tools after 300 seconds Wednesday,... Wednesday, August 24, 2016 4:08:10 AM
» El 8. Poweron priority 3 VMs + Success Wednesday,... Wednesday, August 24, 2016 4:15:41 AM
» B 9. Poweron priority 4 VMs + Success Wednesday,... Wednesday, August 24, 2016 4:23:16 AM
» 10. Power on priority 5 VMs + Success Wednesday,... Wednesday, August 24, 2016 4:24:31 AM

H 10items [mp .I

11 On the Confirmation options page of the Cleanup wizard, click Next.

12 On the Ready to complete page, click Finish to start the clean-up process.

Perform Planned Migration of Management Applications

After you have successfully configured and tested failover of the management applications, start the
migration process from Region A to Region B.

Initiate a Planned Migration of vRealize Operations Manager

You can run a recovery plan under planned circumstances to migrate the virtual machines of the analytics
cluster of vRealize Operations Manager from Region A to Region B. You can also run a recovery plan
under unplanned circumstances if Region A suffers an unforeseen event that might result in data loss.

Procedure

1 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcO0l.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 From the Home menu, select Site Recovery.
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3 On the Site Recovery home page, click Sites and double-click
the mgmt01vc01.sfo01.rainpole.local vCenter Server object to open its site configuration.

4 Click Recovery Plans and click the vROps-RP recovery plan.

5 On the vROps-RP page, click the Monitor tab and click Recovery Steps.

6 Click the Run Recovery Plan icon to run the recovery plan and initiate the failover of the analytics

cluster.

vmware® vSphere Web Client

A= Updated at6:20 P L) | Adrministr

*HERE.LOCAL ~

Ll

| Help = | (e SEEETE]

Navigator 5

] vRops-RP ‘ {5} Actions ~

4 Back

Surmmary "Munilur ‘ Manage  Related Objects

[ mgmtD1vc01.5fo01.rainpole.local
Array Based Replication

J/ Protection Groups

[E] Recovery Plans

Recovery Plans

[E] vRAVROARE-RP

e |

Recovery Steps

Plan status =» Ready

Description: This plan is ready for test or recovery.
g=lr 0

Recouery Step Status

» B 1. Synchronize storage
ﬁ, 2. Restore recavery site host.
’?Di] 3. Suspend non-critical Wiks

» E 4. Create writable starage s..

» Qa 5. Configure test networks

» W 6. Poweran priority 1 VMs

» [E 7. Poweron priority 2 Yis

» [ 8. Poweran priority 2 VMs
B 9 Power on priority 4 Whis
10. Power an priority 8 ¥Ms

8216019 U UM (2) [y

View: | Test Steps [+]

5 Step Completed

10items [= Export~ [ Copy~

The Recovery wizard

appears.

7 On the Confirmation options page, configure the following settings and click Next.

Confirmation Option

| understand that this process will permanently alter the virtual machines and infrastructure of both the

protected and recovery datacenters

Recovery type
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Value

Selected

Planned migration
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Recovery - vROps-RP ?)

1 Confirmation opfions Recovery confirnation

2 Readyto complete

Running thiz plan in recovery mode will attempt to shut down the Whs at the protected site and
recaver the ¥Ms atthe recavery site.

Protected site mgmt01ve01.sfol1 rainpole.local
Recawery site: rmarmtd1vest . laxd rainpole.local
Server connection Connected
Mumber of ¥is: 3
[ | understand that this process will permanently alter the vitual machines and infrastructure of both
the protected and recovery datacenters
Recovery type
(=) Planned migration

Replicate recent changes to the recovery site and cancel recovery if errars are encountered. (Sites
rmust be connected and storage replication must be available )

() Disaster recovery

Afternpt to replicate recent changes to the recovery site, but otherwise use the most recent
storage synchronization data. Continue recovery even if errars are encountered

Next Cancel

8 On the Ready to complete page, click Finish to initiate vRealize Operations Manager failover.

What to do next
Perform the steps required to verify the operation of and reprotect the system.

m  Verify that vRealize Operations Manager is up and functions flawlessly after failover. See Validate
vRealize Operations Manager in the Operational Verification documentation.

m  Prepare vRealize Operations Manager for failback by reprotecting the virtual machines of the
analytics cluster in Site Recovery Manager. See Reprotect vRealize Operations Manager.

Initiate a Planned Migration of the Cloud Management Platform

You can run a recovery plan under planned circumstances to migrate the virtual machines of vRealize
Automation, vRealize Orchestrator and vRealize Business from Region A to Region B. You can also run a
recovery plan under unplanned circumstances if Region A suffers an unforeseen event that might result in
data loss.

Procedure
1 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 From the vSphere Web Home menu, select Site Recovery.
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3 On the Site Recovery home page, click Sites and double-click
the mgmt01vc01.sfo01.rainpole.local vCenter Server object to open its site configuration.

4 Click Recovery Plans and click the vRA-vRO-vRB-RP recovery plan.
5 On the vRA-vRO-vRB-RP page, click the Monitor tab and click Recovery Steps.

6 Click the Run Recovery Plan icon to run the recovery plan and initiate the failover of the cloud
management platform.

vmware* vSphere Web Client LB Updaled al2:44AM [ | Adminisralor@VSPHERELOCAL ~ | Help ~
| Navigator X | ] vRAVROWVRBRP Actions + } #
| <4 sites o Summary | Monitor | Manage Relaled Objects ;
i mom01vc01.sfo01.rainpole local 1 i )
& Array Based Replication D | (RecowiySes History | gm
f Protection Groups 2] Plan status = Ready F
G L2 [rye——— This plan is ready for test or recovery. -
Recovery Plans FRIR S o View: | TestSteps | -
& wops-RP » B 1. Synchronize storage
[ 2 Restore recovery site hosts from st
IE&T- 3 Suspend non-critical VMs at recove
» E 4. Create writable storage snapshot
» G 5. Configure test networks
» [ ©. Power on priority 1 VMs
» B 7. Power on priority 2 VMs
» E 8. Power on priority 3 VMs
» 9. Power on priofity 4 VMs
» @ 10. Power on priority 5 VMs
M 10items [~
The Recovery wizard appears.
7 On the Confirmation options page, configure the following settings and click Next.
Confirmation Option Value
| understand that this process will permanently alter the virtual machines and infrastructure of both the Selected
protected and recovery datacenters
Recovery type Planned migration
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-
Recovery - vVRA-VRO-vRB-RP 2

1 Confirmation options Recovery confirmation

2 Ready to complete

Running this plan in recovery mode will attempt to shut down the VMs at the protected site and
recover the VMs atthe recovery site.

Protected site: mgmt01vc01.sfo01.rainpole local
Recovery site: momtd1vc51.1ax01.rainpole.local
Server connection Connected

MNumber of VMs: 12

[ lunderstand that this process will permanently alter the virtual machines and infrastructure of both
the protected and recovery datacenters

Recovery type
(=) Planned migration

Replicate recent changes to the recovery site and cancel recovery if errors are encountered. (Sites
must be connected and storage replication must be available.)

() Disaster recovery

Attempt to replicate recent changes to the recovery site, but otherwise use the most recent
storage synchronization data. Continue recovery even if errors are encountered.

Next Cancel

8 On the Ready to complete page, click Finish to initiate failover of the cloud management platform.
What to do next
Perform the steps required to verify the operation of and reprotect the system.

= Verify that vRealize Automation, vRealize Orchestrator and vRealize Business VMs are up and
function flawlessly after failover. See Validate the Cloud Management Platform in the Operational
Verification documentation.

= Prepare vRealize Automation, vRealize Orchestrator and vRealize Business Server for failback by

reprotecting the virtual machines of the vRealize Automation components in Site Recovery Manager.

See Reprotect the Cloud Management Platform.

Perform Disaster Recovery of Management Applications

Prepare networking in Region B and perform failover of Realize Automation, vRealize Orchestrator,
vRealize Business, and vRealize Operations Manager to Region B if Region A becomes unavailable in
the event of a disaster or if you plan a graceful migration.

Reconfigure the NSX Instance for the Management Cluster in
Region B

In the event of a site failure, when Region A becomes unavailable, prepare the network layer in Region B

for failover of management applications.

Change the role of the NSX Manager to primary, deploy universal controller cluster, and synchronize the
universal controller cluster configuration.
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Procedure

1 Log in to vCenter Server by using the vSphere Web Client.

a

Open a Web browser and go
to https://mgmt0lvc51.1lax01.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Promote the NSX Manager for the management cluster in Region B to the primary role.

You must first disconnect the NSX Manager for the management cluster in Region B from the Primary
NSX Manager in Region A.

a

b

From the Home menu, select Networking & Security.

In the Navigator, click Installation.

On the Management tab, select the 172.17.11.65 instance.

Click the Actions menu and click Disconnect from Primary NSX Manager.

In the Disconnect from Primary NSX Manager confirmation dialog box, click Yes.
The NSX Manager gets the Transit role.

On the Management tab, select the 172.17.11.65 instance again.

From the Actions menu, select Assign Primary Role.

In the Assign Primary Role confirmation dialog box, click Yes.

3 Configure an IP pool for the new universal controller cluster.

a

b

In the Navigator, click NSX Managers.
Under NSX Managers, click the 172.17.11.65 instance.

On the Manage tab, click Grouping Objects, click IP Pools, and click the Add New IP
Pool icon.

In the Add Static IP Pool dialog box, enter the following settings, and click OK.

Setting Value
Name Mgmt01-NSXC51
Gateway 172.17.11.253

Prefix Length 24
Primary DNS  172.17.11.5
DNS Suffix lax01.rainpole.local

Static IP Pool  172.17.11.118-172.17.11.120
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4  Deploy the universal controller cluster in Region B.
a Inthe Navigator, click Networking & Security and click Installation.

b Under NSX Controller nodes, click the Add icon to deploy three NSX Controller nodes with the
same configuration.

¢ Inthe Add Controller dialog box, enter the following settings and click OK.

You configure a password only during the deployment of the first controller. The other controllers
use the same password.

Setting Value

Name nsx-controller-mgmt-51
NSX Manager 172.17.11.65
Datacenter LAXO01

Cluster/Resource Pool LAX01-MgmtO1

Datastore LAX01A-VSANO1-MGMTO1
Connected To vDS-Mgmt-Management

IP Pool Mgmt01-NSXC51

Password mgmtnsx_controllers_password
Confirm Password mgmtnsx_controllers_password

d After the Status of the controller node changes to Connected, deploy the remaining two NSX
Controller nodes.

Wait until the current deployment is finished before you start the next one.
5 Configure DRS affinity rules for the deployed NSX Controller nodes.

a From the Home menu of the vSphere Web Client, select Hosts and Clusters , and expand the
mgmt01vc51.1ax01.rainpole.local tree.

b Select the LAX01-Mgmt01 cluster and click the Configure tab.
¢ Under Configuration, click VM/Host Rules and click Add under the VM/Host Rules section.
d Inthe LAX01-Mgmt01 - Create VM/Host Rule dialog box, enter the following settings and click

Add.
Setting Value
Name Mgmt_NSX_Controllers

Enable rule  Selected

Type Separate Virtual Machines

e Inthe Add Rule Member dialog box, select all three NSX Controller virtual machines, click OK,
and click OK.
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6 Use the update controller state mechanism on the NSX Manager to synchronize the state of the
newly deployed controllers.

a From the Home menu of the vSphere Web Client, select Networking & Security.
b In the Navigator, click Installation.

¢ On the Management tab, select the 172.17.11.65 instance.

d From the Actions menu, select Update Controller State.

e Inthe Update Controller State confirmation dialog box, click Yes.

Recover the Control VM of the Universal Distributed Logical
Router in Region B

Because of the failure of Region A, dynamic routing in Region B is not available. Deploy a Control VM for
the universal dynamic logical router UDLRO1 in Region B to recover dynamic routing in the environment.

Procedure
1 Login to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 From the Home menu of the vSphere Web Client, click Networking & Security.
3 In the Navigator, click NSX Edges.

4 Select 172.17.11.65 from the NSX Manager drop-down menu.

5 Double-click UDLRO1.

6 Re-deploy the universal distributed logical router control VM and enable high availability.
a Click the Manage tab and click Settings.
b Select Configuration, and under Logical Router Appliances click the Add icon.

¢ Inthe Add NSX Edge Appliance dialog box, enter the following settings and click OK.

Setting Value
Datacenter LAX01
Cluster/Resource Pool LAX01-MgmtO1

Datastore LAX01A-VSANO1-MGMTO1

d Click the Add icon to deploy another NSX Edge device with the same configuration.
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7  Configure high availability for the control VM.

a

b

On the Configuration page for SFOMGMT-UDLRO1, click Change under HA Configuration,
configure the following settings and click OK.

Setting Value
HA Status Enable
Connected To vDS-Mgmt-Management

Enable Logging Selected

In the Change HA configuration confirmation dialog box, click Yes.

8 Configure the CLI credentials for the control VM.

a

b

In the Navigator, click NSX Edges.
Select 172.17.11.65 from the NSX Manager drop-down menu.
Right-click SFOMGMT-UDLRO01 and select Change CLI Credentials.

In the Change CLI Credentials dialog box, configure the following settings and click OK.

Setting Value
User Name admin
Password udlr_admin_password

Enable SSH access Selected

Reconfigure the Universal Distributed Logical Router and NSX
Edges for Dynamic Routing in Region B

Configure the universal distributed logical router UDLRO1 and NSX Edges LAXMGMT-ESGO01
and LAXMGMT-ESGO02 to use dynamic routing in Region B.

Procedure

1

Log in to vCenter Server by using the vSphere Web Client.

a

Open a Web browser and go
to https://mgmt01lvc51.1lax01. rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

From the Home menu of the vSphere Web Client, select Networking & Security and click NSX
Edges in the Navigator.

Select 172.17.11.65 from the NSX Manager drop-down menu.
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4 Verify the routing configuration for the universal distributed logical router.

a
b
c

d

Double-click UDLRO1.

Click the Manage tab and click Routing.

Verify that ECMP is Enabled.

Verify that 192.168.10.3 (Uplink) is configured as the Router ID under Dynamic Routing

Configuration.

5 On the left side, select BGP to verify BGP configuration .

a

On the BGP page, verify the following settings.

Setting
Status
Local AS

Graceful Restart

Value

Enabled

65003

Enabled

Select 192.168.10.50 (LAXMGMT-ESGO01) neighbor and click Edit icon.

In the Edit Neighbour dialog box, update the Weight value to 60, enter the BGP password that
was configured during the initial setup of the UDLR and click OK.

Setting

IP Address

LAXMGMT-ESGO01 Value

192.168.10.50

Forwarding Address  192.168.10.3

Protocol Address
Remote AS
Weight

Keep Alive Time
Hold Down Time

Password

VMware, Inc.
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d Onthe BGP page, select 192.168.10.51 (LAXMGMT-ESGO02) neighbor, click Edit to change the
following settings for the second ECMP NSX Edge, and click OK.

Setting LAXMGMT-ESGO02 Value
IP Address 192.168.10.51
Forwarding Address  192.168.10.3

Protocol Address 192.168.10.4

Remote AS 65003

Weight 60

Keep Alive Time 1

Hold Down Time 3

Password BGP_password

e Click Publish Changes.
6 On the left side, select Route Redistribution to verify redistribution status.

a Verify the following settings under Route Redistribution Status.

Setting Value
OSPF Deselected

BGP Selected

b  Verify the following settings under Route Redistribution table.

Setting Value
Learner BGP
From Connected
Perfix  Any
Action  Permit
7 Reconfigure the routing and weight value of LAXMGMT-ESG01 and LAXMGMT-ESGO02 edges.
a Inthe Navigator, click NSX Edges.
b Select 172.17.11.65 from the NSX Manager drop-down menu.
¢ Double-click LAXMGMT-ESGO1.
d Click the Manage tab and click Routing.

e On the left side, select BGP, select the 192.168.10.4 neighbor under Neighbors, and click the
Edit icon.

f In the Edit Neighbour dialog box, change Weight value to 60 and click OK.
g Click Publish Changes.
h Repeat the step for the LAXMGMT-ESGO02 edge.
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Verify Establishment of BGP for the Universal Distributed Logical
Router in Region B

Verify that the UDLR for the management applications is successfully peering, and that BGP routing has

been established in Region B.

Procedure

1

Log in to the UDLR virtual appliance byusing a Secure Shell (SSH) client.

a

b

Open an SSH connection to UDLRO1.

Log in using the following credentials.

Setting Value
User name admin

Password udlr_admin_password

Verify that the UDLR can peer with the ECMP-enabled NSX Edge services gateways.

a

Run the show ip bgp neighbors command to display information about the BGP and TCP
connections to the UDLR neighbors.

In the command output, verify that the BGP state is Established, up for 192.168.10.50
(LAXMGMT-ESGO01) and 192.168.10.51 (LAXMGMT-ESGO02).

Verify that the UDLR receives routes by using BGP and that multiple routes are established to BGP-
learned networks.

a

b

Run the show ip route command

In the command output, verify that the routes to the networks are marked with the letter B and
several routes to each adjacent network exist.

The letter B in front of each route indicates that the route is established over BGP.

Enable Network Connectivity for the NSX Load Balancer in Region

B

Enable the network connectivity of LAXMGMT-LBO1 load balancer.
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Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt0lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

From the Home menu of the vSphere Web Client, select Networking & Security.
In the Navigator, click NSX Edges.

Select 172.17.11.65 from the NSX Manager drop-down menu.

Double-click the LAXMGMT-LBO01 device.

Click the Manage tab and click the Settings tab.

Click Interfaces, select the OneArmLB vNIC, and click Edit.

o N o a h~ 0N

In the Edit NSX Edge Interface dialog box, set Connectivity Status to Connected and click OK.

Initiate Disaster Recovery of vRealize Operations Manager in
Region B

If a disaster event occurs in Region A, initiate the Disaster Recovery of vRealize Operations Manager to
fail over it to Region B.

Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1ax01. rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 From the Home menu, select Site Recovery.

3 On the Site Recovery home page, click Sites and double-click
the mgmt01vc51.lax01.rainpole.local vCenter Server object to open its site configuration.

4 Click Recovery Plans and click the vROps-RP recovery plan.
5 On the vROps-RP page, click the Monitor tab and click Recovery Steps.
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6 Click the Run Recovery Plan icon to run the recovery plan and initiate the failover of the analytics
cluster.

The Recovery wizard appears.

7 On the Confirmation options page of the Recovery wizard, configure the following settings and

click Next.
Setting Value
| understand that this process will permanently alter the virtual machines and infrastructure of both the Selected

protected and recovery datacenters

Recovery type Disaster recovery

8 On the Ready to complete page, click Finish to initiate vRealize Operations Manager failover.

Site Recovery Manager runs the recovery plan. After disaster recovery, the Plan status of the
recovery plan changes to Disaster recovery complete.

What to do next
Verify the operation of and reprotect the system.

1 Verify that vRealize Operations Manager is up and functions flawlessly after failover. See Validate
vRealize Operations Manager in the Operational Verification documentation.

2 Prepare vRealize Operations Manager for failback by reprotecting the virtual machines of the
analytics cluster in Site Recovery Manager.See Reprotect vRealize Operations Manager.

Initiate Disaster Recovery of the Cloud Management Platform in
Region B

In the event of a disaster in Region A, initiate the Disaster Recovery of vRealize Automation, vRealize
Orchestrator and vRealize Business components to fail over them to Region B.

Procedure
1 Login to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1ax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 From the Home menu, select Site Recovery.

3 On the Site Recovery home page, click Sites and double-click
the mgmt01vc51.1ax01.rainpole.local vCenter Server object to open its site configuration.
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Click Recovery Plans and click the vRA-vRO-vRB-RP recovery plan.
On the vRA-vRO-vRB-RP page, click the Monitor tab, and click Recovery Steps.

Click the Run Recovery Plan icon to run the recovery plan and initiate the failover of the cloud
management platform.

On the Confirmation options page of the Recovery wizard, configure the following settings and
click Next.

Confirmation Option Value

| understand that this process will permanently alter the virtual machinesand infrastructure of both the Selected
protected and recovery datacenters

Recovery type Disaster recovery

On the Ready to complete page, click Finish to initiate the failover of the cloud management
platform.

Site Recovery Manager runs the recovery plan. After disaster recovery, the Plan status of the
recovery plan changes to Disaster recovery complete.

What to do next

Perform the steps required to verify the operation of and reprotect the system.

1

Verify that vRealize Automation, vRealize Orchestrator and vRealize Business VMs are up and
function flawlessly after failover. See Validate the Cloud Management Platform in the Operational
Verification documentation.

Prepare vRealize Automation, vRealize Orchestrator and vRealize Business for failback by
reprotecting the virtual machines of the cloud management platform in Site Recovery Manager. See
Reprotect the Cloud Management Platform.

Post-Failover Configuration of Management Applications

After failover of the cloud management platform and vRealize Operations Manager, you must perform
certain tasks to ensure that applications perform as expected.

Procedure

1

Configure the NSX Controllers and the UDLR Control VM to Forward Events to vRealize Log Insight
in Region B

Configure the NSX Controllers and UDLR Control VM instances for the management cluster to
forward log information to vRealize Log Insight in Region B. Use the NSX REST API to configure the
NSX Controllers. You can use a REST client, such as the RESTClient add-on for Firefox, to enable
log forwarding.

Update the vRealize Log Insight Logging Address after Failover

After you fail over the management applications in the SDDC to Region B, update the address
configured on the management applications for vRealize Log Insight. All management applications
are still configured to send logs to the vRealize Log Insight instance in Region A.
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3 Reconfigure the NSX Instance for the Management Cluster in Region A after Failover

After Region A comes back online, you must perform additional configuration of the networking layer
to avoid conflicts.

Configure the NSX Controllers and the UDLR Control VM to
Forward Events to vRealize Log Insight in Region B

Configure the NSX Controllers and UDLR Control VM instances for the management cluster to forward
log information to vRealize Log Insight in Region B. Use the NSX REST API to configure the NSX
Controllers. You can use a REST client, such as the RESTClient add-on for Firefox, to enable log
forwarding.

Prerequisites

On a Windows host that has access to your data center, install a REST client, such as the RESTClient
add-on for Firefox.

Procedure
1 Log in to the Windows host that has access to your data center.
2 In a Firefox browser, go to chrome://restclient/content/restclient.html.
3 Specify the request headers for requests to the NSX Manager.
a From the Authentication drop-down menu, select Basic Authentication.

b Inthe Basic Authorization dialog box, enter the following credentials, select Remember me and
click Okay.

Authentication Attribute Value

Username admin

Password mngnsx_admin_password

The Authorization:Basic XXX header appears in the Headers pane.
¢ From the Headers drop-down menu, select Custom Header.

d Inthe Request Header dialog box, enter the following header details and click Okay.

Request Header Attribute Value
Name Content-Type

Value application/xml

The Content-Type:application/xml header appears in the Headers pane.
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4 Contact the NSX Manager to retrieve the IDs of the associated NSX Controllers.
a Inthe Request pane, from the Method drop-down menu, select GET.

b Inthe URL text box,
enter https://mgmt@lnsxm51.lax01.rainpole.local/api/2.0/vdn/controller and
click Send.

The RESTClient sends a query to the NSX Manager about the installed NSX controllers.

c After the NSX Manager sends a response back, click the Response Body (Preview) tab
under Response.

The response body contains a root <controllers> XML element, which groups the details about
the three controllers that form the controller cluster.

d Within the <controllers> element, locate the <controller> element for each controller and write
down the content of the <id> element.

Controller IDs have the controller-id format where id represents the sequence number of the
controller in the cluster, for example, controller-2.

e BB
File Authentication Headers View Favortte Requests Safting il 355 0 it

[-] Request
Method | GET v URL | https://mgmt01nsxm51.lax01.rainpole local/api/2.0/vdn/controller * v m
Headers il Remove A
Authorization: Basic YWRIaW4EVKI... X Content-Type: application/xml %
Body

[-] Response

Response Headers | Response Body (Raw) | Response Body (Highlight) © Response Body (Preview)

- <controllers> ~
- <controller>
<objectTypeName=Controller</objectTypeName>
<revision=0=/revision>
<name=nsx-controller-mgmt-51</name>
<clientHandle/>
<isUniversal-false</isUniversal>
p |Revision>0</uni |Revisi
<id>controller42</id>
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5 For each NSX Controller, send a request to configure vRealize Log Insight as a remote syslog server.

a Inthe Request pane, from the Method drop-down menu, select POST, and in the URL text box,
enter the following URL.

NSX
Controller in
the Controller

NSX Manager Cluster POST URL

NSX Manager for NSX Controller  https://mgmt01nsxm51.lax01.rainpole.local/api/2.0/vdn/controller/<controller1-
the management 1 id>/syslog

cluster

NSX Controller 2 https://mgmt01nsxm51.lax01.rainpole.local/api/2.0/vdn/controller/<controller2-
id>/syslog

NSX Controller 3 https://mgmt01nsxm51.lax01.rainpole.local/api/2.0/vdn/controller/<controller3-
id>/syslog

b Inthe Request pane, paste the following request body in the Body text box and click Send.

<controllerSyslogServers>
<syslogServers>vrli-cluster-51.1ax01.rainpole.local</syslogServer>
<port>514</port>
<protocol>UDP</protocol>
<level>INFO</level>

</controllerSyslogServer>

¢ Repeat the steps for the next NSX Controller.

bl bt e
File Authentication Headers View Favorite Requests Setting |I i\l' v R ol

[-] Request
Method POST v URL | https://mgmt01nsxm5&1.lax01.rainpole local/api/2.0/vdn/controller/controller-42/syslog * v m
Headers il Remove A
Authorization: Basic YWRIaW4EVKI... % Content-Type: applicationfxmi %
Body

<controllerSyslogServer=
<syslogSemver=wli-cluster-61.1ax01.rainpole.local</syslogServer=
<port=514</port=
<protocol=UDP</protocol=
<level>INFO</level>

</controllerSyslogServer=

VMware, Inc. 69



Site Protection and Recovery

6 Verify the syslog configuration on each NSX Controller.

a Inthe Request pane, from the Method drop-down menu, select GET, and in the URL text box,
enter the controller-specific syslog URL from Step 5, and click the SEND button.

b After the NSX Manager returns a response, click the Response Body (Preview) tab
under Response.

The response body contains a root <controllerSyslogServer> element, which represents the
settings for the remote syslog server on the NSX Controller.

¢ Verify that the value of the <syslogServer> element is vrli-
cluster-51.1ax01.rainpole.local.

d Repeat the steps for the next NSX Controller.

[-] Request
Method | GET v URL | https://mgmt01nsxm5&1.lax01.rainpole local/api/2.0/vdn/controller/controller-42/syslog * v m
Headers R
Authorization: Basic YWRIaW4EVkI... X Content-Type: application/xml %
Body

<controllerSyslogServer=
<syslogSemver=wli-cluster-61.1ax01.rainpole.local</syslogServer=
<port=514</port=
<protocol=UDP</protocol=
<level>INFO</level>

</controllerSyslogServer=

[-] Response

Response Headers | Response Body (Raw) | Response Body (Highlght)  Response Body (Preview)

- <controllerSyslogServer=
<syslog Server=vrli-cluster-51.1ax01.rainpole.local</syslog Server=
<port=514</port=
<protocol>-UDP</protocol>
<level=INFO</level>
</controllerSyslogServer=

7 Login to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt0lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password
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8 Configure the newly deployed UDLR control VM to forward events to vRealize Log Insight in Region

B.

a

b

From the Home menu of the vSphere Web Client, click Networking & Security.

In the Navigator, click NSX Edges.

Select 172.17.11.65 from the NSX Manager drop-down menu.

Double-click UDLRO1.

On the NSX Edge device page, click the Manage tab, click Settings, and click Configuration.
In the Details pane, click Change next to Syslog servers.

In the Edit Syslog Servers Configuration dialog box, in the Syslog Server 1 text box, enter
192.168.32.10 and from the Protocol drop-down menu, select udp.

Click OK.

Update the vRealize Log Insight Logging Address after Failover

After you fail over the management applications in the SDDC to Region B, update the address configured
on the management applications for vRealize Log Insight. All management applications are still
configured to send logs to the vRealize Log Insight instance in Region A.

You update the DNS entry for dc51rpl.rainpole.local to point to the IP address 192.168.32.10 of vrli-
cluster-51.lax01.rainpole.local in Region B.

Procedure

1 Log in to the DNS server dc51rpl.rainpole.local that resides iin Region B.

2 Open the Windows Start menu, enter dns in the Search text box and press Enter.
The DNS Manager dialog box appears.

3 Inthe DNS Manager dialog box, under Forward Lookup Zones, select the sfo01.rainpole.local
domain by expanding the tree and locate the vrli-cluster-01 record on the right side.

4 Double-click the vrli-cluster-01 record, change the IP address of the record from 192.168.31.10 to

192.168.32.10 and click OK.

Setting Value
Fully qualified domain name (FQDN) vrli-cluster-01.sfo01.rainpole.local
IP Address 192.168.32.10

Update associated pointer (PTR) record ~ Selected
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£ DNs Name Type Data Timestamp
4 [ DCstRRL ] tsame 25 parent folder) Name Server (NS) dedlrplrainpolelocal. static
4 [ Forward Lackup Zones || ] fsame as parent felder) Name Server (NS) deSllaxladlrainpolelocal.  static
[3 _ ‘_r:;:mampnle"o‘ﬁ ] tsame a5 parent felder) IName Server (NS) deStrplrainpolelocal. static
b & 01 rinpolelocal || £ (came a5 parent folder) Narme Sen| - =
b & r.:i::;)lole..ln(al\ = a("mc Z Emmmm Host (A) wrli-cluster-01 Properties m
b g sellrainpelelocal] || &1 eompdiendt Host (4) “
bR dedaone 15 compolesg2 Host (A) Hod @) e
+ @ :M": LookupZones || @ cornpdlests Host (4) Hos! {sses parent domain i left blank]
: ] c::;iﬁ:::hmmm ] compoteses Host (4) [ichster |
b (i Global Logs ] compbtnaumt Host () Fuly qualfied decnsin nae (FODN]
] complipse0t Hest (A)
I compotuctt Host () ‘wl—mwm.mm rainpole.local ‘
E dcotsfo Host () 1P addiess:
] mgmittest Host () I} | (1521683810 ‘
] mgmidles02 Host (&)
{E mgmtdlesd3 Host (A) ] Update associated poinver [PTR] record
] mgmtDlesod Host (&)
] mgmtdinsam0l Host (#)
] mgmtd1pscot Hest (A)
] mgmtd1simdt Host (&)
] mgmt0tuent Host (&)
] mgmtdvdpdt Host (A)
] mgmt0turms01 Host (&)
Hotp Host (&)
] sfe0tpsctt Host (&)
] utiintesdt Host (&)
] utilntesx2 Host ()
{5 vrallbuc0l Host (&)
Elvradtias01 Host (A) 1921683152 static
] vraltias02 Host (A) 1921683153 static
Host (A) 192.16831.10 static
Host (A) 192.16831.11 static
Host (A) 1921683112 static
Host (A) 192.16831.13 static
£ L 2 it (8) 192.168.31.31 atatic

Reconfigure the NSX Instance for the Management Cluster in
Region A after Failover

After Region A comes back online, you must perform additional configuration of the networking layer to
avoid conflicts.

You demote the NSX Manager to the secondary role, delete the universal controller cluster, disable the
load balancer, and perform additional configuration on the NSX Edges.

Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 From the Home menu of the vSphere Web Client, select Networking & Security.
3 In the Navigator, click Installation and click the Management tab.
You see that both NSX Managers 172.16.11.65 and 172.17.11.65 are assigned the primary role.
4 Force the removal of the registered secondary NSX Manager before removing the primary role.
a Select the 172.16.11.65 instance, and select Actions > Remove Secondary NSX Manager.

b Select the Perform operation even if the NSX manage is inaccessible check box and click
OK.
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5 Demote the original primary site NSX Manager to the transit role.
a Select the 172.16.11.65 instance, click Actions > Remove Primary Role.
b Click Yes in the confirmation dialog box.
6 Delete the NSX controllers in the primary site.
a Select the nsx-controller-mgmt-01 node and click Delete.
b Inthe Delete Controller confirmation dialog box, click Yes.
¢ Repeat the step to delete the remaining two NSX Controller nodes.
d Select Forcefully remove the controller when you delete the last controller.
7 Delete the UDLRO1 edge in the protected site.
a Inthe Navigator, click NSX Edges.
b Select 172.16.11.65 from the NSX Manager drop-down menu.
¢ Select the UDLRO1 and click Delete.
d Inthe Delete NSX Edge confirmation dialog box, click Yes.

8 Assign the Region A management cluster NSX Manager the secondary role to the already promoted
primary NSX Manager in Region B.

a Inthe Navigator, click Installation.

b On the Management tab select the primary 172.17.11.65 instance.

¢ Select Actions > Add Secondary NSX Manager.

d Inthe Add secondary NSX Manager dialog box, enter the following settings and click OK.

Setting Value

NSX Manager 172.16.11.65

User Name admin

Password mgmtnsx_admin_password

Confirm Password mgmtnsx_admin_password

e Inthe Trust Certificate confirmation dialog box, click Yes.

9 Disable network connectivity for the NSX load balancer in Region A.
a Inthe Navigator, click NSX Edges.
b Select 172.16.11.65 from the NSX Manager drop-down menu.
¢ Double-click the SFOMGMT-LBO01 device.
d Click the Manage tab and click the Settings tab.
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e

f

Click Interfaces, select the OneArmLB vnic, and click Edit.

In the Edit NSX Edge Interface dialog box, select Disconnected as Connectivity Status and
click OK.

10 Configure the routing on the universal distributed logical router in Region B.

k

In the Navigator, click NSX Edges.

Select 172.17.11.65 from the NSX Manager drop-down menu.
Double-click UDLRO1.

Click the Manage tab and click Routing.

On the left, select BGP.

Select the following NSX Edge devices, click Edit, configure the following settings, and click OK.

Setting SFOMGMT-ESGO01 Value SFOMGMT-ESGO02 Value
IP Address 192.168.10.1 192.168.10.2

Forwarding Address  192.168.10.3 192.168.10.3

Protocol Address 192.168.10.4 192.168.10.4

Remote AS 65003 65003

Weight 10 10

Keep Alive Time 1 1

Hold Down Time 3 3

Password BGP_password BGP_password

Click Publish Changes.
On the left, select Static Routes.

On the Static Routes page, click the existing static route (Network: 172.17.11.0/24) and click
Edit button.

In the Edit Static Route dialog box, update the following values and click OK.

Setting Value

Network 172.16.11.0/24

Next Hop 192.168.10.1,192.168.10.2
MTU 9000

Admin Distance 1

Click Publish Changes.

11 Reconfigure the weight value of SFOMGMT-ESG01 and SFOMGMT-ESGO02 edges.

a

In the Navigator, click NSX Edges.

b Select 172.16.11.65 from the NSX Manager drop-down menu.
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¢ Double-click SFOMGMT-ESGO01.
d Click the Manage tab and click Routing.
e On the left, select BGP, select the 192.168.10.4 neighbour and click Edit.
f  Inthe Edit Neighbour dialog box, change the Weight value to 10 and click OK.
g Click Publish Changes.
h Repeat the step for the SFOMGMT-ESGO02 edge.
12 Verify that the NSX Edge devices are successfully peering, and that BGP routing has been
established.
a Login tothe SFOMGMT-ESGO01 NSX Edge device using a Secure Shell (SSH) client with the

Cc

d

following credentials.

Setting Value
User name admin

Password edge_admin_password

Run the show ip bgp neighbors command to display information about the BGP connections
to neighbors.

The BGP State will display Established UP if you have successfully peered with UDLRO1.
Run the show ip route command to verify that you are receiving routes using BGP.

Repeat the step for the SFOMGMT-ESG02 NSX Edge device.
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Failback of the SDDC
Management Applications

Configure and perform failback of the management applications in the SDDC from the protected region,
Region B, to the recovery region, Region A.

You failback the following management components:
= Analytics cluster of vRealize Operations Manager
®  Primary components of vRealize Automation, vRealize Orchestrator, and vRealize Business

The remote collector nodes of vRealize Operations Manager are not failed back. You deploy a separate
pair of remote collectors in each region in an application isolated network. The vSphere Proxy Agents
of vRealize Automation and the vRealize Business data collector are not failed back. You deploy a
separate pair of agents and collector in each region in an application isolated network.

Procedure

1 Test the Failback of Management Applications
Test the recovery plan for the management applications in the SDDC to eliminate potential problems
during a future failback.

2 Perform Failback as Planned Migration of Management Applications
After you have successfully tested failback of the management applications, start the migration
process from Region B back to Region A.

3 Perform Failback as Disaster Recovery of Management Applications

Prepare networking in Region A and perform failback of vRealize Automation, vRealize Orchestrator,
vRealize Business, and vRealize Operations Manager to Region A if Region B becomes unavailable
in the event of a disaster or if you plan a graceful migration.

4 Post-Failback Configuration of Management Applications

After failback of the cloud management platform and vRealize Operations Manager, you must
perform certain tasks to ensure that applications perform as expected.

Test the Failback of Management Applications

Test the recovery plan for the management applications in the SDDC to eliminate potential problems
during a future failback.
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Test the Failback of vRealize Operations Manager

Test the recovery plan for vRealize Operations Manager to prevent potential problems during a future
failback.

Site Recovery Manager runs the analytics virtual machines on the test network and on a temporary
snapshot of replicated data in Region A.

Procedure
1 Login to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1lax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 From the Home menu, select Site Recovery.

3 On the Site Recovery home page, click Sites and double-click the
mgmt01vc51.1ax01.rainpole.local protected site.

4 If the Log In Site dialog box appears, re-authenticate by using the administrator@vsphere.local

user name and the vsphere _admin_password password.

Re-authentication is required if the network connection between Region A and Region B has been
interrupted after the last successful authentication.

5 Click Recovery Plans and click the vROps-RP recovery plan.
6 On the vROps-RP page, click the Monitor tab and click Recovery Steps.

7 Click the Test Recovery Plan icon to run a test recovery.
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vmware* vSphere Web Client  #= Updated at 11:46 Q Search
' Navigator X | [ wops.rp | g@Actons -
4 Back

Summary | Monitor | Manage Related Objects

[ mgmto1ve51.axd1.rainpole.local

Array Based Replication Recovery Steps

J/ Protection Groups

Plan status =3 Ready
El Recowery Plans Description This plan is ready for test or recovery.
Recovery Plans 2= > o View | TestSteps

[E] vRAVRO-RB-RP

Recovery Step Status Step Stated  Step Completed
B vROps-RP I

» B 1. Synchronize storage

ﬁ, 2. Restare recovery site hosts from standby
E‘u‘u 3. Suspend non-critical ¥Ms at recovery site
» E 4. Create writahle storage snapshot
3 Eh 4. Configure test networks
» 6. Power on priority 1 Whis
» [ 7 Poweron priority 2 Vhs
» 8. Power on priority 3 Whis
B 9. Power on priority 4 ¥Yis
B 10. Power an priarity 5 Vs

L] 10items [= Export~ [[4Copy~

The Test wizard appears.

8 On the Confirmation options page, leave the Replicate recent changes to recover site check box
selected and click Next.

Test - wROps-RP (3}

1 Confimation opfions Testconfirmation

2 Readyto complete

Running thiz plan in test mode will recover the virlual machines in a test environment on the
recavery site.

Protected site mgmt01ves . lax01 rainpale.local
Recawery site: rmarmtd1vedt.sfoll rainpale.local
Server connection Connected

Mumber of ¥is: 3

Storage opfions

Specify whether to replicate recent changes to the recovery site. This process might take several
minutes and is anly available ifthe sites are connected.

[ Replicate recent changes to recovery site

Next Cancel

9 On the Ready to complete page, click Finish to start the test recovery.
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[y} ROpS-RP | Actions ~

Summary = Monitor | Manage Related Objects

» B 1. Synchronize storage
[fh 2 Restore recovery site hosts from standby
ﬁh 3. Suspend non-critical VMs at recovery site
» E 4. Create writable storage snapshot
» fa 5. Configure test networks
» I 6. Power on priority 1 VMs
» [ 7. Power on priority 2 VMs
» [E 8.Power on priority 3 VMs
B 9 Power on priority 4 VMs
B 10. Power on priority 5 VMs.

Test failback starts. You can follow the progress on the Recovery Steps page.

Histor
Plan status: Ii» Testin progress
Description: Atest of this plan Is currently in progress
= | ®
Recovery Step

Status
« Success
+ Success

+ Success
« Success
lI» Running

Step Staned

Monday, September 19, 2016 9:0...
Monday, September 19, 2016 9.0...

Monday, September 19, 2016 9:0...
Monday, September 19, 2016 9:0...

Monday, September 19, 2016 9:0.

68 % ——

View: | Test Steps -
Step Completed
Monday, September 19, 2016 9:01:13 AM
Monday, September 19, 2016 9:01:13 AM

Monday, September 19, 2016 9:01:29 AM
Monday, September 19, 2016 9:01:30 AM

54%  w—

10items [=p~

10 After the test recovery is complete, click the Cleanup Recovery Plan icon to clean up all the created

test VMs.

[5] vROps-RP | Actions v

Summary | Monitor | Manage Related Objects

» B 1. Synchronize storage
ﬁ,, 2. Restore recovery site hosts from standby
Eh 3. Suspend non-critical VMs at recovery site
» E 4. Create writable storage snapshot
» §§ 5. Configure test networks
» [ 6 Power on priority 1VMs
» 7. Power on priority 2 VMs
» [E 8 Power on priority 3 VMs
9. Power on priority 4 VMs
B 10. Power on priority 5 VMs

11 On the Confirmation options page of the Cleanup wizard, click Next.

12 On the Ready to complete page, click Finish to start the clean-up process.
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+ Success

+ Success

+ Success
+ Success
+ Success
+ Success

+ Success

Tuesday, August2, 20
Tuesday, August2, 20

Tuesday, August2, 20
Tuesday, August2, 20
Tuesday, August2, 20
Tuesday, August2, 20
Tuesday, August2, 20

Plan status & Testcomplete
Description The virtual ma_cmnES have been recovered in a test envircnme_m atthe recovery site. F!evie_w the plan history to view any
errors or warnings. When you are ready to remove the test environment, run cleanup on this plan
: &= | lb View: | TestSteps -
Recovery Step Status Step Started

Step Completed
Tuesday, August2, 2016 4:07.55
Tuesday, August2, 2016 4:07.55

Tuesday, August2, 2016 4:12:03
Tuesday, August2, 2016 4:12:05
Tuesday, August2, 2016 4:14:17
Tuesday, August2, 2016 4:16:09
Tuesday, August2, 2016 4:18:10

10 items D"
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[F] vROps-RP | Actions ~

Summary | Monitor | Manage Related Objects

| Recovery Steps | History ‘

=p Ready

This plan is ready for test or recovery.

Plan status:

Description:

ENENE L+]

Recovery Step Status Step Started
» B 1. Synchronize storage
ﬁ, 2. Restore recovery site hosts from standby
Eu"u 3. Suspend non-critical VMs at recovery site
» E 4. Create writable storage snapshot
» Q 5. Configure test networks
» [ 6 Power on priority 1VMs
» 7. Power on priority 2 VMs
» [E 8 Power on priority 3 VMs
B 9 Power on priority 4 Vs
B 10. Power on priority 5 VMs

View: | Test Steps |-

Step Completed

10 items \3"

Test the Failback of the Cloud Management Platform

Test the recovery plan for vRealize Automation, vRealize Orchestrator and vRealize Business to validate
the configuration.

Site Recovery Manager runs the virtual machines on the test network and on a temporary snapshot of
replicated data in Region A.

Procedure

1

Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go

to https://mgmt01lvc51.1ax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name

Password

From the Home menu, select Site Recovery

administrator@vsphere.local

vsphere_admin_password

On the Site Recovery Home page, click Sites and select
the mgmt01vc51.l1ax01.rainpole.local protected site.

If the Log In Site dialog box appears, re-authenticate by using
the administrator@vsphere.local user name and the vsphere_admin_password password.

Re-authentication is required if the network connection between Region A and Region B has been

interrupted after the last successful authentication.
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vmware* vSphere Web Client

Click the Test Recovery Plan icon to run a test recovery.

A=

Click Recovery Plans and click the vRA-vRO-vRB-RP recovery plan.
On the vRA-vRO-vRB-RP page, click the Monitor tab and click Recovery Steps.

[BEERAN Q Search

Navigator X

[] vRAVROARB-RP | {5 Acions -

<A Back

Summary | Monitor | Manage Related Objects

B mgmtD1ve51.lax01.rainpole Jocal
Array Based Replication
J Protection Groups
[E] Recovery Plans

Recovery Plans

B WRAVRO-VRB-RP >

E] vRops-RP

Recovery Steps

Plan status: =» Ready
Description: This plan is ready for test or recovery.
EN-NN 4 -]

I

Recovery Step Status
» 3 1. Synchronize storage
@ 2. Restore recovery site hosts from standby
Eﬁh 3. Buspend non-critical YMs at recavery site
3 E 4. Create writahle storage snapshot
» & 4. Configure test networks
3 6. Power on priority 1 Vs
[ 7. Power an priarity 2 Whs
[E] 8 Power on priority 3 Whis
B 9. Power an priarity 4 Whis

»
4
»
» B 10 Power an priority & Yils

Step St

View: | TestSteps

Step Completed

10items [= Export~ [[5Copy~

The Test wizard appears.

recover site check box selected and click Next.

-
| Test -vRA-vRO-vRB-RP

In the Confirmation options page of the Test wizard, leave the Replicate recent changes to

1 Confirmation options Testconfimmation

2 Readyto complete

Recovery site:
Server connection:

Number of VMs:

A

Protected site:

recovery site.

mamt01ve51.1ax01 rainpole.local

mamt01ve01.5fo01 rainpole.local
Connected
12

Storage options

Specify whether to replicate recent changes to the recovery site. This process might take several

mi

™

nutes and is only available ifthe sites are connected.

Replicate recent changes to recovery site

Next

Running this plan in test mode will recover the vitual machines in a test environment on the

Cancel

9 On the Ready to complete page, click Finish to start the test recovery.
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] vRA-vRO-VRB-RP  Actions ~

Summary | Monitor ‘ Manage Related Objects

Recovery Steps = History 1

Plan status: Ii» Testin progress

Description: Atest of this plan is currentiy in progress.
= | ®

Recovery Step

» B 1. Synchronize storage
ﬁ, 2. Restore recovery site hosts from standby
jn 3. Suspend non-critical VMs at recovery site

> E 4. Create writable storage snapshot

» G 5. Configure test networks

» E 6. Poweron priority 1 VMs

» E 7. Poweron priority 2 Vis

» El 8 Poweron priority 3 VMs

» B 9. Poweron priority 4 VMs

» B 10.Power on priority 5 VMs

Status
+ Success
« Success

llI» Running

li» Running

Step Started

Monday, September 19, 2016 9.0

Monday, September 19, 2016 9:0...

Monday, September 19, 2016 9.0

Monday, September 19, 2016 9:0...

63% —

View: | TestSteg
Step Completed
Monday, September 19, 2016 9:06:25 AM
Monday, September 19, 2016 9:06:25 AM

Q1%  e—

50%  —

10items [~

Test failback starts. You can follow the progress on the Recovery Steps page.

10 After the test recovery is complete, click the Cleanup Recovery Plan icon to clean up all the created

test VMs.

Note Because the recovered VMs are using the Test network, VMware Tools in

vraO1svrO1a.rainpole.local and vraO1svrO1b.rainpole.local VMs might not become online within the

default timeout value. Increase the timeout value for the VMs to complete the test.
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L5 VRAVRO-vRB-RP  Actions ~

Summary Monitor | Manage Related Objects

[Recovery Steps | History

Plan status: & Testcomplete

The virtual machines have been recovered in a test environment atthe recovery site. Review the plan history to view any errors or warnings. When you are ready to remove the test

DQSCNDTIU“ environment, run cleanup on this plan
= B view: | Test Steps
Recovery Step Status Step Started Step Completed
» B 1. Synchronize storage + Success Monday, September 19, 2016 9:0... Monday, September 18, 2016 9:06:25 AM
ﬁ, 2 Restore recovery site hosts from standby « Success Monday, September 19, 2016 9:0 Monday, September 19, 2016 9:06:25 AM
:ﬁu 3. Suspend non-critical VMs at recovery site
» [ 4. Create writable storage snapshot + Success Monday, September 19, 2016 9:0.. Monday, September 19, 2016 9:07:03 AW
» &y 5. Configure test networks + Success Monday, September 19, 2016 9:0..  Monday, September 19, 2016 9:07:03 AW
» [ 6. Power on priority 1 VMs « Success Monday, September 19, 2016 9:0 Monday, September 19, 2016 9:07:43 AM
» 7. Power on priority 2 VMs © Timed out waiting for VMware... Monday, September 19, 2016 9:0.. Monday, September 19, 2016 9:14:20 AM
» [El 8.Power on priority 3 VMs « Success Monday, September 19, 2016 9:1.. Monday, September 19, 2016 9:21:53 AM
» B 9. Power on priority 4 VMs " Success Monday, September 19, 2016 9:2 Monday, September 19, 2016 9:29:23 AM
» B 10.Power on priority 5 VMs + Success Monday, September 19, 2016 9:2..  Monday, September 19, 2016 9:30:43 AM
I 10items [~

11 On the Confirmation options page of the Cleanup wizard, click Next.

12 On the Ready to complete page, click Finish to start the clean-up process.

Perform Failback as Planned Migration of Management
Applications

After you have successfully tested failback of the management applications, start the migration process
from Region B back to Region A.

Initiate Failback as Planned Migration of vRealize Operations
Manager

You can run a recovery plan under planned circumstances to migrate the virtual machines of the analytics
cluster of vRealize Operations Manager from Region B to Region A. You can also run a recovery plan
under unplanned circumstances if Region B suffers an unforeseen event that might result in data loss.
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Procedure

1 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go

to https://mgmt0lvc51.1lax01.rainpole.local/vsphere-client.
b Log in using the following credentials.

Setting Value

User name administrator@vsphere.local

Password vsphere_admin_password

2 From the Home menu, select Site Recovery.
3 On the Site Recovery Home page, click Sites and click the mgmt01vc01.sfo01.rainpole.local
vCenter Server object to open its configuration in Site Recovery Manager.
4 Click Recovery Plans and click the vROps-RP recovery plan.
5 On the vROps-RP page, click the Monitor tab and click Recovery Steps.
6 Click the Run Recovery Plan icon to run the recovery plan and initiate the failback of the analytics
cluster.
vmware vSphere Web Client  #= Updated at 1 HERELOCAL » | Help ~ | (S -
Navigator .l.' [5] vROps-RP | {ZhActions = :‘
4 Back Summarny | Monitor | Manage  Related Objects g
A mgmtd1vco1.sfod1.rinpole local %
[® Array Based Replication ;
J/ Protection Groups Plan stalus -3 Ready §
D Recovery Plans Description This plan is ready for test or recovery. =
Recovery Plans ER-SN 4 o View: | Test Steps [~
5] \RARO-RE-RP Recovery Step Status s .ElzpCumpIE(Ed
R —
ﬁ, 2. Restare recovery site hosts from standby
E‘u‘u 3. Suspend non-critical ¥Ms at recovery site
» E 4. Create writahle storage snapshot
3 % 4. Configure test networks
» 6. Power on priority 1 Whis
» [ 7 Poweron priority 2 Vhs
¥ [ & Poweron priority 3 WMs
B 9. Power on priority 4 ¥Yis
B 10. Power an priarity 5 Vs
L 10items [= Export~ [ Copy~
The Recovery wizard appears.
7 On the Confirmation options page, configure the following settings and click Next.

Confirmation Option

| understand that this process will permanently alter the virtual machines and infrastructure of both the

protected and recovery datacenters

Recovery type

VMware, Inc.

Value

Selected

Planned Migration
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Recovery - vROps-RP (?)
Recovery confirnation
2 Readyto complete Running this plan in recovery mode will attempt to shut down the WMs at the protected site and
recaver the ¥Ms atthe recavery site.
Protected site mgmt01ves . lax01 rainpale.local
Recawery site: rmarmtd1vedt.sfoll rainpale.local
Server connection Connected
Mumber of ¥is: 3

[ | understand that this process will permanently alter the witual machines and infrastructure of hoth
the protected and recovery datacenters

Recovery type

(=) Planned migration
Replicate recent changes to the recovery site and cancel recovery if errars are encountered. (Sites
rmust be connected and storage replication must be available )

() Disaster recovery

Afternpt to replicate recent changes to the recovery site, but otherwise use the most recent
storage synchronization data. Continue recovery even if errars are encountered

Next Cancel

8 On the Ready to complete page, click Finish to initiate vRealize Operations Manager failback.

Recovery - vROps-RP 12
+ 1 Confimation opfions Readyto complete
Review your settings selections before finishing the wizard.

%4 2 Readyio compleie

MNarme: vROps-RP

Protected site mgmt01ves . lax01 rainpale.local

Recawery site: rmarmtd1vedt.sfoll rainpale.local

Server connection Connected

Mumber of ¥is: 3

Recovery type Planned migration

Back Finish Cancel

9 Perform the steps required to verify the operation of and reprotect the system.
a Verify that vRealize Operations Manager is up and functions flawlessly after failback.
See Validate vRealize Operations Manager in the Operational Verification documentation.

b Prepare vRealize Operations Manager for failover by reprotecting the virtual machines of the
analytics cluster in Site Recovery Manager.

See Reprotect vRealize Operations Manager in the Reprotect of the SDDC Management
Applications documentation.
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Initiate Failback as Planned Migration of the Cloud Management
Platform

You can run a recovery plan under planned circumstances to migrate the virtual machines of vRealize

Automation, vRealize Orchestrator and vRealize Business from Region B to Region A. You can also run a
recovery plan under unplanned circumstances if Region B suffers an unforeseen event that might result in

data loss.

Procedure
1 Login to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvc51.1ax01.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2  From the vSphere Web Client Home menu, click Site Recovery.

3 On the Site Recovery home page, click Sites and double-click
the mgmt01vc51.l1ax01.rainpole.local vCenter Server object to open its site configuration.

4 Click Recovery Plans and click the vRA-vRO-vRB-RP recovery plan.
5 On the vRA-vRO-vRB-RP page, click the Monitor tab and click Recovery Steps.

6 Click the Run Recovery Plan icon to run the recovery plan and initiate the failback of the cloud
management platform.
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vmware* vSphere Web Client  #=

- 1 Hep - | (NI

HNavigator

X | [ wRAVRONRB-RP | {3 Actions ~

<A Back

Array Based Replication
J Protection Groups
[E] Recovery Plans

Recovery Plans

B mgmtD1ve51.lax01.rainpole Jocal

Summary | Monitor | Manage Related Objects
Recovery Steps

Plan status: =» Ready

Description: This plan is ready for test or recovery.

BEIF 0O View [Testseps [ <]
Recovery Step Status St Step Completed

» 3 1. Synchronize storage
@ 2. Restore recovery site hosts from standby
Eﬁh 3. Buspend non-critical YMs at recavery site

3 E 4. Create writahle storage snapshot

» & 4. Configure test networks

3 6. Power on priority 1 Vs

¥ [ 7. Poweron priority 2 WMs

3 8. Power on priority 3 Vs

¥ [E 9. Poweron priority 4 WMs

» B 10 Power an priority & Yils

H 10items [= Export~ [[5Copy~

The Recovery wizard appears.

7 On the Confirmation options page, configure the following settings and click Next.

Confirmation Option

| understand that this process will permanently alter the virtual machines and infrastructure of both the
protected and recovery datacenters

Recovery type

-
Recovery - VRA-vRO-vRB-RP

1 Confirmation

2 Readyto complete

Recovery confirmation

Running this plan in recovery mode will attempt to shut down the VMs at the protected site and
recover the VMs at the recovery site

Protected site: mgmt01ve51.1ax01 rainpole.local
Recovery site: mamt01ve01.5fo01 rainpole.local
Server connection: Connected

Number of VMs: 12

[ lunderstand that this process will permanently alter the virtual machines and infrastructure of both
the protected and recovery datacenters.

Recovery type

(=) Planned migration
Replicate recent changes to the recovery site and cancel recovery if errors are encountered. (Sites
must be connected and storage replication must be available.)

() Disaster recovery

Attempt to replicate recent changes to the recovery site, but otherwise use the most recent storage
synchronization data. Continue recovery even if errors are encountered.

Back Next Fi Cancel

Value

Selected

Planned Migration

8 On the Ready to complete page, click Finish to initiate failback of the cloud management platform.
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9 Perform the steps required to verify the operation of and reprotect the system.

a Verify that vRealize Automation, vRealize Orchestrator and vRealize Business VMs are up and
function flawlessly after failback.

See Validate vRealize Automation in the Operational Verification document.

b Prepare vRealize Automation, vRealize Orchestrator and vRealize Business Server for failover by
reprotecting the virtual machines of the vRealize Automation components in Site Recovery
Manager.

See Reprotect the Cloud Management Platform in the Reprotect of the SDDC Management
Applications documentation.

Perform Failback as Disaster Recovery of Management
Applications

Prepare networking in Region A and perform failback of vRealize Automation, vRealize Orchestrator,
VRealize Business, and vRealize Operations Manager to Region A if Region B becomes unavailable in
the event of a disaster or if you plan a graceful migration.

Procedure

1 Reconfigure the NSX Instance for the Management Cluster in Region A
In the event of a site failure, when Region B becomes unavailable, prepare the network layer in
Region A for failback of management applications.

2 Recover the Control VM of the Universal Distributed Logical Router in Region A

Because of the failure of Region B, dynamic routing in Region A is not available. Deploy a Control
VM for the universal dynamic logical router UDLRO1 in Region A to recover dynamic routing in the
environment.

3 Reconfigure the Universal Distributed Logical Router and NSX Edges for Dynamic Routing in
Region A
Configure the universal distributed logical router UDLR01, and NSX Edges SFOMGMT-ESGO01 and
SFOMGMT-ESGO02 to use dynamic routing in Region A.

4  Verify the Establishment of BGP for the Universal Distributed Logical Router in Region A
Verify that the UDLR for the management applications is successfully peering, and that
BGP routing has been established in Region A.

5 Enable Network Connectivity for the NSX Load Balancer in Region A
Enable the network connectivity on SFOMGMT-LBO01 load balancer.

6 Initiate Disaster Recovery of vRealize Operations Manager in Region A

If a disaster event occurs in Region B, initiate the Disaster Recovery of vRealize Operations
Manager in Region A to fail back vRealize Operations Manager to Region A.
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7 Initiate Disaster Recovery of the Cloud Management Platform in Region A

In the event of a disaster in Region B, initiate the Disaster Recovery of vRealize Automation,
vRealize Orchestrator and vRealize Business in Region A to fail back the cloud management

platform to Region A.

Reconfigure the NSX Instance for the Management Cluster in
Region A

In the event of a site failure, when Region B becomes unavailable, prepare the network layer in Region A
for failback of management applications.

Change the role of the NSX Manager to primary, deploy universal controller cluster, and synchronize the
universal controller cluster configuration.

Procedure

1 Log in to the Management vCenter Server by using the vSphere Web Client.

a

Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 Promote the NSX Manager for the management cluster in Region A to the primary role.

You must first disconnect the NSX Manager for the management cluster in Region A from the Primary
NSX Manager in Region B.

a

b

From the Home menu of the vSphere Web Client, click Networking & Security.

In the Navigator, click Installation.

On the Management tab, select the 172.16.11.65 instance.

Click the Actions menu and click Disconnect from Primary NSX Manager.

In the Disconnect from Primary NSX Manager confirmation dialog box, click Yes.
The NSX Manager gets the Transit role.

On the Management tab, select the 172.16.11.65 instance again.

Click Actions and select Assign Primary Role.

In the Assign Primary Role confirmation dialog box, click Yes.
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3 Deploy the universal controller cluster in Region A.
a Inthe Navigator, click Networking & Security, and click Installation.

b Under NSX Controller nodes, click the Add icon to deploy three NSX Controller nodes with the
same configuration.

¢ Inthe Add Controller dialog box, enter the following settings and click OK.

You configure a password only during the deployment of the first controller. The other controllers
use the same password.

Setting Value

Name nsx-controller-mgmt-01
NSX Manager 172.16.11.65
Datacenter SFOO01

Cluster/Resource Pool SFO01-Mgmt01

Datastore SFO01A-VSANO1-MGMTO01
Connected To vDS-Mgmt-Management

IP Pool Mgmt01-NSXCO01

Password mgmtnsx_controllers_password
Confirm Password mgmtnsx_controllers_password

d After the status of the controller node changes to Connected, deploy the remaining two NSX
Controller nodes.

Wait until the current deployment is finished, before you start the next one.
4 Configure DRS affinity rules for the deployed NSX Controller nodes.

a From the Home menu of the vSphere Web Client, select Hosts and Clusters and expand the
mgmt01vc01.sfo01.rainpole.local tree. .

b Select the SFO01-Mgmt01 cluster and click the Configure tab.
¢ Under Configuration, click VM/Host Rules and click Add under the VM/Host Rules section.

d Inthe SFO01-Mgmt01 - Create VM/Host Rule dialog box, enter the following settings and click

Add.
Setting Value
Name Mgmt_NSX_Controllers

Enable rule  Selected

Type Separate Virtual Machines

e Inthe Add Rule Member dialog box, select all three NSX Controller virtual machines, click OK,
and click OK.
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5 Use the update controller state mechanism on the NSX Manager to synchronize the state of the

newly deployed controllers.

a

b

From the Home menu, select Networking & Security.

In the Navigator, click Installation.

On the Management tab, select the 172.16.11.65 instance.
Click the Actions menu and select Update Controller State.

In the Update Controller State confirmation dialog box, click Yes.

Recover the Control VM of the Universal Distributed Logical
Router in Region A

Because of the failure of Region B, dynamic routing in Region A is not available. Deploy a Control VM for
the universal dynamic logical router UDLRO1 in Region A to recover dynamic routing in the environment.

Procedure

1 Log in to the Management vCenter Server by using the vSphere Web Client.

a

AOWOWDN

()}

Open a Web browser and go
to https://mgmt01lvcO0l.sfo0l.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

From the Home menu of the vSphere Web Client, click Networking & Security.
In the Navigator, click NSX Edges.

Select 172.16.11.65 from the NSX Manager drop-down menu.

Double-click UDLRO1.

6 Re-deploy the universal distributed logical router control VM and enable HA.

a

b

Click the Manage tab and click Settings.
Select Configuration and under Logical Router Appliances click the Add icon.

In the Add NSX Edge Appliance dialog box, enter the following settings and click OK.

Setting Value
Datacenter SFOO01
Cluster/Resource Pool SFO01-Mgmt01

Datastore SFO01A-VSANO1-MGMTO1

Click the Add icon to deploy another NSX Edge device with the same configuration.
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7  Configure high availability for the control VM.

a

b

On the Configuration page for UDLRO1, click Change under HA Configuration, configure the
following settings and click OK.

Setting Value
HA Status Enable
Connected To vDS-Mgmt-Management

Enable Logging Selected

In the Change HA confirmation dialog box, click Yes.

8 Configure the CLI Credentials for the control VM.

a

b

In the Navigator, click NSX Edges.
Select 172.16.11.65 from the NSX Manager drop-down menu.
Right-click UDLRO1 and select Change CLI Credentials.

In the Change CLI Credentials dialog box, configure the following settings and click OK.

Setting Value
User Name admin
Password udlr_admin_password

Enable SSH access Selected

Reconfigure the Universal Distributed Logical Router and NSX
Edges for Dynamic Routing in Region A

Configure the universal distributed logical router UDLRO1, and NSX Edges SFOMGMT-ESGO01 and
SFOMGMT-ESGO02 to use dynamic routing in Region A.

Procedure

1

Log in to the Management vCenter Server by using the vSphere Web Client.

a

Open a Web browser and go
to https://mgmt01lvc0l.sfo0l.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value

User name administrator@vsphere.local
Password vsphere_admin_password

In the Navigator, click Networking & Security and click NSX Edges.

Select 172.16.11.65 from the NSX Manager drop-down menu.
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4 Verify the routing configuration for the universal distributed logical router.

a
b
c

d

Double-click UDLRO1.
Click the Manage tab and click Routing.
Verify that ECMP is Enabled.

Verify that 192.168.10.3 (Uplink) is configured as the Router ID under Dynamic Routing
Configuration.

5 On the left side, select BGP to verify the BGP configuration.

a

On the BGP page, verify the following settings.

Setting Value
Status Enabled
Local AS 65003

Graceful Restart Enabled

Select the 192.168.10.1 (SFOMGMT-ESGO01) neighbor and click Edit icon.

In the Edit Neighbour dialog box, update the Weight value to 60 , enter the BGP password that
was configured during the initial setup of the UDLR, and click OK.

Setting SFOMGMT-ESGO01 Value
IP Address 192.168.10.1
Forwarding Address  192.168.10.3

Protocol Address 192.168.10.4

Remote AS 65003

Weight 60

Keep Alive Time 1

Hold Down Time 3

Password BGP_password

Select the 192.168.10.2 (SFOMGMT-ESG02) neighbor and click Edit icon.
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f

In the Edit Neighbour dialog box, update the Weight value to 60 , enter the BGP password that
was configured during the initial setup of the UDLR, and click OK.

Setting SFOMGMT-ESGO02 Value
IP Address 192.168.10.2
Forwarding Address  192.168.10.3

Protocol Address 192.168.10.4

Remote AS 65003

Weight 60

Keep Alive Time 1

Hold Down Time 3

Password BGP_password

Click Publish Changes.

6 On the left side, select Route Redistribution to verify redistribution status.

a

Verify the following settings under Route Redistribution Status .

Setting Value
OSPF Deselected

BGP Selected

Verify the following settings under Route Redistribution table.

Setting Value
Learner BGP

From Connected
Perfix Any

Action Permit

7 Reconfigure the routing and weight value of SFOMGMT-ESGO01 and SFOMGMT-ESG02 edges.

a

b

In the Navigator, click NSX Edges.

Select 172.16.11.65 from the NSX Manager drop-down menu.

Double-click SFOMGMT-ESG01.

Click the Manage tab and click Routing.

On the left, select BGP, select the 192.168.10.4 neighbor, and click Edit.

In the Edit Neighbour dialog box, change Weight value to 60 and click OK.
Click Publish Changes.

Repeat the step for the SFOMGMT-ESG02 edge.
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Verify the Establishment of BGP for the Universal Distributed
Logical Router in Region A

Verify that the UDLR for the management applications is successfully peering, and that BGP routing has
been established in Region A.

Procedure
1 Log in to the UDLR virtual appliance by using a Secure Shell (SSH) client.
a Open an SSH connection to UDLRO1.

b Log in using the following credentials.

Setting Value
User name admin

Password udlr_admin_password
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2 Verify that the UDLR can peer with the ECMP-enabled NSX Edge services gateways.

a Runthe show ip bgp neighbors command to display information about the BGP and TCP
connections to the UDLR neighbors.

b In the command output, verify that the BGP state is Established,
up for 192.168.10.1 (SFOMGMT-ESGO01) and 192.168.10.2 (SFOMGMT-ESG02).

192.168.10.4 - PuTTY

byte 1108
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3 Verify that the UDLR receives routes by using BGP and that multiple routes are established to BGP-
learned networks.

a Runthe show ip route command

b In the command output, verify that the routes to the networks are marked with the letter B and
several routes to each adjacent network exist.

The letter B in front of each route indicates that the route is established over BGP.

192.168.10.4 - PuTTY |;

q
q
q
q
q
q
q
q
q
q
q
q
q
q
q
q
q
q
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Enable Network Connectivity for the NSX Load Balancer in Region
A

Enable the network connectivity on SFOMGMT-LBO1 load balancer.

Procedure
1 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

From the Home menu of the vSphere Web Client, click Networking & Security.

In the Navigator, click NSX Edges.

AOWOWDN

Select 172.16.11.65 from the NSX Manager drop-down menu.
Double-click the SFOMGMT-LB01 device.

Click the Manage tab and click the Settings tab.

Click Interfaces, select the OneArmLB vNIC, and click Edit.

0 N O O

In the Edit NSX Edge Interface dialog box, set Connectivity Status to Connected and click OK.

Initiate Disaster Recovery of vRealize Operations Manager in
Region A

If a disaster event occurs in Region B, initiate the Disaster Recovery of vRealize Operations Manager in
Region A to fail back vRealize Operations Manager to Region A.

Procedure
1 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 From the Home menu, select Site Recovery.
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3 On the Site Recovery home page, click Sites and click
the mgmt01vc01.sfo01.rainpole.local vCenter Server object to open its configuration in Site
Recovery Manager.

4 Click Recovery Plans and click the vROps-RP recovery plan.
5 On the vROps-RP page, click the Monitor tab and click Recovery Steps.

6 Click the Run Recovery Plan icon to run the recovery plan and initiate the failback of the analytics
cluster.

The Recovery wizard appears.

7 On the Confirmation options page of the Recovery wizard, configure the following settings and

click Next.
Setting Value
| understand that this process will permanently alter the virtual machines and infrastructure of both the Selected

protected and recovery datacenters
Recovery type Disaster recovery
8 On the Ready to complete page, click Finish to initiate vRealize Operations Manager failback.

After disaster recovery, the status of the recovery plan is Disaster Recovery Completed.

What to do next
Perform the steps required to verify the operation of and reprotect the system.

1 Verify that vRealize Operations Manager is up and functions flawlessly after failback. See Validate
vRealize Operations Manager in the Operational Verification documentation.

2 Prepare vRealize Operations Manager for failover by reprotecting the virtual machines of the
analytics cluster in Site Recovery Manager. See Reprotect vRealize Operations Manager.

Initiate Disaster Recovery of the Cloud Management Platform in
Region A

In the event of a disaster in Region B, initiate the Disaster Recovery of vRealize Automation, vRealize
Orchestrator and vRealize Business in Region A to fail back the cloud management platform to Region A.
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Procedure
1 Log in to the Management vCenter Server by using the vSphere Web Client.

a Open a Web browser and go
to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

2 From the Home menu, select Site Recovery.

3 On the Site Recovery home page, click Sites and double-click
the mgmt01vc01.sfo01.rainpole.local vCenter Server object to open its site configuration.

4 Click Recovery Plans and click the vRA-vRO-vRB-RP recovery plan.
5 On the vRA-vRO-vRB-RP page, click the Monitor tab, and click Recovery Steps.

6 Click the Run Recovery Plan icon to run the recovery plan and initiate the failover of the cloud
management platform.

7 On the Confirmation options page of the Recovery wizard, configure the following settings and

click Next.
Confirmation Option Value
| understand that this process will permanently alter the virtual machines and infrastructure of both the Selected

protected and recovery datacenters

Recovery type Disaster recovery

8 On the Ready to complete page, click Finish to initiate the failover of the cloud management
platform.

Site Recovery Manager runs the recovery plan.

What to do next
Perform the steps required to verify the operation of and reprotect the system.

1 Verify that vRealize Automation, vRealize Orchestrator and vRealize Business VMs are up and
function flawlessly after failback. See Validate the Cloud Management Platform in the Operational
Verification document.

2 Prepare vRealize Automation, vRealize Orchestrator and vRealize Business Server for failover by
reprotecting the virtual machines of the vRealize Automation components in Site Recovery Manager.
See Reprotect the Cloud Management Platform.
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Post-Failback Configuration of Management Applications

After failback of the cloud management platform and vRealize Operations Manager, you must perform
certain tasks to ensure that applications perform as expected.

Procedure

1 Configure the NSX Controllers and the UDLR Control VM to Forward Events to vRealize Log Insight
in Region A
Configure the NSX Controllers and UDLR Control VM instances for the management cluster to
forward log information to vRealize Log Insight in Region A. Use the NSX REST API to configure the
NSX Controllers. You can use a REST client, such as the RESTClient add-on for Firefox, to enable
log forwarding.

2 Update the vRealize Log Insight Logging Address after Failback

After you failback the management applications in the SDDC to Region A, update the address
configured on the management applications for vRealize Log Insight. All management applications
are still configured to send logs to the vRealize Log Insight instance in Region B.

3 Reconfigure the NSX Instance for the Management Cluster in Region B after Failback

After Region B comes back online, you must perform additional configuration of the networking layer
to avoid conflicts.

Configure the NSX Controllers and the UDLR Control VM to
Forward Events to vRealize Log Insight in Region A

Configure the NSX Controllers and UDLR Control VM instances for the management cluster to forward
log information to vRealize Log Insight in Region A. Use the NSX REST API to configure the NSX
Controllers. You can use a REST client, such as the RESTClient add-on for Firefox, to enable log
forwarding.

Prerequisites

On a Windows host that has access to your data center, install a REST client, such as the RESTClient
add-on for Firefox.

Procedure
1 Log in to the Windows host that has access to your data center.

2 In a Firefox browser, go to chrome: //restclient/content/restclient.html.
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3 Specify the request headers for requests to the NSX Manager.

a

b

From the Authentication drop-down menu, select Basic Authentication.

In the Basic Authorization dialog box, enter the following credentials, select Remember me and
click Okay.

Authentication Attribute Value

Username admin

Password mngnsx_admin_password

The Authorization:Basic XXX header appears in the Headers pane.
From the Headers drop-down menu, select Custom Header.

In the Request Header dialog box, enter the following header details and click Okay.

Request Header Attribute Value
Name Content-Type

Value application/xml

The Content-Type:application/xml header appears in the Headers pane.

4 Contact the NSX Manager to retrieve the IDs of the associated NSX Controllers.

a

b
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In the Request pane, from the Method drop-down menu, select GET.

In the URL text box, enter
https://mgmtO@lnsxm@l.sfo0l.rainpole.local/api/2.0/vdn/controller and click Send.

The RESTClient sends a query to the NSX Manager about the installed NSX controllers.
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c After the NSX Manager sends a response back, click the Response Body (Preview) tab
under Response.

The response body contains a root <controllers> XML element, which groups the details about
the three controllers that form the controller cluster.

d Within the <controllers> element, locate the <controller> element for each controller and write
down the content of the <id> element.

Controller IDs have the controller-id format where id represents the sequence number of the

controller in the cluster, for example, controller-2.

File Athentication Headers Vi Favorite Requests Setting RESTClient

[] Request

Method  GET v URL  hitps:#mgmt01nsxzm01 sio01 rainpole. localfapii2. Dfdn/controller v m
Headers i Remove Al
Authorization: Basic YWRHSWABYE] .. % Content-Type: applicationfml

Body

[-] Response

Response Headers | Respanse Body (Rew) | Response Body (Highiight)  Responise Body (Preview)
— <controllers> =
- <controller>
<ohjectTypeName:Controller</objectTypeName:

<revision>0</revision:
<name=nsx-controller-mgmt-01 </name:
<clientHandle/>

<isUniversal>false</isUniversal:
a IRevisions0 q oo Al

<id=controller-7 <fid>
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5 For each NSX Controller, send a request to configure vRealize Log Insight as a remote syslog server.

a Inthe Request pane, from the Method drop-down menu, select POST, and in the URL text box,
enter the following URL.

NSX
Controller in
the Controller

NSX Manager Cluster POST URL

NSX Manager for NSX Controller  https://mgmt01nsxm01.sfo01.rainpole.local/api/2.0/vdn/controller/<controller1-
the management 1 id>/syslog

cluster

NSX Controller 2 https://mgmt01nsxm01.sfo01.rainpole.local/api/2.0/vdn/controller/<controller2-
id>/syslog

NSX Controller 3  https://mgmt01nsxm01.sfo01.rainpole.local/api/2.0/vdn/controller/<controller3-
id>/syslog

b Inthe Request pane, paste the following request body in the Body text box and click Send.

<controllerSyslogServers>
<syslogServers>vrli-cluster-01.sfo0l.rainpole.local</syslogServer>
<port>514</port>
<protocol>UDP</protocol>
<level>INFO</level>

</controllerSyslogServer>

¢ Repeat the steps for the next NSX Controller.

Method  POST v URL | https:#fmgmtDTnsxm01.sfod1 rainpole.localiapii2 DAdnicantrollerfcontraller-1/syslag * v SEND
Headers Tl Remove A1
Contert-Type: applicationtml = Authorizetion: Basic YWRIEWEEYK] .. <

Body

<controllerSyslogSerers

«<syslogServersvifi-cluster-01.sfol1 rainpole. local</syslogServer=
<part=a14=/port>

<protocol=UDP</protocal=

<level=INFO</level>

<fcontrollerSyslogSeners

6 Verify the syslog configuration on each NSX Controller.

a Inthe Request pane, from the Method drop-down menu, select GET, and in the URL text box,
enter the controller-specific syslog URL from the previous step and click the SEND button.

b After the NSX Manager returns a response, click the Response Body (Preview) tab
under Response.

The response body contains a root <controllerSyslogServer> element, which represents the
settings for the remote syslog server on the NSX Controller.
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C

d

Verify that the value of the <syslogServer> element is vrli-
cluster-01.sfo01.rainpole.local.

Repeat the steps for the next NSX Controller.

Method  GET v URL | https:#fmgmtDTnsxm01.sfod1 rainpole.localiapii2 DAdnicantrollerfcontraller-1/syslag
Headers

Contert-Type: applicationtml = Authorizetion: Basic YWRIEWEEYK] .. <

Body

<controllerSyslogSerers

«<syslogServersvifi-cluster-01.sfol1 rainpole. local</syslogServer=
<part=a14=/port>

<protocol=UDP</protocal=

<level=INFO</level>

<feontrollerSyslogServers

[-] Response

Response Headers | Response Body (Raw) | Responss Body (Highlight) | Response Body (Preview)

— =controllerSyslogServer=
=<syslogSenver=vii-cluster-01. sfo1.rainpole. local</syslogServers
<port=514</port>
<protocol-UDP</protocol>
<level=INFO</level>
</controllerSyslogServer:

o SEND

Tl Remove A1

T/ —D

7 Log in to the Management vCenter Server by using the vSphere Web Client.

a

b

Open a Web browser and go

to https://mgmt01lvc0l.sfo0l.rainpole.local/vsphere-client.

Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password

8 Configure the newly deployed UDLR control VM to forward events to vRealize Log Insight in Region

A

a

From the Home menu of the vSphere Web Client, click Networking & Security.

In the Navigator, click NSX Edges.

Select 172.16.11.65 from the NSX Manager drop-down menu.

Double-click UDLRO1.

On the NSX Edge device page, click the Manage tab, click Settings, and click Configuration.

In the Details pane, click Change next to Syslog servers.

In the Edit Syslog Servers Configuration dialog box, in the Syslog Server 1 text box, enter

192.168.31.10 and from the Protocol drop-down menu, select udp.

Click OK.
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Update the vRealize Log Insight Logging Address after Failback

After you failback the management applications in the SDDC to Region A, update the address configured

on the management applications for vRealize Log Insight. All management applications are still

configured to send logs to the vRealize Log Insight instance in Region B.

You update the DNS entry for vrli-cluster-51.lax01.rainpole.local to point to the IP

address 192.168.31.10 of vrli-cluster-01.sfo01.rainpole.local in Region A.

Procedure

1 Log in to the DNS server dcO1sfo.sfo0O1.rainpole.local that resides in the sfoO1.rainpole.local domain.

2 Open the Windows Start menu, enter dns in the Search text box and press Enter.

The DNS Manager dialog box appears.

3 In the DNS Manager dialog box, under Forward Lookup Zones, select the lax01.rainpole.local

domain and locate the vrli-cluster-51 record on the right.
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4  Double-click the vrli-cluster-51 record, change the IP address of the record from 192.168.32.10 to

192.168.31.10 and click OK.

Setting

Fully qualified domain name (FQDN)

IP Address

Update associated pointer (PTR) record
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Value

vrli-cluster-51.lax01.rainpole.local

192.168.31.10

Selected
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Reconfigure the NSX Instance for the Management Cluster in

Region B after Failback

After Region B comes back online, you must perform additional configuration of the networking layer to

avoid conflicts.

You demote the NSX Manager to the secondary role, delete the universal controller cluster, disable the

load balancer, and perform additional configuration on the NSX Edges.

Procedure

1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go

to https://mgmt01lvcOl.sfo0l.rainpole.local/vsphere-client.

b Log in using the following credentials.

Setting
User name

Password

2 From the Home menu from the vSphere Web Client, click Networking & Security.

Value

administrator@vsphere.local

vsphere_admin_password

3 In the Navigator, click Installation and click the Management tab.

You see that both NSX Managers 172.17.11.65 and 172.16.11.65 are assigned the primary role.

VMware, Inc.
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4 Force the removal of the registered secondary NSX Manager before removing the primary role.
a Select the 172.17.11.65 instance, and select Actions > Remove Secondary NSX Manager .

b Select the Perform operation even if the NSX manage is inaccessible check box and click
OK.

5 Demote the original primary site NSX Manager to the transit role.
a Select the 172.17.11.65 instance, click Actions > Remove Primary Role.
b Click Yes in the confirmation dialog box.
6 Delete the NSX controllers in the primary site.
a Select the nsx-controller-mgmt-51 node and click Delete.
b Inthe Delete Controller confirmation dialog box, click Yes.
¢ Repeat step to delete the remaining two NSX Controller nodes.
d Select Forcefully remove the controller when you delete the last controller.
7 Delete the UDLRO1 edge in the protected site.
a Inthe Navigator, click NSX Edges.
b Select 172.17.11.65 from the NSX Manager drop-down menu.
¢ Select the UDLRO1 and click Delete.
d Inthe Delete NSX Edge confirmation dialog box, click Yes.

8 Assign the Region B management cluster NSX Manager the secondary role to the already promoted
primary NSX Manager in Region A.

a Inthe Navigator, click Installation.

b On the Management tab select the primary 172.16.11.65 instance.

¢ Select Actions > Add Secondary NSX Manager.

d Inthe Add secondary NSX Manager dialog box, enter the following settings and click OK.

Setting Value

NSX Manager 172.17.11.65

User Name admin

Password mgmtnsx_admin_password

Confirm Password mgmtnsx_admin_password
e Inthe Trust Certificate confirmation dialog box, click Yes.
9 Disable network connectivity for the NSX load balancer in Region B.
a Inthe Navigator, click NSX Edges.
b Select 172.17.11.65 from the NSX Manager drop-down menu.
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10

Double-click the LAXMGMT-LBO01 device.
Click the Manage tab and click the Settings tab.
Click Interfaces, select the OneArmLB vnic, and click Edit.

In the Edit NSX Edge Interface dialog box, select Disconnected as Connectivity Status and
click OK.

Configure the routing for the universal distributed logical router in Region A.

In the Navigator, click NSX Edges.

Select 172.16.11.65 from the NSX Manager drop-down menu.
Double-click UDLRO1.

Click the Manage tab and click Routing.

On the left, select BGP.

Select the following NSX Edge devices, click Edit, configure the following settings and click OK.

Setting LAXMGMT-ESG01 Value LAXMGMT-ESG02 Value
IP Address 192.168.10.50 192.168.10.51

Forwarding Address  192.168.10.3 192.168.10.3

Protocol Address 192.168.10.4 192.168.10.4

Remote AS 65003 65003

Weight 10 10

Keep Alive Time 1 1

Hold Down Time 3 3

Password BGP_password BGP_password

Click Publish Changes.
On the left, select Static Routes.

On the Static Routes page, click the existing static route (Network: 172.16.11.0/24) and click
Edit button.

In the Edit Static Route dialog box, update the following values and click OK.

Setting Value

Network 172.17.11.0/24

Next Hop 192.168.10.50,192.168.10.51
MTU 9000

Admin Distance 1

Click Publish Changes.
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11 Reconfigure the weight value of LAXMGMT-ESGO01 and LAXMGMT-ESGO02 edges.

a Inthe Navigator, click NSX Edges.
b Select 172.17.11.65 from the NSX Manager drop-down menu.
¢ Double-click LAXMGMT-ESGO1.
d Click the Manage tab and click Routing.
e On the left, select BGP, select the 192.168.10.4 neighbour and click Edit.
f In the Edit Neighbour dialog box, change the Weight value to 10 and click OK.
g Click Publish Changes.
h Repeat the step for the LAXMGMT-ESGO02 edge.
12 Verify that the NSX Edge devices are successfully peering, and that BGP routing has been
established.
a Login tothe LAXMGMT-ESGO1 NSX Edge device using a Secure Shell (SSH) client with the

C

d

following credentials.

Setting Value
User name admin

Password edge_admin_password

Run the show ip bgp neighbors command to display information about the BGP connections
to neighbors.

The BGP State will display Established, UP if you have successfully peered with UDLRO1.
Run the show ip route command to verify that you are receiving routes using BGP.

Repeat the step for the LAXMGMT-ESG02 NSX Edge device.
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Reprotect of the SDDC
Management Applications

After a disaster recovery or planned migration, the recovery region becomes the protected region, but the
virtual machines are not protected yet. If the original protected region is operational, you can reverse the
direction of protection to protect the new primary region.

During the reprotect operation, after Site Recovery Manager reverses the direction of protection, it forces
synchronization of the storage from the new protected region to the new recovery region. Forcing data
synchronization ensures that the recovery region has a current copy of the protected virtual machines
running at the protection region. Recovery is possible immediately after the reprotect operation
completes.

m  Prerequisites for Performing Reprotect
To reprotect the virtual machines of the SDDC management applications, your environment must
meet certain requirements for availability of the original protected region and state of recovery plans.
m  Reprotect vRealize Operations Manager
Prepare vRealize Operations Manager for failback or failover by reprotecting the virtual machines in
Site Recovery Manager.
m  Reprotect the Cloud Management Platform

Prepare vRealize Automation, vRealize Orchestrator and vRealize Business Server for failback or
failover by reprotecting the virtual machines in Site Recovery Manager.

Prerequisites for Performing Reprotect

To reprotect the virtual machines of the SDDC management applications, your environment must meet
certain requirements for availability of the original protected region and state of recovery plans.

Make sure that your environment meets the following requirements before you perform the reprotect
operation:

= The original protected region must be available. The vCenter Server instances, ESXi hosts, Site
Recovery Manager Server instances, and corresponding databases must all be recoverable.

You cannot restore the original region if, for example, a physical catastrophe destroyed it. To unpair
and recreate the pairing of protected and recovery regions, both regions must be available. If you
cannot restore the original protected region, you must reinstall Site Recovery Manager on the
protected and recovery regions.
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m  |f you performed a planned migration or disaster recovery, make sure that all steps of the recovery
plan finish successfully. If errors occur during the recovery, resolve the problems that caused the
errors and re-run the recovery plan. When you re-run a recovery plan, the operations that
previously succeeded are skipped. For example, successfully recovered virtual machines are not
recovered again and continue running without interruption.

= |f you performed a disaster recovery operation, you must perform the following tasks before reprotect:

m  After the protected region is repaired, Site Recovery Manager detects the availability of the region
and changes the Recovery Plan status to Recovery Required. Re-run the recovery plans for the
Cloud Management Platform and vRealize Operations Manager again in the Recovery
Required state so that Site Recovery Manager can perform actions on the original region which
were failed during disaster recovery.

= Perform a planned migration when both regions are running again.

If errors occur during the attempted planned migration, resolve the errors and re-run the planned
migration until it succeeds.

Reprotect vRealize Operations Manager

Prepare vRealize Operations Manager for failback or failover by reprotecting the virtual machines in Site
Recovery Manager.

Procedure
1 Log in to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go to the following URL.

Type of Reprotect URL
Reprotect after failover  https://mgmt01vc51.1ax01.rainpole.local/vsphere-client

Reprotect after failback https://mgmt01vc01.sfo01.rainpole.local/vsphere-client

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password  vsphere_admin_password
2 In the vSphere Web Client, select Home > Site Recovery .
3 Click Recovery Plans, right-click the vROps-RP recovery plan, and select Reprotect.
The Reprotect wizard appears.

4 On the Confirmation options page, select the check box to confirm that you understand that the
reprotect operation is irreversible and click Next.

5 On the Ready to complete page, review the reprotect information and click Finish.
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6 Select thevROps-RP recovery plan and click the Monitor > Recovery Steps tab to monitor the
progress of the reprotect operation.

7 If the status of the vVROps-RP recovery plan changes to Reprotect interrupted, run
the Reprotect wizard again and select the Force cleanup check box on the confirmation page.

8 After the status of the vVROps-RP recovery plan changes to Ready, click Monitor > History and click
the Export report for selected history item button.

The recovery plan can return to the ready state even if errors occurred during the reprotect
operation. Check the history report for the reprotect operation to make sure that no errors occurred. If
errors occurred during reprotect, attempt to fix the errors and run a test recovery to make sure that
the errors are fixed. If you do not fix errors and you subsequently attempt to run a planned migration
or disaster recovery, some virtual machines might fail to recover.

After successful reprotect, Site Recovery Manager performs the following actions:

m  Reverses the recovery site and protected site

m  Creates placeholder copies of the virtual machines of vRealize Operations Manager from the new
protected site to the new recovery site

Reprotect the Cloud Management Platform

Prepare vRealize Automation, vRealize Orchestrator and vRealize Business Server for failback or failover
by reprotecting the virtual machines in Site Recovery Manager.

Procedure
1 Login to vCenter Server by using the vSphere Web Client.

a Open a Web browser and go to the following URL.

Type of Reprotect URL
Reprotect after failover  https://mgmt01vc51.lax01.rainpole.local/vsphere-client

Reprotect after failback https://mgmt01vc01.sfo01.rainpole.local/vsphere-client

b Log in using the following credentials.

Setting Value
User name administrator@vsphere.local
Password vsphere_admin_password
2 In the vSphere Web Client, select Home > Site Recovery.
3 Click Recovery Plans, right-click the vRA-vRO-vRB-RP recovery plan, and select Reprotect.
The Reprotect wizard appears.

4 On the Confirmation options page, select the check box to confirm that you understand that the
reprotect operation is irreversible and click Next.
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5 On the Ready to complete page, review the reprotect information and click Finish.

6 Select the vVRA-vRO-vRB-RP recovery plan and click the Monitor > Recovery Steps tab to monitor
the progress of the reprotect operation.

7 If the status of the vVRA-vRO-vRB-RP recovery plan changes to Reprotect interrupted, run
the Reprotect wizard again and select the Force cleanup check box on the confirmation page.

8 After the status of the vVRA-vRO-vRB-RP recovery plan changes to Ready, click Monitor >
History and click the Export report for selected history item button.

The recovery plan can return to the ready state even if errors occurred during the reprotect operation.
Check the history report for the reprotect operation to make sure that no errors occurred. If errors
occurred during reprotect, attempt to fix the errors and run a test recovery to make sure that the
errors are fixed. If you do not fix the errors and you subsequently attempt to run a planned migration
or disaster recovery, some virtual machines might fail to recover.

After successful reprotect, Site Recovery Manager performs the following actions:
= Reverses the recovery site and protected site

m  Creates placeholder copies of the virtual machines of the Cloud Management Platform from the new
protected site to the new recovery site
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