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vCloud Director Installation, Configuration,
and Upgrade Guide

The vCloud Director Installation, Configuration, and Upgrade Guide provides information about
installing and upgrading VMware vCloud Director® for Service Providers software and configuring
it to work with VMware vSphere®, VMware NSX® for vSphere®, and VMware NSX-T™ Data Center.

Intended Audience

The vCloud Director Installation, Configuration, and Upgrade Guide is intended for anyone who
wants to install or upgrade vCloud Director software. The information in this book is written

for experienced system administrators who are familiar with Linux, Windows, IP networks, and
vSphere.
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Overview of vCloud Director
Installation, Configuration, and
Upgrade

You create a vCloud Director server group by installing the vCloud Director software on one or
more Linux servers, or by deploying one or more instances of the vCloud Director appliance.
During the installation process, you perform the initial vCloud Director configuration, which
includes establishing network and database connections.

The vCloud Director software for Linux requires an external database, whereas the vCloud Director
appliance uses an embedded PostgreSQL database.

After you create the vCloud Director server group, you integrate the vCloud Director installation
with your vSphere resources. For network resources, vCloud Director can use NSX Data Center for
vSphere, NSX-T Data Center, or both.

When you upgrade an existing vCloud Director installation, you update the vCloud Director
software and the database schema, leaving the existing relationships between servers, the
database, and vSphere in place.

When you migrate an existing vCloud Director installation on Linux to the vCloud Director
appliance, you update the vCloud Director software and migrate the database to the embedded
database in the appliance.

This chapter includes the following topics:
m  vCloud Director Architecture

m  Configuration Planning

vCloud Director Architecture

A vCloud Director server group consists of one or more vCloud Director servers installed on Linux
or deployments of the vCloud Director appliance. Each server in the group runs a collection of
services called a vCloud Director cell. All cells share a single vCloud Director database and a
transfer server storage, and connect to the vSphere and network resources.

Important Mixed vCloud Director installations on Linux and vCloud Director appliance
deployments in one server group are unsupported.

VMware, Inc. 8
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To ensure vCloud Director high availability, you must install at least two vCloud Director cells in
a server group. When you use a third-party load balancer, you can ensure an automatic failover
without downtime.

You can connect a vCloud Director installation to multiple VMware vCenter Server® systems

and the VMware ESXi™ hosts that they manage. For network services, vCloud Director can use
NSX Data Center for vSphere associated with vCenter Server or you can register NSX-T Data
Center with vCloud Director. Mixed NSX Data Center for vSphere and NSX-T Data Center are also
supported.

Figure 1-1. vCloud Director Architecture Diagram
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A vCloud Director server group installed on Linux uses an external database.

A vCloud Director server group that consists of appliance deployments uses the embedded
database in the first member of the server group. You can configure a vCloud Director database
high availability by deploying two instances of the appliance as standby cells in the same server
group. See Appliance Deployments and Database High Availability Configuration.

Figure 1-2. vCloud Director Appliances Comprising an Embedded Database High Availability
Cluster

The vCloud Director installation and configuration process creates the cells, connects them to the
shared database and transfer server storage, and creates the system administrator account. Then
the system administrator establishes connections to the vCenter Server system, the ESXi hosts,
and the NSX Manager or NSX-T Manager instances.
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For information about adding vSphere and network resources, see the vCloud Director Service
Provider Admin Portal Guide.

Configuration Planning

vSphere provides storage, compute, and networking capacity to vCloud Director. Before you
begin the installation, consider how much vSphere and vCloud Director capacity your cloud
requires, and plan a configuration that can support it.

Configuration requirements depend on many factors, including the number of organizations in the
cloud, the number of users in each organization, and the activity level of those users. The following
guidelines can serve as a starting point for most configurations:

m  Allocate one vCloud Director cell for each vCenter Server system that you want to make
accessible in your cloud.

m  Be sure that all target vCloud Director Linux servers meet at least the minimum requirements
for memory and storage detailed in vCloud Director Release Notes.

m [f you plan to install vCloud Director on Linux, configure the vCloud Director database as
described in Configure an External PostgreSQL Database for vCloud Director on Linux.

VMware, Inc. 10



vCloud Director Hardware and
Software Requirements

Each server in a vCloud Director server group must meet certain hardware and software
requirements. In addition, a supported database must be accessible to all members of the group.
Each server group requires access to a vCenter Server system, an NSX Manager instance, and one
or more ESXi hosts.

Compatibility with Other VMware Products

For the most recent information about compatibility between vCloud Director and other VMware
products, see the VMware Product Interoperability Matrixes at http://partnerweb.vmware.com/
comp_guide/sim/interop_matrix.php.

vSphere Configuration Requirements

vCenter Server instances and ESXi hosts intended for use with vCloud Director must meet specific
configuration requirements.

m  vCenter Server networks intended for use as vCloud Director external networks or network
pools must be available to all hosts in any cluster intended for vCloud Director to use. Making
these networks available to all hosts in a data center simplifies the task of adding new vCenter
Server instances to vCloud Director.

m  VvSphere Distributed Switches are required for isolated networks and network pools backed by
NSX Data Center for vSphere.

m  vCenter Server clusters used with vCloud Director must specify a vSphere DRS automation
level of Fully Automated. Storage DRS, if enabled, can be configured with any automation
level.

m  vCenter Server instances must trust their hosts. All hosts in all clusters managed by vCloud
Director must be configured to require verified host certificates. In particular, you must
determine, compare, and select matching thumbprints for all hosts. See Configure SSL
Settings in the vCenter Server and Host Management documentation.

vSphere Licensing Requirements

The vCloud Director Service Provider Bundle includes the necessary vSphere licenses.

VMware, Inc. 1
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Supported Platforms, Databases, and Browsers

See the vCloud Director 10.0 Release Notes for information about the server platforms, browsers,
LDAP servers, and databases supported by this release of vCloud Director.

Disk Space, Memory, and CPU Requirements

Physical requirements such as disk space, memory, and CPU for vCloud Director cells are listed in
the vCloud Director 10.0 Release Notes.

Shared Storage

NFS or other shared storage volume for the vCloud Director transfer service. The storage volume
must be expandable and accessible to all servers in the server group.

This chapter includes the following topics:

m  Network Configuration Requirements for vCloud Director

m  Network Security Requirements

Network Configuration Requirements for vCloud Director

Secure, reliable operation of vCloud Director depends on a secure, reliable network that supports
forward and reverse lookup of host names, a network time service, and other services. Your
network must meet these requirements before you begin installing vCloud Director.

The network that connects the vCloud Director servers, the database server, the vCenter Server
systems, and the NSX components, must meet several requirements:

IP addresses

Each vCloud Director server must support two different SSL endpoints. One endpoint is for
the HTTP service. The other endpoint is for the console proxy service. These endpoints can be
separate |IP addresses, or a single |IP address with two different ports. You can use |IP aliases
or multiple network interfaces to create these addresses. Do not use the Linux ip addr add
command to create the second address.

The vCloud Director appliance uses its eth0 IP address with custom port 8443 for the console
proxy service.
Console Proxy Address

The IP address configured as the console proxy endpoint must not be located behind an
SSL-terminating load balancer or reverse proxy. All console proxy requests must be relayed
directly to the console proxy IP address.

VMware, Inc. 12
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For an installation with a single IP address, you can customize the console proxy address from

the Service Provider Admin Portal. For example, for the vCloud Director appliance, you must

customize the console proxy address to vcloud.example.com:.8443.

Network Time Service

You must use a network time service such as NTP to synchronize the clocks of all vCloud
Director servers, including the database server. The maximum allowable drift between the
clocks of synchronized servers is 2 seconds.

Server Time Zones

All vCloud Director servers, including the database server, must be configured to be in the
same time zone.

Host Name Resolution

All host names that you specify during installation and configuration must be resolvable by
DNS using forward and reverse lookup of the fully qualified domain name or the unqualified
hostname. For example, for a host named vcloud.example.com, both of the following
commands must succeed on a vCloud Director host:

nslookup vcloud

nslookup vcloud.example.com

In addition, if the host vcloud.example.com has the IP address 192.168.1.1, the following
command must return vcloud.example.com:

nslookup 192.168.1.1

Reverse DNS lookup of the eth0 IP address is required for the appliance. The following
command must succeed in your environment:

host -W 15 -R 1 -T <ethO-IP-address>

Network Security Requirements

Secure operation of vCloud Director requires a secure network environment. Configure and test
this network environment before you begin installing vCloud Director

VMware, Inc.
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Connect all vCloud Director servers to a network that is secured and monitored. vCloud Director

network connections have several additional requirements:

Do not connect vCloud Director directly to the public Internet. Always protect vCloud Director
network connections with a firewall. Only port 443 (HTTPS) must be open to incoming
connections. Ports 22 (SSH) and 80 (HTTP) can also be opened for incoming connections

if needed. In addition, the cell-management-tool requires access to the cell's loopback
address. All other incoming traffic from a public network, including requests to JMX (port

8999) must be rejected by the firewall.

Table 2-1. Ports That Must Allow Incoming Packets From vCloud Director Hosts

Port Protocol
m TCP, UDP
920 TCP, UDP
61611 TCPp
61616 TCP

Comments

NFS portmapper used by transfer service
NFS rpc.statd used by transfer service
AMQP

AMQP

Do not connect the ports used for outgoing connections to the public network.

Table 2-2. Ports That Must Allow Outgoing Packets From vCloud Director Hosts

Port Protocol
25 TCP, UDP
53 TCP, UDP
m TCP, UDP
123 TCP, UDP
389 TCP, UDP
443 TCP

514 UDP

902 TCP

903 TCP

920 TCP, UDP
5432 TCP

5672 TCP, UDP

VMware, Inc.

Comments

SMTP

DNS

NFS portmapper used by transfer service
NTP

LDAP

vCenter Server, NSX Manager, and ESXi
connections using the standard port. If
you have chosen a different port for these
services, deactivate connection to port 443
and activate them for the port you have
chosen.

Optional. Enables syslog use.

vCenter Server and ESXi connections.
vCenter Server and ESXi connections.
NFS rpc.statd used by transfer service.
Default PostgreSQL database port

Optional. AMQP messages for task
extensions.
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Table 2-2. Ports That Must Allow Outgoing Packets From vCloud Director Hosts (continued)

Port Protocol Comments
61611 TCP AMQP
61616 TCP AMQP

m  Route traffic between vCloud Director servers and the following servers over a dedicated
private network.

m  VvCloud Director database server
= RabbitMQ
m  Cassandra

m If possible, route traffic between vCloud Director servers, vSphere, and NSX over a dedicated
private network.

m  Virtual switches and distributed virtual switches that support provider networks must be
isolated from each other. They cannot share the same layer 2 physical network segment.

m  Use NFSv4 for transfer service storage. The most common NFS version, NFSv3, does not
offer on transit encryption which in some configurations might enable in-flight sniffing or
tampering with data being transferred. Threats inherent in NFSv3 are described in the SANS
white paper NFS Security in Both Trusted and Untrusted Environments. Additional information
about configuring and securing the vCloud Director transfer service is available in VMware
Knowledge Base article 2086127.
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Before You Install vCloud Director
or Deploy the vCloud Director
Appliance

Before you install vCloud Director on a Linux server or deploy the vCloud Director appliance, you
must prepare your environment.

This chapter includes the following topics:

m  Configure an External PostgreSQL Database for vCloud Director on Linux
m  Preparing the Transfer Server Storage

= Install and Configure a RabbitMQ AMQP Broker

m  Download and Install the VMware Public Key

m Install and Configure NSX Data Center for vSphere for vCloud Director

m Install and Configure NSX-T Data Center for vCloud Director

Configure an External PostgreSQL Database for vCloud
Director on Linux

The vCloud Director cells use a database to store shared information. Before you install vCloud
Director on Linux, you must install and configure a PostgreSQL database instance and create the
vCloud Director database user account.

PostgreSQL databases have specific configuration requirements when you use them with vCloud
Director.

You must create a separate, dedicated database schema for vCloud Director to use. vCloud
Director cannot share a database schema with any other VMware product.

vCloud Director supports SSL connections to the PostgreSQL database. You can enable SSL on
the PostgreSQL database during an unattended network and database connections configuration
or after creating the vCloud Director server group. See Unattended Configuration Reference and
Perform Additional Configurations on the External PostgreSQL Database.

Note Only vCloud Director on Linux uses an external database. The vCloud Director appliance
uses the embedded PostgreSQL database.

VMware, Inc.
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Prerequisites

For information about the supported vCloud Director databases, see the VMware Product
Interoperability Matrixes.

You must be familiar with PostgreSQL commands, scripting, and operation.

Procedure

1

Configure the database server.

A database server with 16 GB of memory, 100 GB storage, and 4 CPUs is appropriate for
typical vCloud Director server groups.

Install a supported distribution of PostgreSQL on the database server.

m  The SERVER ENCODING Vvalue of the database must be utr-8. This value is established when
you install the database and always matches the encoding used by the database server
operating system.

m  Use the PostgreSQL initdb command to set the value of Lc_COLLATE and LC_CTYPE to
en US.UTF-8. For example:

initdb --locale=en_ US.UTF-8

Create the database user.

The following command creates the user vcloud.

create user vcloud;

Create the database instance and give it an owner.

Use a command like this one to specify a database user named vcloud as the database owner.

create database vcloud owner vcloud;

Assign a database password to the database owner account.

The following command assigns the password vcloudpass to database owner vcloud.

alter user vcloud password 'vcloudpass';

Enable the database owner to log in to the database.

The following command assigns the 1ogin option to database owner vcloud.

alter role vcloud with login;

What to do next

After creating your vCloud Director server group, you can configure the PostgreSQL database to
require SSL connections from the vCloud Director cells and adjust some database parameters

VMware, Inc. 17
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for optimal performance. See Perform Additional Configurations on the External PostgreSQL
Database.

Preparing the Transfer Server Storage

To provide temporary storage for uploads, downloads, and catalog items that are published or
subscribed externally, you must make an NFS or other shared storage volume accessible to all
servers in a vCloud Director server group.

Important The vCloud Director appliance supports only NFS type of shared storage. The
appliance deployment process involves mounting the NFS shared transfer server storage.

When NFS is used for the transfer server storage, you must configure each vCloud Director cell in
the vCloud Director server group to mount and use the NFS-based transfer server storage. You
need specific user and group permissions to configure each cell to mount the NFS-based location
and use it as the transfer server storage.

Each member of the server group mounts this volume at the same mountpoint, typically /opt/
vmware/vcloud-director/data/transfer. Space on this volume is consumed in two ways:

m  During transfers, uploads and downloads occupy this storage. When the transfer finishes, the
uploads and downloads are removed from the storage. Transfers that make no progress for 60
minutes are marked as expired and cleaned up by the system. Because transferred images can
be large, it is a good practice to allocate at least several hundred gigabytes for this use.

m  Catalog items in catalogs that are published externally and for which caching of the published
content is enabled, occupy this storage. Items from catalogs that are published externally
but do not enable caching do not occupy this storage. If you enable organizations in your
cloud to create catalogs that are published externally, you can assume that hundreds or even
thousands of catalog items require space on this volume. The size of each catalog item is about
the size of a virtual machine in a compressed OVF form.

Note The volume of the transfer server storage must have capacity for future expansion.

How vCloud Director Uses the File System Permissions on the
Transfer Server Storage Location

For all vCloud Director cells in the vCloud Director server group:

m In standard cloud operations such as uploading items into the catalog, the daemon of the
vCloud Director cell writes files to and reads those files from the transfer server storage using
the vcloud user in the vcloud group. The vcloud user writes the files with umask 0077. When
the vCloud Director installer runs and installs the vCloud Director software on a server group
member, it also creates the vcloud user and vcloud group.

VMware, Inc. 18
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m  The vCloud Director log data collector script vmware-vcd-support can collect the logs from
all your vCloud Director cells in one operation and bundle the logs into a single tar.gz file.
When you run the script, it writes the resulting tar. gz file to a directory in the transfer server
storage location using the user ID of the user invoking the script. By default, the only user who
has permissions to run the script is the root user.

m  Theroot user on the cell runs the script that writes the tar. gz file to the vmware-vcd-
support directory in the transfer server storage location. If you want to use the multi-cell
options to collect the logs from all the cells at once, the root user must have a read permission
to retrieve the tar. gz diagnostic log bundle.

Requirements for Configuring the NFS Server

There are specific requirements for the NFS server configuration, so that vCloud Director can write
files to an NFS-based transfer server storage location and read files from it. Because of them, the
vcloud user can perform the standard cloud operations and the root user can perform multi-cell
log collection.

m  The export list for the NFS server must allow for each server member in your vCloud Director
server group to have read-write access to the shared location that is identified in the export
list. This capability allows the vcloud user to write files to and read files from the shared
location.

m  The NFS server must allow read-write access to the shared location by the root system
account on each server in your vCloud Director server group. This capability allows for
collecting the logs from all cells at once in a single bundle using the vmware-vcd-support script
with its multi-cell options. You can meet this requirement by using no_root squash in the NFS
export configuration for this shared location.

For example, if the NFS server has the IP address 192.168.120.7 and a directory named vCDspace
as the transfer space for the vCloud Director server group with location /nfs/vCDspace, to export
this directory, you must ensure that its ownership and permissions are root:root and 750. The
method for allowing read-write access to the shared location for two cells named vcd-celll-IP and
vcd-cell2-IP is the no_root squash method. You must add a line to the /etc/exports file.

192.168.120.7/nfs/vCDspace vCD Celll IP Address(rw,sync,no_subtree check,no_root squash)
vCD Cell2 IP Address(rw,sync,no_subtree_check)

There must be no space between each cell IP address and its immediate following left parenthesis
in the export line. If the NFS server reboots while the cells are writing data to the shared location,
the use of the sync option in the export configuration prevents data corruption in the shared
location. The use of the no_subtree check option in the export configuration improves reliability
when a subdirectory of a file system is exported.

Each server in the vCloud Director server group must be allowed to mount the NFS share by
inspecting the export list for the NFS export. You export the mount by running exportfs -a to
re-export all NFS shares. NFS daemons rpcinfo -p localhost Of service nfs status must be
running on the server.
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Considerations When Planning to Upgrade Your vCloud Director
Installation to a Later Version

During an upgrade of a vCloud Director server group, you run the installation file for the upgraded
version to upgrade all the members of the vCloud Director server group. For convenience, some
organizations choose to download the installation file for the upgrade to the transfer server
storage location and run it from there, because all the cells have access to that location. Because
the root user must be used to run the upgrade installation file, if you want to use the transfer
server storage location for running an upgrade, you must ensure that the root user can run the
upgrade installation file when you are performing the upgrade. If you cannot run the upgrade as
the root user, the file must be copied to another location where it can be run as the root user, for
example, another directory outside the NFS mount.

Install and Configure a RabbitMQ AMQP Broker

AMQP, the Advanced Message Queuing Protocol, is an open standard for message queuing
that supports flexible messaging for enterprise systems. vCloud Director uses the RabbitMQ
AMQP broker to provide the message bus used by extension services, object extensions, and
notifications.

Procedure

1 Download the RabbitMQ Server from https://www.rabbitmg.com/download.html.
See the vCloud Director Release Notes for the list of supported RabbitMQ releases.

2 Follow the RabbitMQ installation instructions and install RabbitMQ on a supported host.
The RabbitMQ server host must be reachable on the network by each vCloud Director cell.

3 During the RabbitMQ installation, make a note of the values that are required for configuring
vCloud Director to work with this RabbitMQ installation.

m  The fully qualified domain name of the RabbitMQ server host, for example
amaqp.example.com.

m A user name and password that are valid for authenticating with RabbitMQ.
m  The port at which the broker listens for messages. The default is 5672.

m  The RabbitMQ virtual host. The defaultis "/".

What to do next

By default, the vCloud Director AMQP service sends unencrypted messages. You can configure
the AMQP service to encrypt these messages by using SSL. You can also configure the service to
verify the brok