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Introduction

This document describes the configuration of the load balancing modules of F5 Networks BIG-1P software (F5), Citrix
NetScaler, and NSX load balancers for vRealize Automation 7.x in a distributed and high availability deployment. This
document is not an installation guide, but a load-balancing configuration guide that supplements the vRealize
Automation installation and configuration documentation available in \VMware vRealize Automation product
documentation.

This information is for the following products and versions.

PRODUCT VERSION

F5 BIG-IP Tested with 11.6

NSX 6.2.3,6.1.4, 6.1.3 (versions earlier than
6.1.3 are not supported)

Citrix NetScaler Tested with 10.5 and 11.0

VRealize Automation 7.X

Load Balancing Concepts

Load balancers distribute work among servers in high-availability deployments. The system administrator backs up the
load balancers on a regular basis at the same time as other components.

Follow your site policy for backing up load balancers, keeping in mind the preservation of network topology and
vRealize Automation backup planning.

SSL Pass-Through
SSL pass-through is used with the load balancing configurations for the following reasons:
o Ease of deployment. Not having to deploy the vRealize Automation certificates to the load balancer simplifies

deployment and reduces complexity.

¢ No operational overhead. At the time of certificate renewal, no configuration changes are required on the load
balancer.

e Ease of communication. The individual host names of the load-balanced components are in the subject alternate
name field of the certificates, so the client has no problem communicating with the load balanced nodes.

Session Persistence

The persistence option overrides any load balancing algorithm option, for example setting dest_addr overrides, setting
round robin, and so on. Different components in the vRealize Automation architecture benefit from different
persistence methods. The configuration described in this document is the result of extensive testing and represents the
best balance between stability, performance, and scalability. SSL pass-through is a required implementation for
VRealize Automation load balancing.

Destination Address (F5 and NetScaler)

Destination address affinity persistence, also known as sticky persistence, supports TCP and UDP protocols, and
directs session requests to the same server based on the destination IP address of a packet.

Source (IP) Address (F5, NetScaler, & NSX)

The default source IP address persistence option persists traffic based on the source IP address of the client for the life
of that session and until the persistence entry timeout expires. The default for this persistence is 180 seconds. The next
time a persistent session from that same client is initiated, it might be persisted to a different member of the pool. This
decision is made by the load balancing algorithm and is non-deterministic.
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NOTE: Set the persistence entry timeout to 1800 seconds (30 minutes) to match the vRealize Automation GUI
timeout.

Source IP Address Hash (NSX)

The source IP address is hashed and divided by the total weight of the running servers to designate which server
receives the request. This process ensures that the same client IP address always reaches the same server if no server
fails or starts. For more information on IP Hash load balancing, see VMware Knowledge base article KB 2006129.

Email Notifications on Load Balancer

It is a good practice to set up an email notification on the load balancer that sends emails to the system administrator
every time a vRealize Automation or vRealize Orchestrator node goes down. Currently, NSX does not support email
notification for such a scenario.

For NetScaler, configure specific SNMP traps and an SNMP manager to send alerts. Consult the NetScaler
documentation for information on SNMP configuration.

You can set up an email notification with F5 by the following methods:
o Configuring the BIG-IP system to deliver locally generated email messages

e Configuring custom SNMP traps
¢ Configuring alerts to send email notifications

One-Arm or Multi-Arm Topologies

In one-arm deployment, the load balancer is not physically in line of the traffic, which means that the load balancer’ s
ingress and egress traffic goes through the same network interface. Traffic from the client through the load balancer is
network address translated (NAT) with the load balancer as its source address. The nodes send their return traffic to the
load balancer before being passed back to the client. Without this reverse packet flow, return traffic would try to reach
the client directly, causing connections to fail.

In a multi-arm configuration, the traffic is routed through the load balancer. The end devices typically have the load
balancer as their default gateway.

The most common deployment is a one-arm configuration. The same principles apply to multi-arm deployments, and
they both work with F5 and NetScaler. For this document, the vRealize Automation components are deployed as a one-
arm configuration as shown in Figure 1.
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FIGURE 1. ONE-ARM CONFIGURATION

Prerequisites for Configuring Load Balancers with vRealize
Automation

o F5 - Before you start the HA implementation of vRealize Automation using an F5 load balancer, ensure that F5 is
installed and licensed and that the DNS server configuration is complete.

o NetScaler - Before you start HA implementation of vRealize Automation by using the NetScaler load balancer,
ensure that NetScaler is installed and has installed at least a Standard Edition license.

e NSX - Before you start the HA implementation of vRealize Automation using NSX as a load balancer, ensure that
your NSX topology is configured and that your version of NSX is supported. This document covers the load
balancing aspect of an NSX configuration, and assumes that NSX is configured and validated to work properly on
the target environment and networks.

To verify that your version is supported, see the vRealize Automation Support Matrix for the current release.

o Certificates - Create signed or self-signed certificates to contain the vRealize Automation virtual IP and the
hostnames of the vRealize Automation nodes in the SubjectAltNames section. This configuration enables the load
balancer to serve traffic without SSL errors. If you need to replace the self-signed certificates with CA signed
certificates, see the VMware knowledge base article KB 2107816. For more information about certificate
troubleshooting and supportability, see the VMware knowledge base article KB 2106583.

¢ ldentity provider - With vRealize Automation 7.0, the preferred Identity Provider is \VMware Identity Manager,
which is embedded in the vRealize Automation Appliance.

o Database — Verify that supported database servers are available for vRealize Infrastructure-as-a-Service (laaS)
nodes. laaS components require a Microsoft SQL Server instance.
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For more information on installation and configuration see vRealize Automation product documentation.

If required, external Orchestrator cluster can be configured to work with the vRealize Automation system. This can be
done after the vRealize Automation system is up and running. However, a vRealize Automation Highly-Available
setup already includes an embedded Orchestrator cluster.

Complete the vRealize Automation Initial Installation

During the initial setup process, the load balancer with all nodes enabled routes half of the traffic to the secondary
nodes, which are not yet installed, and the installation fails. To avoid these failures and to complete the initial
installation of a vRealize Automation, you must perform the following tasks.

1. Configure the F5, NSX, or NetScaler load balancer. See Configuring F5 Big IP, Configuring NSX, and
Configuring Citrix NetScaler.

2. Turn off the health monitors or change them temporarily to default TCP, and ensure traffic is still forwarding to
your primary nodes.

3. Disable all secondary nodes (VA and laaS) from the load balancer pools.

4. Install and configure all the system components as detailed in vRealize Automation Installation and Configuration
documentation.

5. When all components are installed, enable all nodes on the load balancer.
6. Configure the load balancer with all monitors (health checks) enabled.
After you complete this procedure, update the monitor that you created in Configure Monitors.

After you have configured a directory for at least one tenant, ensure that the 1dP Hostname is set to the load
balancer virtual IP for the vRealize Automation virtual appliances and available connectors are enabled and
configured for authentication for each virtual appliance node.

7. Ensure that all nodes are in the expected state with the health monitor enabled in the load balancer after
installation:

a.  The pool, service groups, and virtual server of the virtual appliance nodes are available and running.
All virtual appliance nodes should be available, running, and enabled.

b.  The pool, service groups, and virtual server of the Web nodes should be available and running.
All Web nodes should be available, running, and enabled.

¢.  The pool, service groups, and virtual server of the Manager Service nodes should be available and
running.

e  The active Manager Service node should be available, running and enabled.
e  Each passive Manager Service node should be offline, not running, and disabled.

Note: When automatic Manager Service failover is enabled, the Manager Service Windows service runs on all
Microsoft nodes, but only one Active Manager Service is available in the load balancer pool and service groups at
a time. For information, see About Automatic Manager Service Failover in Installing vRealize Automation.
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vRealize Automation

Home Catalog fiems Requesis Inbo Design Administration Infrasiruciure

Identity Provider Name
<Back1o IdP List WorkspacelDP__1

< Administration

Directories Users

Selectwhich users can authenticate using this IdP. Choose from the available Directories from the list below.

Policies
v sqa

Network
Identity Providers et

Select which networks this IdP can be accessed from. Choose from the available network ranges from the list below.

WorkspacelDP__1
Connectors  ALL RANGES
Type: AUTOMATIC

Status: Enabled Authentication Methods
User Atfributes

Select which authentication methods the IdP will use to authenticate users.

Disable ldP |
Network Ranges I Authentication Methods

Password
Password Recovery Connector(s)

. wra-va-nodel-host
 wra-va-nodez-host

AddaConnector oy can deploy external connectors and add them to this IdP for high availabiliy. Cre

that connector for this Idl

IdP Hostname

vra-va-load-balancer-vip
This is the hostname where the Identity Provider will redirect to for authentication. If you are using a non-standard port o

Save Cancel
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Configure vRealize Automation Identity Connectors for Kerberos
(Optional)

If you require your vRealize Automation users to be authenticated by using Kerberos and they log in to the
administration console by using Windows Single Sign-on, then you must configure the identity connectors.

1. Connect vRealize Automation to an Active Directory by using the IWA method.
2. Configure policies and methods for Kerberos authentication.

3. Open the administration console and navigate to Administration > Directories Management > Connectors. See
Using Directories Management to Create an Active Directory in Configuring vRealize Automation.

4, In the Worker column, select a worker to view the connector details and navigate to the Auth Adapters page.

5. Click KerberosldpAdapter.
You are redirected to the vIDM Console. ??Should this be VRA console?

Select Enable Windows Authentication.
Select Enable Redirect.

In Redirect Host Name, enter the FQDN of the appliance you are configuring.

o0 =1 S

Configure the KerberosldPAdapter on all of the connectors in your cluster. Ensure that the configuration of the
adapter is identical on all the connectors, with the exception of the Redirect Host Name value, which should be
specific to each connector.

The Enable Redirect option directs HTTPS access for all client computers to a vRealize Automation node on port 443.
The user’s browser is redirected away from the load Balancing vRealize Automation endpoint to the appliance’s FQDN
to perform authentication. After authentication, the user's browser is redirected to the load balancing vRealize
Automation FQDN.

Configuring the same HOST SPN (the load balancing FQDN) for each computer object in AD is not supported because
Kerberos authentication relies on SPNs configured in Active Directory, which should be unique for every host. The
only way to enable single sign-on for all members of a vRealize Automation cluster is to tell vIDM to redirect from the
load balancing FQDN to the individual node, verify the ticket, and then redirect to the FQDN.

If you do not want to expose individual vRealize Automation appliances directly to the user and you still require
Kerberos authentication, then your best option is to federate the vRealize Automation solution with a thir-party SAML
identity provider such as Active Directory Federation Services.

Configuring F5 Big-IP

This document assumes that the F5 device is already deployed in the environment and can access vRealize Automation

components over a network.

o The F5 device can be either physical or virtual and can be deployed in one-arm or multi-arm topologies

e The Local Traffic module (LTM) must be configured and licensed as either Nominal, Minimum, or Dedicated. You
can configure the LTM on the System > Resource Provisioning page

If you are using an F5 version earlier than 11.x, you might need to change your health monitor settings related to the
Send string. For more information about how to set up your health monitor send string for the different versions of F5
see HTTP health checks may fail even though the node is responding correctly.
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Configure Custom Persistence Profile

You can configure persistence profile for your F5 load balancer.

10. Log in to the F5 and select Local Traffic > Profiles > Persistence.

I1. Click Create.

12. Enter the name source_addr_vra and select Source Address Affinity from the drop-down menu.
13. Enable Custom mode.

14. Set the Timeout to 1800 seconds (30 minutes).

15. Click Finished.

Configure Monitors
You can configure required monitors for your F5 load balancer.
1. Login to the F5 load balancer and select Local Traffic > Monitors.

2. Click Create and provide the required information.
Leave the default value when nothing is specified.

3. Repeat steps 1 and 2 for each row of information in Table 1.
4. To check the network map for an overall view of the monitors, select LTM > Network Map.

TABLE 1 - CONFIGURE IVIONITORS

ALIAS
NAME TYPE INTERVAL TIMEOUT SEND STRING RECEIVE STRING SERVICE
PORT
vra_https va_web | HTTPS | 3 10 GET /veac/services/api/ |\ o\ (011) (2001204) | 443
health\r\n
vra_https_iaas_web | HTTPS | 3 10 GET REGISTERED
_Ntips_faas_ /wapi/api/status/web\r\n
vra_https_iaas_mgr | HTTPS | 3 10 GET ProvisionService
_Ntips_laas_mg /VMPSProvision\r\n
GET /vco-
vro_https_8283 HTTPS | 5 16 controlcenter/docs/ HTTP/1\.(0|1) (200) 8283
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Example

The completed configuration for a VA monitor should look similar to the following screen:

Local Traffic .. Monitors . MNew Monitor...

General Properties
I Mame _ wra_hitps_va_weh

Description Sewvices on the vRealize Automation Virtual Appliance
I Type HTTPS v

Parent Monitor hitps ¥
Configuration: Basic v

Interval 3 seconds

Timeout |10 seconds

GET /vcac/service z/api/health\c\n
Send String
HITF/LY. (D]1) (200]204)

Recene String

Receive Disable String

Cipher List DEFAULT+SHA+3DES +kEDH

User Marme

Password

Reverse Yes '® No

Transparent Yes '® No

Alias Address | " All Addresses

Alias Service Port 443 HTTPS v

Cancel | Repeat | Finished |
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Configure Server Pools

You can configure server pools for your F5 load balancer.

1.

2
3.
4

5.

Log in to the F5 load balancer and select Local Traffic > Pools.

Repeat steps 1, 2, and 3 for each row of information in Table 2.

vRealize Automation Load Balancing

Enter each pool member as a New Node and add it to the New Members.

Click Create and provide the required information. Leave the default when nothing is specified.

The environment depicted in Table 2 is an example. Your environment might contain three vRealize Automation
virtual appliance nodes and three or more nodes per laaS role.

TABLE 2 — CONFIGURE SERVER POOLS

To check the network map for an overall view of the server pools, select LTM > Network Map.

LOAD
NAME HEALTH MONITORS BALANCING NODE NAME ADDRESS ﬁgRRYI.ICE
METHOD
Least
pl_vra-va-00_443 vra_https_va_web connections ra-vra-va-01 10.26.38.44 443
(member)
ra-vra-va-02 10.26.38.45 443
Least
pl_iaas-web-00_443 vra_https_iaas_web connections ra-web-01 10.26.38.49 443
(member)
ra-web-02 10.26.38.50 443
Least
pl_iaas-man-00_443 vra_https_iaas_mgr connections ra-man-01 10.26.38.46 443
(member)
ra-man-02 10.26.38.59 443
*pl_vra-va-00_8444 Least .
vra_https_va_web connections ra-vra-va-01 10.26.38.44 8444
(member)
ra-vra-va-02 10.26.38.45 8444
Least
pl_vro-cc-00_8283 vro_https_8283 connections ra-vra-va-01 10.26.33.44 8283
(member)
ra-vra-va-02 10.26.33.45 8283

*Port 8444 is optional — it is used for the remote-console connectivity
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Example

The completed configuration should look similar to the following screen.

Local Trafic » Pools @ Posol List

i -~ PoolList
[gearch | [ Reset Search | [ Gruate..
E |~ Slals - Name = Application Members = Pmm?ml
] [ pl_laas-man-00_443 2 Cammon

e} pl_iaas-wab-00_443 3 Common

Q ol _wa-vwa-00_ 4473 2 Cammon

2 Common

@ Caommon
B 2 Cammon
| IDlate..

Configure Virtual Servers

You can configure virtual servers for your F5 load balancer.

1. Loginto the F5 load balancer and select Local Traffic > Virtual Servers.

2. Click Create and provide the required information. Leave the default when nothing is specified.
3. Repeat steps 1 and 2 for each entry in Table 3.

4. To check the network map for an overall view of the virtual servers, select LTM > Network Map.

TABLE 3 — CONFIGURE VIRTUAL SERVERS

SOURCE DEFAULT
NAME TYPE 2532?2;10’\‘ ﬁg‘;\./rICE ADDRESS DEFAULT POOL PERSISTENCE
TRANSLATION PROFILE
Perf
vs_vra-va-00_443 erformance 10.26.38.40 443 Auto Map pl_vra-va-00_443 source_addr_vra
(Layer 4)
Perf ;
vs_web-00_443 erformance 10.26.38.41 443 Auto Map pl_iaas-web-00_443 | source_addr_vra
(Layer 4)
Performance pl_iaas-man-
vs_man-00_443 (Layer 4) 10.26.38.42 443 Auto Map 00443 None
VS_Vra-va- Perf
00_8444 erformance | ) 4 26.38.40 8444 Auto Map pl_vra-va-00_8444 | source_addr_vra
(Layer 4)
vs_vro-00_8283 EE;;ZTB”C& 10263840 | 8283 Auto Map PI_vro-cc-00_8283 | Source_addr vra
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Local Traffic » Viriual Servers : Virtual Senver List .

vRealize Automation Load Balancing

Mewr Wrinal Server...

General Properties
Mame ws_wra_va_D0_443
Description
Type Performance (Layer 4) ¥
Source
Destnation Type: * Host' Metwoark
Address: 10.22.22.40
Service Port 443 HTTFS L
Motify Status to Virual Address | &
Stale Enabled v
Configuration:  Basic ¥
Protocol TCP v
Protocol Profile (Client) fasiLd ¥
HTTF Profile Mone hd
SMTPS Profile [Mone |

WLAM and Tunnel Tramc

Al VLANE and Tunnels ¥

Fallback Persistence Profile

| Cancel | Repeat || Finished

Mone A

Source Address Translation Auto Map ¥
Acceleration
Rate Clags Mone ¥
SPDY Profile [None v
Resources
Enabled Available
- JComiTmon A
| == _sys_APM_EsxchangeSupport_0&_BasicAuth
iRules _sys_APM_ExchangeSuppori_OA_Mtmauth
|==|| _sys_APM_BExchangeSuppori_helper
= _sys_APM_BExchangeSuppor_main -
Mp| |Down
Default Pool [*|| | plvrava-00_443 v
Diefault Persistence Profile source_addr_wra ¥
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The completed configuration should look similar to the following screen.

Local Traffic » Wirlual Servers W

-

- (e st o)
_ﬂ__dm:__im | © Application < Destinaion = Serdce Port = Tipe |mlm‘5__i Pmmml
=] ws_mar-00_443 10263842 443 (HTTPS)  Performance (Layer 4) Edi Commaon
(] wa_wra-va-00_443 10263840  £43(HTTPS) Perwrmance (Layer 4) Edn Commaon
2 wi_wib-00_443 10263841 43 (HTTFS) Pemormance (Layer 4) Edi Commnon

.[.E.mbla | [ Disasie | [ Delete... |
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Configuring NSX

You can deploy a new NSX Edge Services Gateway or use an existing one. It must have network connectivity to and
from the vRealize Automation components being load balanced.

Configure Global Settings

You can configure the global settings by using the following steps.

1. Log in to the NSX, click the Manage tab, click Settings, and select Interfaces.

2. Double-click to your Edge device in the list.

3. Click vNICH# for the external interface that hosts the virtual IP addresses and click the Edit icon.

4. Select the appropriate network range for the NSX Edge and click the Edit icon.

whICE o
Hame: * dzra-uplink
Tie. Uplink =)
Connected To VONS-1903 Change Remove
Connecihdly Stalus, (&) Connedled () Disconnected
Configure Subnets.
x
Frimany IF Address Secondary ¥ Addiesses

10.26.38.37 ©)| 10.26.38.38.10.26.36.39.10.26.3840

1500
Opions [J Enatle Prox ARP [ Send ICHP Redirect

Reverse Pt Filter | Enasled

Fence Parameters:

This interface might look different in NSX 6.1.x and earlier.
5. Add the IP addresses assigned to the virtual IPs and click OK.
6. Click OK to exit the interface configuration page.
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Edit Subnet (7]

Edit IP addresses inthis subnet =

¥ 7/ x
Primary P IF Address La
0 10.26.38.39 -
10.26.38.40
10.26.38.41

Subnel Prefix Length: |24

[ OK Il Cancel ]

7. Onthe Load Balancer tab and click the Edit icon.

8.  Select Enable Load Balancer, Enable Acceleration, and Logging, if required, and click OK.

Edit Load balancer global configuration @

[¥] Enable Load Balancer
[/] Enable Acceleration
™ Logging
Log Level: \nfn—lvj
["] Enable Senice Insertion
Service Definition:
Service Configuration:

Deployment Specification:

Runtime NICs | Affributes

dz-vra-uplink CNS-1903 Data 10.118.190.244 255256255, 10.118.190.244
vnicl
vnic2
vnic3

vnicd

This interface might look different in NSX 6.1.x and earlier.

Add Application Profiles
You can add application profiles for different components of vRealize Automation.
1. Click Application Profiles in the pane on the left.

2. Click the Add icon to create the application profiles required for vRealize Automation by using information in
Table 4. Leave the default when nothing is specified.
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TABLE 4 — ADD APPLICATION PROFILES

ENABLE
SSL
NAME TYPE PASS. TIMEOUT | PERSISTENCE
THROUGH
laas HTTPS | Checked |~ None
Manager
laaS Web HTTPS | Checked 1800 Source IP
seconds
VvRealize 1800
Automation | HTTPS | Checked seconds Source IP
VA Web
VRealize
Orehestrator | \ro0 | Checked Source IP
Control
Center
Example

The completed configuration should look similar to the following screen.
sty Mo | Rhanage

Saangs | Feewal | DHCP | MAT | Rowan |0 BRRNORT| T4 | 531 VPP | Groupsng O

- L I
Tkl Configue afion R —_— [ Fren
B BNt 1 TR Auiarmaion & Vst Rlore s ] HTTPE
Sz o oot oy Spphr pbonrodie d laad Wb [T ] HTTFE
Pocks. sepbrabonFrotie§ 135 Mangager HTTPE
VTl Sermin
Ayl o Flulirs

Add Service Monitoring
You can add service monitoring for different components of vRealize Automation.

1. Click Service Monitoring in the left pane.

Click the Add icon to create the service monitors required for vRealize Automation using
information in
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2. Table 5. Leave the default when nothing is specified.
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TABLE 5 — ADD SERVICE IMONITORING

vRealize Automation Load Balancing

NAME INTERVAL 1(;IL,\J/|'II'E RETRIES TYPE gETHO URL RECEIVE EXPECTED
200, 204 (for

VRealize Iveac/services/api/h 0

Automation 3 10 3 HTTPS | GET ealth P 204 (for

VA Web 7.0.1 and
later)

laaS Web 3 10 3 HTTPS | GET Q"’ap'/ api/statusiwe | o G ISTERED

laaS Manager | 3 10 3 HTTPS | GET /VMPSProvision ProvisionService

VvRealize HTTP/1.1

Orchestrator Ivco- 200

Control 3 10 3 HTTPS | GET controlcenter/docs/

Center

The completed configuration should look similar to the following screen.

Samenay  Mondor | g
]
-

Clotal L onfigus ston
Applic stion P oliley

i
Verha v 8
Apple. 3ion Hule

T

Aretng [LONBIINN| (Pl | S5 VFNPag | Dy (pks

* 7 n
e

ermion
e
el
freiton 4.
o %
rraiton-§

hasa

OBl
A _ S
Sl _ i
TS Rt i W el
Innd Wad

IusF Managar

o e o o= K
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Add Pools

You can create pools.
1. Click Pools in the left pane.

2. Click the Add icon to create the Pools required for vRealize Automation using information in Table 6.
The environment depicted in Table 6 is an example. Your environment might contain three vRealize Automation
virtual appliance nodes and three or more nodes per laaS role. You can leave the options that are unspecified in the
table with their default values.

You can either use the IP address of the pool members, or select them as a Virtual Center Container.

TABLE 6 - ADD POOLS

EXAMPLE IP
MEMBER ADDRESS / MONITOR
POOL NAME ALGORITHM | MONITORS NAME VCENTER PORT PORT
CONTAINER
Least
pool_vra-va-web_443 VRA VA Web VRA VAL 10.26.38.44 443

connections

VRA VA2 10.26.38.45 443

pool_iaas-web_443 Least laaS Web laaSWebl | 10263849 | 443
connections

laaS Web2 10.26.38.50 443

Least

pool_iaas-manager_443 .
connections

laaS Manager | laaS Manl 10.26.38.49 443

laaS Man2 10.26.38.50 443

L
*pool_vra-rconsole_8444 east. VRAVAWeb | VRAVAL | 10263844 | 8444 | 443
connections

VRA VA2 10.26.38.45 8444 443

VvRealize
pool_vro-cc_8283 Ic_c?:;tections g;cnr;fgl”amr VRAVAL | 10263844 | 8283
Center

VRAVA?2 10.26.38.45 8283

*Only needed if remote-console access is used
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Add Virtual Servers

You can add virtual servers.
1. Click Virtual Servers on the left pane.

2. Click the Add icon to create the virtual servers required for vRealize Automation using the information in Table 7.
Leave the default when nothing is specified.

TABLE 7 - ADD VIRTUAL SERVERS

IP APPLICATION | APPLICATION
NAME ADDRESS PROTOCOL PORT DEFAULT POOL PROFILE RULE
0ol_vra-va-web
Vs_vra-va-web_443 10.26.38.40 | HTTPS 443 2 43 - - | VRAVA
. ool_iaas-web
Vs_iaas-web_443 10.26.38.41 | HTTPS 443 z 43 - - laaS Web
. ool_iaas-manager
Vs_iaas-manager_443 10.26.38.42 | HTTPS 443 P 4 43— 9 laaS Manager
*vs_vra-va-rconsole_8444 0ol_vra-rconsole
- - 10.26.38.40 | HTTPS 8444 pooL VRAVA
8444
VRealize
Orchestrator
Vs_vro-cc_8283 10.26.38.40 | HTTPS 8283 pool_vro-cc_8283
Control
Center
*Only needed if remote-console access is used
The completed configuration should look similar to the following screen.
Summary  Monitor | Manage
setings | Fire[yil | DHCE | AT |Ruuurlg Load Balancer | VPN | SSL VPN Plus | Grouping Objects |
“ + 7 x Q -
Glabal Configuration Virtual Server ID 1 & Hame Desiption Defaull Poal P Address Profoco! Port
Application Profiles virtualServer-1 vs_vra-va-web_443 pook-2 10.145.153.103 hitps 443
Service Monitoring virtualServer-2 vs_iaas-web_443 pook-3 10145153 104 https 443
Pools virlualServer-3 vs_iaas-manager_443 pool-4 10145153105 hitps 443
virtualServer—4 vs_vra-va-rconsole_BAd4 pook5 10,145 153 103 hitps 444
Application Rules virlualServer-5 vs vro-ce_ (283 pocks 10.145.153.103 hitps 8283
5 tems
Virtual Server vs_iaas-web_443 Details:
Description: Application Profile; applicationProfile-2
Cennection Limit: 0 Cennection Rate Limit. 1]
Service Insertion Status: Disabled Acceleration Status Disabled
Service Profile Status:
Rule 14 Name Script
0 tems
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Configuring Citrix NetScaler

Before beginning this configuration, ensure that the NetScaler device is deployed in the environment and has access to
the vRealize Automation components.

¢ You can use either virtual or physical NetScaler in single or clustered configuration.
e Enable the Load Balancer and SSL modules. You can do so from the NetScaler > System > Settings > Configure

Basic Features page.
Configure Monitors
1. Log in to the NetScaler load balancer and select NetScaler > Traffic Management > Load Balancing > Monitors

2. Click Add and provide the required information for each row of information in Table 8.Leave the default value
when nothing is specified.

TABLE 8 — CONFIGURE MIONITORS

NAME TYPE INTERVAL TIMEOUT SEND STRING RECEIVE STRING Ilzgi]l-' SI28EINE
vra_https_va_web | HTTP | 5 4 Seith;"cac’ services/api/ | |\ -1\ (oj1) (2001204) | 443 yes
vra_https_iaas_web Eg\T/P' 5 4 /?AZL Japilstatusiu REGISTERED 443 yes
vra_https_iaas_mgr EZ\T/P- 5 4 GET /VMPSProvision ProvisionService 443 yes
vro_https_8283 HTTP |5 4 cGOEnIré ch;:ter docs) HTTP/1\.(0[L) (200) 8283 yes
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Example

The completed configuration for a VA monitor should look likeF the following screen:

‘Configure Monitor

=

jame

vra_hrtps_va_web

Tyoe

HTTP

Standard Parameters Special Paramaters

Interval

% | | Second

|

Destination I

|

Response Time-out

Second

|

Destination Port

Down Time

Dynamic Time-aut

Deviation
0 Second

Dynamic Intarval

&

tries

|

Resp Time-out Threshold

SNIMP Alert Retries

Action

Success Retries

Failure Retrias

|

Met Profile

_
2
o g
o
<]

¥ Ensbled

Reversa

Transparent

LRTM (Least Response Time using Monitoring)
¥ Securs

1P Tunnel

Soc N
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Configure Monitor

Mame

vra_https_va_web
Type
HTTP

Standard Parameters Special Parameters

HTTP Request

GET /vcac/services/api/hea

Response Codes

T

200 ®
204 *
Custom Header
(I—

Configure Service Groups

1. Log in to the NetScaler load balancer and select NetScaler > Traffic Management > Load Balancing > Service
Groups.

2. Click Add and provide the required information for each row in Table 9.
The environment depicted in Table 9 is an example. Your environment might contain three vRealize Automation
virtual appliance nodes and three or more nodes per laaS role.

TABLE 9 — CONFIGURE SERVICE GROUPS

NAME HEALTH MONITORS PROTOCOL SG MEMBERS ADDRESS PORT
pl_vra-va-00_443 vra_https_va_web SSL Bridge ra-vra-va-01 10.23.90.102 443
ra-vra-va-02 10.23.90.103 443
pl_iaas-web-00_443 vra_https_iaas_web SSL Bridge ra-web-01 10.23.90.106 443
ra-web-02 10.23.90.107 443
pl_iaas-man-00_443 vra_https_iaas_mgr SSL Bridge ra-man-01 10.23.90.109 443
ra-man-02 10.23.90.110 443
“pl_vra-va-00_8444 vra_https_va_web SSL Bridge ra-vra-va-01 10.23.90.102 8444
ra-vra-va-02 10.23.90.103 8444
pl_vro-cc-00_8283 vro_https_8283 SSL Bridge ra-vra-va-01 10.23.38.44 8283
ra-vra-va-02 10.23.38.45 8283

*port 8444 is optional — it is used for the remote-console connectivity
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Example

Complete service group for laaS Managment.

Load Balancing Service Group

vRealize Automation Load Balancing

Basic Settings 7
Name pl_iaas-man-00_443 Cache Type SERVER
Protocol SSL_BRIDGE Cacheable NO
State ENABLED Health Menitoring YES
Effective Stat=. @ Up Appflow Logging ENABELED
Traffic Domain 0 Number of Active Connections 0
AutoScale Mode -
Service Group Members X
1 Service Group Member >
Monitors X
1 Service Group to Moenitor Binding >
| NetScaler » Traffic Management » Load Balancing > Servers O | 0 ‘ H |
Edit Delete ‘ Search ~
Name State IPAddress / Domain Traffic Domain
» ab-vra-vall @Enabled 10.23.90.102 o
» ab-vra-val2 @Enabled 10.22.90.103 o
»  ab-vra-web01 @Enabled 10.23.90.106 o
» ab-vra-web02 @Enabled 10.23.90.107 o
» ab-vra-mgr01 @Enabled 10.23.90.109 4]
» ab-vra-mgr02  Disabled 10.23.90.110 o
After you have created all of your service groups, your service groups should look like the following screen.
‘ NetScaler » Traffic Management > Load Balancng > Service Groups (:J | 9 ‘ H ‘

| ca

Delete Manage Members -] Search ~ ‘
Service Group Name ‘ State | Effective State | Protocol ‘ Max Clients. | Max Reqy Bandwidth (Kbps) Monitor Threshold | Traffic Domain
b plovra-va-00_443 @ENABLED  @uP S5L_BRIDGE 0 Q 0 0 0
b pl_iaas-web-00_443 @ENAELED  @UuP S5L_BRIDGE 0 0 o 0 o
b pl_iaas-man-00_443 @ENAELED  @UuP S5L_BRIDGE 0 0 o 0 o
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Configure Virtual Servers

1. Log in to the NetScaler load balancer and select NetScaler > Traffic Management > Load Balancing > Virtual
Servers.

2. Click Add and provide the required information for each entry in Table 10.
Leave the default when nothing is specified.

TABLE 10 — CONFIGURE VIRTUAL SERVERS

LOAD

NAME PROTOCOL 253222;'0’\1 PORT BALANCING :IIENRE;/I:\CI:GE GROUP
METHOD
. Least
vs_vra-va-00_443 | SSL Bridge 10.23.89.98 443 . pl_vra-va-00_443
connections
. Least .
vs_web-00_443 SSL Bridge 10.23.89.99 443 . pl_iaas-web-00_443
connections
. Least pl_iaas-man-
-00_443 SSL Brid 10.23.89.100 443 . -
vs_man-t. rage connections 00_443
VS_vra-va- Least
. eas
00_8444 SSL Bridge | 10.23.89.98 8444 . pl_vra-va-00_8444
connections
VS_Vro-cc- . Least
- L Bri 10,23.38.4 2 . |_vro-cc- 2
00_8283 SS dge 0,23.38.40 8283 connections pl_vro-cc-00_8283
Example
Load Balancing Virtual Server
Basic Settings. 7 Help >
ame vs_man-00 443 isten Priorit -
’:rotoca\ SSL_BRIDGE t’\s:en iouc;ygxpression None Advanced
State @®Down Range 1
IPAddress  10.23.89.100 Redirection Mode P (® Policies
Port 443 RHI State PASSIVE
Traffic Domain 0 AppFlow Logging ENABLED @ Protection
Services and Service Groups @ Profites
No Load Balancing Virtual Server Service Binding > @ Traffic Settings
1 Load Balancing Virtual Server ServiceGroup Binding >
Persistence s | X
Persistence SOURCEIP Time-out {mins) 30

IPv4 Netmask 255.255.255.255
IPv6 Mask Length 128

Method VAR

Load Balancing Method ROUNDROBIN New Service Startup Request Rate -
New Service Request unit PER_SECOND
Increment Interval -
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The completed configuration should look like the following screen.

|. MetScaler » Traffic Management » Load Balancing > Virtual Servers CJ | 0 | H |
‘ Edit Delete Enable Disable | Search ™ ‘
Name | State ‘ Effective State IP Address Port | Protocol | Method Persistence % Health | Traffic Domain
p s vra-va-00_443 @Up @Up 10.23.89.98 443 SSLBRIDGE  ROUNDROBIN  SOURCEIP 100.00% 2 UP/0 DOWN o
p vs_web-00_443 @Up @Up 10.23.89.99 443 SSLBRIDGE  ROUNDROBIN  SOURCEIP 100.00% 2 UP/0 DOWN o
p vs_man-00_443 @Up @Up 10.23.89.100 443 SSLBRIDGE  ROUNDROBIN  SOURCEIP 100.00% 1 UP/0 DOWN o

Configure Group
Log in to the NetScaler and select NetScaler > Traffic Management > Load Balancing > Persistency Groups.

Click Add.

1
2
3. Enter the name source_addr_vra and select Persistence > SOURCEIP from the drop-down menu.
4.  Set the Timeout to 30 minutes.

5

Add all related Virtual Servers.

e vra 443
e Vro_443
(] web_443

e controlcenter_8283
6. Click OK.
Example

The completed configuration should look like the following screen.

Fov.allaier 0} P Lomipnred 1] Erc 13
(e LR =
wo_ a1

canir ccenter_2232 -
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Troubleshooting

Provisioning failures when using OneConnect with F5 BIG-IP for a
virtual server with SSL pass-through

When you use the OneConnect feature with F5 BIG-IP for a virtual server, provisioning tasks sometimes fail.
OneConnect ensures connections from the load balancer to the back-end servers are multiplexed and reused. This
lowers the load on the servers and makes them more resilient.

Using OneConnect with a virtual server that has SSL pass-through is not recommended by F5 and might result in failed
provisioning attempts. This happens because the load balancer attempts to establish a new SSL session over an existing
session while the back-end servers expect the client to either close or renegotiate the existing session, which results in a
dropped connection.

Disable OneConnect to resolve this issue.
1. Log in to the F5 load balancer and select Local Traffic > Virtual Servers > Virtual Server List.
2. Click the name of the virtual server to modify.

3. Choose None for the OneConnect Profile option in the Acceleration section, and click Finish.

F5 BIG-IP license limits network bandwidth

If you experience provisioning failures or issues loading vRealize Automation console pages, especially during periods
of a high utilization, network traffic to and from the load balancer might exceed what the F5 BIG-IP license allows.

To check if the BIG-IP platform is currently experiencing this issue, see How the BIG-IP VE system enforces the
licensed throughput rate.
Proxy Agent ping failure

After starting the Manager Service on a second manager server, the Proxy Agent is unable to reconnect. This happens
because the F5 appliance is still maintaining an SSL session with the agent by sending keepalives while the agent is
trying to establish a new session.

Configure the load balancer to drop all packets and prevent it from sending keepalives to resolve this issue.
1. Loginto the F5 load balancer and select Local Traffic > Pools.
2. Select the Manager Service pool.
3. Click Advanced in the Configuration section.
4.  Select Drop for the Action On Service Down option.
5. Click OK and click Finished.

Connection reset errors in the catalina.out log file

When the system is under a heavy load due to many simultaneously requested provisions through the laaS components,
you might see connection reset errors in the catalina.out log file on the vRealize Automation appliances. This can
happen when a session between the appliances and the Web servers expires You can work around this problem by
increasing the timeout setting for your load balancer.

F5

Use the AskF5 procedure K7166: “Changing the idle timeout for a protocol profile” at
https://support.f5.com/csp/article/K7166 to change the Idle Timeout for a virtual server. Perform this procedure on the
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Web Service virtual load balancer server and set the timeout initially to 600 seconds. A best practice is to gradually
increase the timeout until there are no connection reset errors.

NetScaler

Use the Citrix procedure in “Setting a Time-out Value for Idle Client Connections” at https://docs.citrix.com/en-
us/netscaler/11/traffic-management/load-balancing/load-balancing-manage-clienttraffic/client-idle-timeout-value.html
to change the Idle Timeout for a virtual server. Perform this procedure on the Web Service virtual load balancer server
and set the timeout initially to 600 seconds. A best practice is to gradually increase the timeout until there are no
connection reset errors.

NSX

Use the procedure in the Knowledge Base article 2147156 to change the Idle Timeout for a virtual server. Perform this
procedure on the Web Service virtual load balancer server and set the timeout initially to 600 seconds. A best practice
is to gradually increase the timeout until there are no connection reset errors.

Proxy Agents cannot connect to load balanced Manager Service
endpoint
With NSX as a load balancing solution, after a Manager Service failover the proxy agents cannot connect to the load

balanced Manager Service.

This issue occurs when the 1S role is installed on the servers that are running the Manager Service. When a Manager
Service is stopped, the monitors configured on NSX are flagged as DOWN. Because 1S is running and accepting
connections on port 443, NSX keeps the established sessions, and the Proxy Agent service keeps trying to reuse the
session.

To resolve this issue, remove the 1IS role from the servers that are running the Manager Service. The Manager Service
is a self-hosted service that does not require 11S.
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