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VMware vRealize Operations Manager 8.0
Help

This documentation contains information for vRealize Operations Manager administrators, virtual
infrastructure administrators, and operations engineers who install, configure, and manage
objects in your environment.

You can find guidance on commonly performed management activities such as connecting to
data sources, configuring users and object groups, responding to alerts, troubleshooting
problems, planning capacity, and customizing how data is collected and displayed.

VMware, Inc.



About VMware vRealize
Operations Manager

With vRealize Operations Manager enterprise software, you can proactively identify and solve
emerging issues with predictive analysis and smart alerts, ensuring optimal performance and
availability of system resources - across physical, virtual, and cloud infrastructures.

vRealize Operations Manager gives you complete monitoring capability in one place, across
applications, storage, and network devices, with an open and extensible platform supported by
third-party management packs. In addition, vRealize Operations Manager increases efficiency by
streamlining key processes with preinstalled and customizable policies while retaining full control.

Using data collected from system resources (objects), vRealize Operations Manager identifies
issues in any monitored system component, often before the customer notices a problem.
vRealize Operations Manager also frequently suggests corrective actions you can take to fix the
problem right away. For more challenging problems, vRealize Operations Manager offers rich
analytical tools that allow you to review and manipulate object data to reveal hidden issues,
investigate complex technical problems, identify trends or drill down to gauge the health of a
single object.

VMware, Inc. 10



Planning

You plan your environment with recommendations for deployment and secure baseline for the
deployment of vRealize Operations Manager.

This chapter includes the following topics:
m Reference Architecture

m  Secure Configuration

Reference Architecture

When planning your environment, consider these recommendations for deployment topology,
hardware requirements, and interoperability, and scalability.

Best Practices for Deploying vRealize Operations Manager

Implement all the best practices when you deploy a production instance of vRealize Operations
Manager.

Analytics Nodes

Analytics nodes consist of a primary node, primary replica node, and data nodes.

Note The master node is now referred to as the primary node. The master replica node is now
referred to as the primary replica node.

m  Deploy analytics nodes in the same vSphere Cluster except when enabling Continuous
Availability.

m  Deploy analytics nodes with the same disk size on storage of the same type.

= When enabling Continuous Availability, separate analytics nodes into fault domains based on
their physical location.

m  Depending on the size and performance requirements for analytics nodes, apply Storage DRS
Anti-Affinity rules to ensure that nodes are on separate datastores.

m Set Storage DRS to manual for all vRealize Operations Manager analytics nodes.

VMware, Inc. n
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m If you deploy analytics nodes into a highly consolidated vSphere cluster, configure the
resource reservation to ensure optimal performance. Ensure that the virtual CPU to physical
CPU ratio is not negatively impacting the performance of analytics nodes by validating CPU
ready time and CPU co-stop.

= Analytics nodes have a high number of vCPUs to ensure performance of the analytics
computation that occurs on each node. Monitor CPU Ready time and CPU Co-Stop to ensure
that analytics nodes are not competing for CPU capacity.

m If the sizing guideline provides several configurations for the same number of objects, use the
configuration which has the least number of nodes. For example, if the number of collecting is
120,000, configure the cluster with four extra-large nodes instead of 12 large nodes.

m  Deploy an even number of nodes to enable Continuous Availability. If the current
configuration is an odd number of analytics nodes, deploy an additional analytics node to
create an even pairing.

Remote Collector Nodes

Remote collector nodes are additional cluster nodes that allow vRealize Operations Manager to
gather more objects into its inventory for monitoring.

m  Deploy remote collector nodes when the cluster is online.

m  Deploy remote collector nodes one at a time. Adding multiple remote collectors in parallel
can cause the cluster to fail.

Witnhess Nodes

A witness node is required when continuous availability is enabled to manage the analytics nodes
in the fault domains.

m  Deploy the witness node before enabling continuous availability.
m  Deploy the witness node using the witness configuration.

m  Deploy the witness node in a different cluster separate from the analytics nodes.

Management Packs and Adapters

Various management packs and adapters have specific configuration requirements. Ensure that
you are familiar with all prerequisites before you install a solution and configure the adapter
instance.

= When continuous availability is enabled, use the remote collector groups to separate the data
collections into fault domains.
vRealize Application Remote Collector and Telegraf Agents

m  Deploy vRealize Application Remote Collector in the same vCenter Server as the end point
VMs on which you want to deploy the Telegraf agents.

VMware, Inc. 12
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m  Ensure that your operating system platform is supported by vRealize Application Remote
Collector, and the most recent versions of Windows and Linux OS are supported.

m  System times must be synchronized between vRealize Application Remote Collector, end
point VMs, the vCenter Server, ESX host, and vRealize Operations Manager. To ensure
synchronized time, use Network Time Protocol (NTP).

m  Ensure that the latest version of VMware Tools is installed on the end point VM on which you

want to deploy the Telegraf agent.

m  To deploy Telegraf agents onto end point VMs, ensure that the following prerequisites are
met for the user account being used for deployment:

Windows - The user account must be either:

m  An administrator account

m A non-administrator account that is a member of the built-in administrator group
Linux - The user account must be either:

m A root user with all privileges

m A non-root user with all privileges

m A non-root user with specific privileges

For more information, see User Account Prerequisites.

Deployment Formats

m  Deploy vRealize Operations Manager with VMware virtual appliance.

Initial Considerations for Deploying vRealize Operations Manager

For the production instance of vRealize Operations Manager to function optimally, your

environment must conform to certain configurations. Review and familiarize yourself with these

configurations before you deploy a production instance of vRealize Operations Manager.

Sizing

vRealize Operations Manager supports up to 240,000 monitored resources spread across six

extra-large analytics nodes.
Size your vRealize Operations Manager instance to ensure performance and support. For
more information about sizing, see the following KB article 2093783.

Environment

Deploy analytics nodes in the same vSphere cluster and use identical or similar hosts and

storage. If you cannot deploy analytics nodes in the same vSphere cluster, you must deploy

them in the same geographical location.

VMware, Inc.
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When continuous availability is enabled, deploy analytics nodes in fault domains in the same
vSphere cluster and use identical or similar hosts and storage. Fault domains are supported
on vSphere stretched clusters.

vRealize Operations Manager does not support deploying analytics nodes in multiple
geographical locations.

Analytics nodes must be able to communicate with one another always. The following
vSphere events might disrupt connectivity.

= vMotion

m  Storage vMotion

= High Availability (HA)

m Distributed Resource Scheduler (DRS)

Due to a high level of traffic between analytics nodes, all analytics nodes must be on the
same VLAN and IP subnet, and that VLAN is not stretched between data centers, when
continuous availability is not enabled.

When continuous availability is enabled, analytics nodes in fault domains should be located
on the same VLAN and IP subnet, and communication between fault domains must be
available. The witness node might be located in a separate VLAN and IP subnet but must be
able to communicate with all analytics nodes.

Latency between analytics nodes cannot exceed 5 milliseconds, and the bandwidth must be
equal to or faster than 1 GB per second. It is recommended that bandwidth is 10 GB per
second at minimum.

If you deploy analytics nodes in to a highly consolidated vSphere cluster, configure resource
reservations. A full analytics node, for example a large analytics node that monitors 10,000
resources, requires one virtual CPU to physical CPU. If you experience performance issues,
review the CPU ready and co-stop to determine if the virtual to physical CPU ratio is the
cause of the issues. For more information about how to troubleshoot VM performance and
interpret CPU performance metrics, see Troubleshooting a virtual machine that has stopped
responding: VMM and Guest CPU usage comparison (1017926).

You can deploy remote collectors and the witness node behind a firewall. You cannot use
NAT between remote collectors or the withness node and analytics nodes.

Multiple Data Centers

vRealize Operations Manager can be stretched across data centers, when continuous
availability is enabled. The fault domains can reside in separate vSphere clusters; however, all
analytics nodes must reside in the same geographical location.

If vRealize Operations Manager is monitoring resources in additional data centers, you must
use remote collectors and deploy the remote collectors in the remote data centers. You
might need to modify the intervals at which the configured adapters on the remote collector
collect information depending on latency.

VMware, Inc. 14
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It is recommended that latency between sites is less than 200 ms. When the latency exceeds
200 ms, it is recommended that you monitor collections to validate that they finish in less
than five minutes. If collections do not finish in this time limit, increase the interval to 10
minutes.

Certificates

A valid certificate signed by a trusted Certificate Authority, private, or public, is an important
component when you configure a production instance of vRealize Operations Manager.
Configure a Certificate Authority signed certificate against the system before you configure
End Point Operations Management agents.

You must include all analytics nodes, remote collector nodes, witness nodes, and load
balancer DNS names in the Subject Alternative Names field of the certificate.

You can configure End Point Operations Management agents to trust the root or intermediate
certificate to avoid having to reconfigure all agents if the certificate on the analytics nodes
and remote collectors is modified. For more information about root and intermediate
certificates, see Specify the End Point Operations Management Agent Setup Properties.

Adapters

It is recommended that you configure adapters to remote collectors in the same data center
as the analytics cluster for large and extra-large deployment profiles. Configuring adapters to
remote collectors improves performance by reducing load on the analytics node. As an
example, you might decide to configure an adapter to remote collectors if the total resources
on a given analytics node begin to degrade the node's performance. You might configure the
adapter to a large remote collector with the appropriate capacity.

Configure adapters to remote collectors when the number of resources the adapters are
monitoring exceeds the capacity of the associated analytics node.
VvRealize Application Remote Collector

For the production instance of vRealize Application Remote Collector and Telegraf agents to
function optimally, your environment must adhere to certain configurations. You must review
these configurations before you start deploying vRealize Application Remote Collector and
Telegraf agents.

VMware, Inc. 15
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Option Configurations

Sizing The vRealize Application Remote Collector supports up
to a maximum of 6,000 Telegraf agents using a large
VRealize Application Remote Collector. Size your vRealize
Application Remote Collector instance to ensure optimal
performance and support. For more information about
sizing, see the following KB article 2093783.

Environment Deploy the vRealize Application Remote Collector in the
same vCenter Server as the end point VMs where you
want to deploy Telegraf agents. Latency between the
VRealize Application Remote Collector and a vRealize
Operations Manager node cannot exceed 10
milliseconds.

Authentication

You can use the Platform Services Controller for user authentication in vRealize Operations
Manager. For more information about deploying a highly available Platform Services
Controller instance, see VMware vCenter Server 6.0 Deployment Guide.

Load Balancer

For more information about load balancer configuration, see the vRealize Operations
Manager Load Balancing Guide.

Scalability Considerations

Configure your initial deployment of vRealize Operations Manager based on the anticipated use.

Analytics Nodes
Analytics nodes consist of a primary node, primary replica node, and data nodes.
For enterprise deployments of vRealize Operations Manager, deploy all nodes as large or
extra-large deployments, depending on sizing requirements and your available resources.
Scaling Vertically by Adding Resources

If you deploy analytics nodes in a configuration other than large, you can reconfigure the
vCPU and memory. It is recommended to scale up the analytics nodes in the cluster before
scaling out the cluster with additional nodes. vRealize Operations Manager supports various
node sizes.

Table 2-1. Analytics Nodes Deployment Sizes

Node Size vCPU Memory
Extra small 2 8 GB
Small 4 16 GB
Medium 8 32GB

VMware, Inc. 16
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Table 2-1. Analytics Nodes Deployment Sizes (continued)

Node Size vCPU Memory
Large 16 48 GB
Extra large 24 128 GB

Scaling Vertically -by Increasing Storage
You can increase storage independently of vCPU and Memory.

To maintain a supported configuration, data nodes deployed in the cluster must be the same
node size.

For more information about increasing storage, see the topic, Add Data Disk Space to a
vRealize Operations Manager vApp Node. You cannot modify the disks of virtual machines
that have a snapshot. You must remove all snapshots before you increase the disk size.

Scaling Horizontally (Adding nodes)
vRealize Operations Manager supports up to six extra-large analytics nodes in a cluster.

To maintain a supported configuration, analytics nodes deployed in the cluster must be the
same node size.

Witness Nodes

vRealize Operations Manager provides a single size regardless of the cluster size since the
witness node does not collect nor process data.

Table 2-2. Witness Node Deployment Sizes

Node Size vCPU Memory

Witness 2 8 GB

Remote Collectors

vRealize Operations Manager supports two sizes for remote collectors, standard and large.
The maximum number of resources is based on the aggregate resources that are collected
for all adapters on the remote collector. In large scale vRealize Operations Manager
monitored environment, you might experience a slow responding Ul, and metrics are slow to
be displayed. Determine the areas of the environment in which the latency is greater than 20
milliseconds and install a remote collector in those areas.

Table 2-3. Supported Remote Collector Sizes

Collector Size Resources End Point Operations Management Agents
Standard 6000 250
Large 32,000 2,000

For more information about sizing, see the following KB article 2093783.

vRealize Application Remote Collector

VMware, Inc. 17
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vRealize Operations Manager supports three sizes for application remote collectors; small,
medium, and large. The number of Telegraf agents you want to deploy determines the size of
vRealize Application Remote Collector you deploy.

Currently, vRealize Application Remote Collector can collect data on 20 different application
sources. In vRealize Operations Manager 8.0, there has been added support for Java
Application, NTP, and WebSphere Application Server.

If you have more than 6,000 Telegraf agents installed, increase vCPU and memory of the
large configurations so that you can monitor up to 10,000 Telegraf agents.

An increase of memory usage depends on the number of services and their configurations on
the VMs that are being monitored. When you monitor 1000 operating system objects,
memory usage increases by around 1-1.5 GB.

Table 2-4. Supported vRealize Application Remote Collector Sizes

VRealize Application Remote CollectorSize Maximum number of Telegraf Agents Supported
Small 500

Medium 3000

Large 6000

High Availability Considerations

High availability creates a replica for the vRealize Operations Manager primary node and protects
the analytics cluster against the loss of a node.
Cluster Management

Clusters consist of a primary node and a primary replica node.

When you enable High Availability, information is stored in two different analytics nodes
within the cluster which consist of a primary node, and primary replica node, or data nodes.

If either the primary node, and primary replica node is permanently lost, then you must
disable and re-enable high availability to reassign the primary role or replica role. This
process, which includes a hidden cluster rebalance, can take a long time.

Analytics Nodes

Analytics nodes consist of a primary node, and primary replica node and data nodes.

Enabling High Availability within vRealize Operations Manager is not a disaster recovery
solution. Enabling High Availability duplicates data in the system, and doubles the system's
compute and capacity requirements. When you enable high availability, you protect vRealize
Operations Manager from data loss in the event that a single node is lost. If two or more
nodes are lost, there may be permanent data loss.

VMware, Inc. 18
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Deploy all analytics nodes to separate hosts to reduce the chance of data loss in the event
that a host fails. You can use DRS anti-affinity rules to ensure that VMs remain on separate
hosts.

Remote Collectors

In vRealize Operations Manager 6.1 and later, you can create a collector group. A collector
group is a collection of nodes (analytics nodes and remote collectors). You can assign
adapters to a collector group, rather than assigning an adapter to a single node.

If the node running the adapter fails, the adapter is automatically moved to another node in
the collector group.

Assign all normal adapters to collector groups, and not to individual nodes. Do not deploy
hybrid adapters in collector groups. For more information about adapters, see the
documentation for the specific adapters.

Continuous Availability Considerations

Continuous Availability (CA) separates the vRealize Operations Manager cluster into two fault
domains and protects the analytics cluster against the loss of a fault domain.

Cluster Management

Clusters consist of a primary node, a primary replica node, and a witness node.

When you enable CA, information is stored in two different analytics nodes within the cluster,
stretching across fault domains, which consist of a primary node, a primary replica node, or data
nodes.

If either the primary node or primary replica node is permanently lost, then you must replace the
lost node and disable and re-enable CA to reassign the primary role or primary replica role. This
process, which includes a hidden cluster rebalance can take a long time.

Fault Domains

Fault domains consist of analytics nodes, separated into two zones.

A fault domain consists of one or more analytics nodes grouped according to their physical
location in the data center. When configured, two fault domains enable vRealize Operations
Manager to tolerate failures of an entire physical location and failures from resources dedicated
to a single fault domain.

Witness Node

Witness node is a member of the cluster but not part of the analytics nodes.

To enable CA within vRealize Operations Manager, deploy the witness node in the cluster. The
witness node does not collect nor store data.

VMware, Inc. 19
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The withess node serves as a tiebreaker when a decision must be made regarding availability of
vRealize Operations Manager when the network connection between the two fault domains is
lost.

Analytics Nodes

Analytics nodes consist of a primary node, primary replica node, and data nodes.

Enabling CA within vRealize Operations Manager is not a disaster recovery solution. Enabling CA
duplicates data in the system and doubles the system's compute and capacity requirements.

When you enable CA, you protect vRealize Operations Manager from data loss in case a fault
domain is lost. If nodes are lost across both fault domains, there can be permanent data loss.

Deploy all analytics nodes, in each fault domain, to separate hosts to reduce the chance of data
loss in case a host fails. You can use DRS anti-affinity rules to ensure that VMs remain on
separate hosts.

RemoteCollectors

In vRealize Operations Manager, you can create a collector group. A collector group is a
collection of nodes (analytics nodes and remote collectors). You can assign adapters to a
collector group, rather than assigning an adapter to a single node.

When enabling CA, remote collector groups can be created to collect data from adapters within
each fault domain.

If the node running the adapter fails, the adapter is automatically moved to another node in the
collector group.

Assign all normal adapters to collector groups, and not to individual nodes. Do not deploy hybrid
adapters in collector groups. For more information about adapters, see the documentation for
the specific adapters.

Adapter and Management Packs Considerations

Adapters and management packs have specific configuration considerations.

Normal Adapters

Normal adapters require a one-way communication to the monitored endpoint. Deploy
normal adapters into collector groups, which are sized to handle a failover.

Following is a sample list of adapters provided by VMware for vRealize Operations Manager.
Additional adapters can be found on the VMware Solutions Exchange website.

. VMware vSphere
= Management Pack for NSX for vSphere
m  Management Pack for VMware Integrated OpenStack

= Management Pack for Storage Devices

VMware, Inc. 20



vRealize Operations Manager 8.0 Help

= Management Pack for Log Insight

Hybrid Adapters

Hybrid adapters require a two-way communication between the adapter and the monitored
endpoint.

You must deploy hybrid adapters to a dedicated remote collector. Configure only one hybrid
adapter type for each remote collector. You cannot configure hybrid adapters as part of a
collector group. For example, two vRealize Operations for Published Applications adapters
can exist on the same node, and two vRealize Operations for Horizon adapters can exist on
the same node, but a vRealize Operations for Published Applications adapter and a vRealize
Operations for Horizon adapter cannot exist on the same node.

Several hybrid adapters are available for vRealize Operations Manager.
m  VRealize Operations for Horizon adapter
m  VRealize Operations for Published Applications adapter

m  Management Pack for vRealize Hyperic

End Point Operations Management Adapter

By default, End Point Operations Management adapters are installed on all data nodes. Large
and extra-large analytics nodes can support 2,500 endpoint agents and large remote
collectors can support 2,000 per node. To reduce the ingestion load on the cluster, you can
point End Point Operations Management adapters at remote collectors. Assign the dedicated
remote collectors to their own collector group, which helps the End Point Operations
Management adapter maintain the state of End Point Operations Management resources if a
node in the collector group fails.

To reduce the cost of reconfiguring the system, it is recommended that you install End Point
Operations Management agents against a DNS entry specific to End Point Operations
Management agents if you plan to scale the system beyond a single node.

vRealize Application Management Pack

When you activate application monitoring in vRealize Operations Manager, as part of the
process, you have to either download the vRealize Application Remote Collector OVA from
within vRealize Operations Manager or externally from My VMware.

This is a dedicated virtual appliance which acts as a proxy between vRealize Operations
Manager, the target vCenter Server, and the end point VMs where Telegraf agents are
deployed.
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Remote Collectors Behind a Load Balancer for End Point Operations
Management Agents

EP Ops Agents

LB epops

AIM Collectors Group

Remote Collector Remote Collector Remote Collector
epops-1 epops-2 epops-3

Hardware Requirements for Analytics Nodes, Witnhess Nodes, and
Remote Collectors

Analytics nodes, witness nodes, and remote collectors have various hardware requirements for
virtual machines and physical machines.

The following table specifies the components to install on each server profile in your deployment,
and the required hardware specifications.

Table 2-5. Hardware Requirements for System Components

Server Roles Virtual CPU Memory Storage Requirements
Small Analytics Node 4 vCPU 16 GB 1276 10PS
Medium Analytics Node 8 vCPU 32GB 1875 IOPS
Large Analytics Node 16 vCPU 48 GB 3750 IOPS
Extra Large Analytics 24 vCPU 128 GB 12758 IOPS
Node

Standard Remote 2 vCPU 4 GB N/A
Collector

Large Remote Collector 4 vCPU 16 GB N/A
Witness Node 2 vCPU 8 GB N/A

Small vRealize Application 4 vCPU 8 GB N/A

Remote Collector

Medium vRealize 8 vCPU 16 GB N/A
Application Remote

Collector

Large vRealize Application 16 vCPU 24 GB N/A

Remote Collector

CPU requirements are 2.0 GHz minimum. 2.4 GHz is recommended. Storage requirements are
based on the maximum supported resources for each node.
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vRealize Operations Manager has a high CPU requirement. In general, the more physical CPU that
you assign to the analytics cluster, the better the performance. The cluster will perform better if
the nodes stay within a single socket.

Port Requirements for vRealize Operations Manager

vRealize Operations Manager has certain port requirements for its components. All ports
specified are default ports.

Port Requirements for vRealize Operations Manager
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V16061
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I
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*:5433 *:5433
@ Replica DB @cmm DB vPostgres
T v T v T ]
+7001, 9042 +:7001, 9042 +:7001, 9042 +:7001, 9042
Cassandra
Cluster

Ports Information for vRealize Operations Manager

Ports information for vRealize Operations Manager is available on Ports and Protocol.

Small Deployment Profile for vRealize Operations Manager
The small deployment profile is intended for systems that manage up to 20,000 resources.

Virtual Appliance Name

The small deployment profile contains a single large analytics node, analytics-1.ra.local.

Deployment Profile Support
The small deployment profile supports the following configuration.
m 20,000 resources

m 2,500 End Point Operations Management agents
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m  Data retention for six months

m  Additional Time Series Retention for 36 months

Additional DNS Entries

You can add additional DNS entries for your organization's future requirements. If you do not
expect your planned deployment to exceed a single node, you can configure End Point
Operations Management agents against the analytics nodes.

epops.ra.local -> analytics-1.ra.local

Certificate

The certificate must be signed by a Certificate Authority. The Subject Alternative Name contains
the following information.

m DNS Name = epops.refarch.local
m DNS Name = analytics-1.ra.local
This is an example of a small deployment profile.

Table 2-6. Adapter Properties

Collector Group Collector Adaptor Resources
DEFAULT analytics-1 A 2,000
DEFAULT analytics-1 B 4,000
DEFAULT analytics-1 C 2,000
DEFAULT analytics-1 D 3,000

vRealize Operations Manager Small Deployment Profile Architecture

EP Ops Agents

DNS epops

Analytics Node
analytic-1
AB,C,D

Resources

Medium Deployment Profile for vRealize Operations Manager

The medium deployment profile is intended for systems that manage 68,000 resources, 34,000
of which are enabled for High Availability. In the medium deployment profile, adapters are
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deployed on the analytics nodes by default. If you experience problems with data ingestion,

move these adapters to remote controllers.

Virtual Appliance Names

The medium deployment profile contains eight medium analytics nodes.

analytics-1l.ra.lcoal
analytics-2.ra.lcoal
analytics-3.ra.lcoal
analytics-4.ra.lcoal
analytics-5.ra.lcoal
analytics-6.ra.lcoal
analytics-7.ra.lcoal

analytics-8.ra.lcoal

Deployment Profile Support

The medium deployment profile supports the following configuration.

68,000 total resources, 34,000 enabled for HA
9,600 End Point Operations Management agents
Data retention for six months

Additional Time Series Retention for 36 months

Load Balanced Addresses

analytics.ra.local

epops.ra.local

Certificate

The certificate must be signed by a Certificate Authority. The Subject Alternative Name contains
the following information.

DNS Name = epops.refarch.local

DNS Name = analytics-1.ra.local

This is an example of a medium deployment profile.

Table 2-7. Adapter Properties

Collector Group Collector Adaptor
DEFAULT analytics-1 A
DEFAULT analytics-2 B
DEFAULT analytics-3 C

VMware, Inc.

Resources
2,000
4,000

2,000

25



vRealize Operations Manager 8.0 Help

Table 2-7. Adapter Properties (continued)

Collector Group Collector Adaptor Resources
DEFAULT analytics-4 D 3,000
DEFAULT analytics-5 E 1,000
DEFAULT analytics-6 F 2,000
DEFAULT analytics-7 G 1,500
DEFAULT analytics-8 H 4,500

vRealize Operations Manager Medium Deployment Profile Architecture

LB analytics LB epops

Analytics Cluster

Analytics Node Analytics Node Analytics Node Analytics Node
analytic-1 analytic-2 analytic-3 analytic-4
A B c D

Analytics Node Analytics Node Analytics Node Analytics Node

analytic-5 analytic-6 analytic-7 analytic-8
E F (€] H

Large Deployment Profile for vRealize Operations Manager

The large deployment profile is intended for systems that manage 128,000 resources, 64,000 of
which are enabled with High Availability. All adapters are deployed to remote controllers in large
deployment profiles to offload CPU usage from the analytics cluster.

In addition, vRealize Application Remote Collector can be deployed to collect application level

data for up to 6,000 end point VMs using Telegraf agents.

Virtual Appliance Names

The large deployment profile contains eight large analytics nodes, large remote collectors for
adapters, and large remote collectors for Telegraf agents.

m  analytics-l.ra.lcoal
m analytics-2.ra.lcoal

m  analytics-3.ra.lcoal
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m  analytics-4.ra.lcoal
m  analytics-5.ra.lcoal
m  analytics-6.ra.lcoal
m  analytics-7.ra.lcoal

m  analytics-8.ra.lcoal

Deployment Profile Support

The large deployment profile supports the following configuration.
m 128,000 total resources, 64,000 enabled for HA

m 6,000 Telegraf agents

m 20,000 End Point Operations Management agents

m  Data retention for six months

m  Additional Time Series Retention for 36 months

Load Balanced Addresses
m  analytics.ra.local

m  epops.ra.local

Certificate

The certificate must be signed by a Certificate Authority. The Subject Alternative Name contains

the following information.

m  DNS Name = analytics.refarch.local

m  DNS Name = epops.refarch.local

m DNS Name = analytics-1.ra.local to DNS Name = analytics-8.ra.local
m  DNS Name = remote-1.ra.local to DNS Name = remote-N.ra.local

m DNS Name = epops-T.ra.lcoal to DNS Name = epops-N.ra.local

This is an example of a large deployment profile.

Table 2-8. Adapter Properties

Collector Group Remote Collector Adapter Resources

1 remote-1 A 5,000

1 remote-2 B 5,000
Total 10,000

2 remote-3 C 10,000

2 remote-4 D 5,000

VMware, Inc.

End Point Operations
Management Agents

N/A
N/A
N/A
N/A
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Table 2-8. Adapter Properties (continued)

Collector Group Remote Collector
2 remote-5
AIM epops-1

epops-2

Adapter
E

Total
epops
epops

Total

End Point Operations

Resources Management Agents
5,000 N/A

20,000 N/A

4,800 800

4,800 800

9,600 1,600

If a remote collector is lost from these collector groups, you might have to manually rebalance
the adapters to comply with the limit of 32,000 resource for each remote collector.

The estimate of 9,600 resources uses six resources for each End Point Operations Management

agent.

VvRealize Operations Manager Large Deployment Profile Architecture

LB analytics

Application Remote

Collector arc-1

Analytics Cluster

Analytic Node Analytic Node Analytic Node Analytic Node
analytic-1 analytic-2 analytic-3 analytic-4
Analytic Node Analytic Node Analytic Node Analytic Node
analytic-5 analytic-6 analytic-7 analytic-8

t

i

Collectors Group 1

Remote Collector Remote Collector
remote-1 remote-2
A B

Remote Collector
remote-3

C

Collectors Group 2

Remote Collector Remote Collector
remote-4 remote-5
D E

Collector Group 1
Endpoint

Collector Group 2
Endpoint

Extra Large Deployment Profile for vRealize Operations Manager

The extra-large deployment profile is intended for systems that manage 240,000 resources,
120,000 of which are enabled for Continuous Availability. This deployment is divided into two
data centers and is the maximum supported analytics cluster deployment.

VMware, Inc.
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Virtual Appliance Names

The extra-large deployment profile contains six extra-large analytics nodes. Large remote
collectors for adapters, large remote collectors for End Point Operations Management agents,

and witness node for continuous availability.

analytics-1.ra.local
analytics-2.ra.local
analytics-3.ra.local
analytics-4.ra.local
analytics-5.ra.local
analytics-6.ra.local

witness-1.ra.local

Deployment Profile Support

240,000 total resources, 120,000 enabled for HA
20,000 End Point Operations Management agents
Data retention for six months

Additional Time Series Retention for 36 months

Load Balanced Addresses

analytics.ra.local
epops-a.ra.local

epops-b.ra.local

Certificate

The certificate must be signed by a Certificate Authority. The Subject Alternative Name contains

the following information.

DNS Name = analytics.refarch.local

DNS Name = epops-a.refarch.local

DNS Name = epops-b.refarch.local

DNS Name = analytics-1.ra.local to analytics-16.ra.local
DNS Name = remote-1.ra.local to remote-N.ra.local
DNS Name = epops-1.ra.local to epops-N.ra.local

DNS Name = witness-1.ra.local
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This is an example of an extra-large deployment profile. The adapter in the example provides N-1
redundancy, meaning, if two adapters support 20,000 resources, then a third adapter is added
to attain a supported configuration that allows for a single failure.

Table 2-9. Adapter Properties

End Point
Operations
Remote Management
Collector Group Data Center Collector Adapter Resources agents
1 A remote-1 A 5,000 N/A
1 A remote-2 B 5,000 N/A
Total 10,000
2 A remote-3 C 2,000 N/A
2 A remote-3 D 2,000 N/A
2 A remote-3 E 1,000 N/A
2 A remote-4 F 7,000 N/A
2 A remote-5 G 8,000 N/A
2 A remote-6 H 5,000 N/A
2 A remote-7 I 6,000 N/A
Total 31,000
3 B remote-8 J 10,000 N/A
3 B remote-9 K 5,000 N/A
3 B remote-10 L 5,000 N/A
Total 20,000
AIM-1 A epops-1 epops 8,004 1,334
AIM-1 A epops-2 epops 7,998 1,333
A epops-3 epops 7,998 1,333
Total 24,000 4,000
AIM-2 B epops-4 epops 8,004 1,334
AIM-2 B epops-5 epops 7,998 1,333
AIM-2 B epops-6 epops 7,998 1,333
Total 24,000 4,000

If a remote collector is lost from these collector groups, you might have to manually rebalance
the adapters to comply with the limit of 32,000 resource for each remote collector.

The estimate of 24,000 resources for AIM-1 and AIM-2 collector groups uses six resources for
each End Point Operations Management agent.
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vRealize Operations Manager Extra Large Deployment Profile Architecture -
Data Center A

Data Center A
EP Ops Agents

LB analytics

LB epops-a

AIM-1 Collectors Group

Witness Remote Remote Remote

Node Collector Collector Collector

epops-1 epops-2 epops-3

Analytic Cluster

Fault Domain 1 Fault Domain 2

Analytic Analytic Analytic Analytic Analytic Analytic
Node Node Node Node Node Node
analytic-1 analytic-3 analytic-5 analytic-2 analytic-4 analytic-6
Collectors Group 1 Collectors Group 2

Remote Remote Remote Remote Remote
Collector Collector Collector Collector Collector
remote -2 remote -3 remote -4 remote -5 remote -6

B C,D,E F G H

Remote
Collector
remote -7

|

v

Collector Group1 Collector Group2
Endpoint Endpoint
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vRealize Operations Manager Extra Large Deployment Profile Architecture -
Data Center B

Data Center B Collector Group 3
EP Ops Agents Endpoint

LB epops-b

Collectors Group 3
AIM-2 Collectors Group

Remote Collector Remote Collector
Remote Collector Remote Collector remote-8 remote-9
epops-4 epops-5 J K

Remote Collector

Remote Collector remote-10

epops-6 L

200 ms latency

Data Center A

. €
Analytics Cluster 200 ms latency

Secure Configuration

Ensure you meet the security requirements in your environment with the recommendations
provided.

VRealize Operations Manager Security Posture

The security posture of vRealize Operations Manager assumes a complete secure environment
based on system and network configuration, organizational security policies, and best practices.
It is important that you perform the hardening activities according to your organization's security
policies and best practices.

The document is broken down into the following sections:
m  Secure Deployment

m  Secure Configuration

m  Network Security

s Communication

The guide details the installation of the Virtual Application.

To ensure that your system is securely hardened, review the recommendations and assess them
against your organization's security policies and risk exposure.
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Secure Deployment of vRealize Operations Manager

You must verify the integrity of the installation media before you install the product to ensure
authenticity of the downloaded files.

Verify the Integrity of Installation Media

After you download the media, use the MD5/SHAT sum value to verify the integrity of the
download. Always verify the MD5/SHAT1 hash after you download an ISO, offline bundle, or patch
to ensure the integrity and authenticity of the downloaded files. If you obtain physical media from
VMware and the security seal is broken, return the software to VMware for a replacement.

Procedure
¢ Compare the MD5/SHA1 hash output with the value posted on the VMware website.

SHA1 or MD5 hash should match.

Note The vRealize Operations Manager 6.x-x.pak/7.x-x.pak/8.x-x.pak files are signed by
the VMware software publishing certificate. vRealize Operations Manager validates the
signature of the PAK file before installation.

Hardening the Deployed Software Infrastructure

As part of your hardening process, you must harden the deployed software infrastructure that
supports your VMware system.

Before you harden your VMware system, review and address security deficiencies in your
supporting software infrastructure to create a completely hardened and secure environment.
Software infrastructure elements to consider include operating system components, supporting
software, and database software. Address security concerns in these and other components
according to the manufacturer's recommendations and other relevant security protocols.

Hardening the VMware vSphere Environment

vRealize Operations Manager relies on a secure VMware vSphere environment to achieve the
greatest benefits and a secured infrastructure.

Assess the VMware vSphere environment and verify that the appropriate level of vSphere
hardening guidance is enforced and maintained.

For more guidance about hardening, see http://www.vmware.com/security/hardening-
guides.html.
Reviewing Installed and Unsupported Software

Vulnerabilities in unused software might increase the risk of unauthorized system access and
disruption of availability. Review the software that is installed on VMware host machines and
evaluate its use.

Do not install software that is not required for the secure operation of the system on any of the
vRealize Operations Manager node hosts. Uninstall unused or nonessential software.
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Installing unsupported, untested, or unapproved software on infrastructure products such as
vRealize Operations Manager is a threat to the infrastructure.

To minimize the threat to the infrastructure, do not install or use any third-party software that is
not supported by VMware on VMware supplied hosts.

Assess your VRealize Operations Manager deployment and inventory of installed products to
verify that no unsupported software is installed.

For more information about the support policies for third-party products, see the VMware
support at http://www.vmware.com/security/hardening-guides.html.
Verify Third-Party Software

Do not use third-party software that VMware does not support. Verify that all third-party
software is securely configured and patched in accordance with third-party vendor guidance.

Inauthentic, insecure, or unpatched vulnerabilities of third-party software installed on VMware
host machines might put the system at risk of unauthorized access and disruption of availability.
All software that VMware does not supply must be appropriately secured and patched.

If you must use third-party software that VMware does not support, consult the third-party
vendor for secure configuration and patching requirements.
VMware Security Advisories and Patches

VMware occasionally releases security advisories for products. Being aware of these advisories
can ensure that you have the safest underlying product and that the product is not vulnerable to
known threats.

Assess the vRealize Operations Manager installation, patching, and upgrade history and verify
that the released VMware Security Advisories are followed and enforced.

It is recommended that you always remain on the most recent vRealize Operations Manager
release, as this will include the most recent security fixes also.

For more information about the current VMware security advisories, see http://
www.vmware.com/security/advisories/.

Secure Configuration of vRealize Operations Manager

As a security best practice, you must secure the vRealize Operations Manager console and
manage Secure Shell (SSH), administrative accounts, and console access. Ensure that your
system is deployed with secure transmission channels.

You must also follow certain security best practices for running End Point Operations
Management agents.
Secure the vRealize Operations Manager Console

After you install vRealize Operations Manager, you must log in for the first time and secure the
console of each node in the cluster.
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Prerequisites

Install vRealize Operations Manager.

Procedure
1 Locate the node console in vCenter or by direct access.

In vCenter, press Alt+F1to access the login prompt. For security reasons, vRealize Operations
Manager remote terminal sessions are disabled by default.

2 Loginasroot.

VvRealize Operations Manager does not allow you to access the command prompt until you
create a root password.

3 At the prompt for a new password, enter the root password that you want and note it for
future reference.

4 Reenter the root password.

5 Log out of the console.

Change the Root Password

You can change the root password for any vRealize Operations Manager primary or data node at
any time by using the console.

The root user bypasses the pam_cracklib module password complexity check, which is found

in /etc/pam.d/system—password. All hardened appliances enable enforce_for_root for the pw_history
module, found in the /etc/pam.d/system—password file. The system remembers the last five
passwords by default. Old passwords are stored for each user in the /etc/security/opasswd file.

Prerequisites

Verify that the root password for the appliance meets your organization’s corporate password
complexity requirements. If the account password starts with $6$, it uses a sha512 hash. This is
the standard hash for all hardened appliances.

Procedure
1 Runthe # passwd command at the root shell of the appliance.

2 To verify the hash of the root password, log in as root and run the # more /etc/shadow
command.

The hash information appears.

3 If the root password does not contain a sha512 hash, run the passwd command to change it.

Manage Password Expiry

Configure all account password expirations in accordance with your organization's security
policies.
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By default, all hardened VMware appliances use a 60-day password expiry. On most hardened
appliances, the root account is set to a 365-day password expiry. As a best practice, verify that
the expiry on all accounts meets security and operation requirements standards.

If the root password expires, you cannot reinstate it. You must implement site-specific policies to
prevent administrative and root passwords from expiring.

Procedure

1 Loginto your virtual appliance machines as root and run the # more /etc/shadow command to
verify the password expiry on all accounts.

2 To modify the expiry of the root account, run the # passwd -x 365 root command.

In this command, 365 specifies the number of days until password expiry. Use the same
command to modify any user, substituting the specific account for root and replacing the
number of days to meet the expiry standards of the organization.

By default, the root password is set for 365 days.

Managing Secure Shell, Administrative Accounts, and Console Access

For remote connections, all hardened appliances include the Secure Shell (SSH) protocol. SSH is
disabled by default on the hardened appliance.

SSH is an interactive command-line environment that supports remote connections to a vRealize
Operations Manager node. SSH requires high-privileged user account credentials. SSH activities
generally bypass the role-based access control (RBAC) and audit controls of the vRealize
Operations Manager node.

As a best practice, disable SSH in a production environment and enable it only to diagnose or
troubleshoot problems that you cannot resolve by other means. Leave it enabled only while
needed for a specific purpose and in accordance with your organization's security policies. If you
enable SSH, ensure that it is protected against attack and that you enable it only for as long as
required. Depending on your vSphere configuration, you can enable or disable SSH when you
deploy your Open Virtualization Format (OVF) template.

As a simple test to determine whether SSH is enabled on a machine, try to open a connection by
using SSH. If the connection opens and requests credentials, then SSH is enabled and is available
for making connections.

Secure Shell Root User

Because VMware appliances do not include preconfigured default user accounts, the root
account can use SSH to directly log in by default. Disable SSH as root as soon as possible.

To meet the compliance standards for nonrepudiation, the SSH server on all hardened appliances
is preconfigured with the AllowGroups wheel entry to restrict SSH access to the secondary group
wheel. For separation of duties, you can modify the AllowGroups wheel entry in the /etc/ssh/
sshd_config file to use another group such as sshd.
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The wheel group is enabled with the pam_wheel module for superuser access, so members of the
wheel group can use the su-root command, where the root password is required. Group
separation enables users to use SSH to the appliance, but not to use the su command to log in as
root. Do not remove or modify other entries in the AllowGroups field, which ensures proper
appliance function. After making a change, restart the SSH daemon by running the # service

sshd restart command.

Enable or Disable Secure Shell on a vRealize Operations Manager Node

You can enable Secure Shell (SSH) on a vRealize Operations Manager node for troubleshooting.
For example, to troubleshoot a server, you might require console access to the server through
SSH. Disable SSH on a vRealize Operations Manager node for normal operation.

Procedure

1 Access the console of the vRealize Operations Manager node from vCenter.
Press Alt + F1to access the login prompt then log in.

Run the #systemctl list-unit-files ——type service command.

If the sshd service is off, run the #systemctl enable sshd command.

Run the #service sshd start command to start the sshd service.

o u h~ W N

Run the #service sshd stop command to stop the sshd service.

You can also enable or disable Secure Shell from the SSH Status column of the vRealize
Operations Manager administration interface.

Create a Local Administrative Account for Secure Shell

You must create local administrative accounts that can be used as Secure Shell (SSH) and that
are members of the secondary wheel group, or both before you remove the root SSH access.

Before you disable direct root access, test that authorized administrators can access SSH by
using AllowGroups, and that they can use the wheel group and the su command to log in as root.

Procedure

1 Login asroot and run the following commands.

# useradd -d /home/vropsuser —-g users -G wheel -m
# passwd username

Wheel is the group specified in AllowGroups for SSH access. To add multiple secondary
groups, use -G wheel, sshd.

2 Switch to the user and provide a new password to ensure password complexity checking.

# su - username
username@hostname: ~>passwd
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If the password complexity is met, the password updates. If the password complexity is not
met, the password reverts to the original password, and you must rerun the password
command.

After you create the login accounts to allow SSH remote access and use the su command to
log in as root using the wheel access, you can remove the root account from the SSH direct
login.

3 Toremove direct login to SSH, modify the /etc/ssh/sshd_config file by replacing

(#)PermitRootLogin yes with PermitRootLogin no

What to do next

Disable direct logins as root. By default, the hardened appliances allow direct login to root
through the console. After you create administrative accounts for nonrepudiation and test them
for wheel access (su-root), disable direct root logins by editing the /etc/securetty file as root
and replacing the ttyl entry with console.

Restrict Secure Shell Access

As part of your system hardening process, restrict Secure Shell (SSH) access by configuring the
tcp_wrappers package appropriately on all VMware virtual appliance host machines. Also
maintain required SSH key file permissions on these appliances.

All VMware virtual appliances include the tcp_wrappers package to allow tcp-supported
daemons to control the network subnets that can access the libwrapped daemons. By default,
the /etc/hosts.allow file contains a generic entry, sshd: ALL : ALLOW, that allows all access to
the secure shell. Restrict this access as appropriate for your organization.

Procedure
1 Openthe /etc/hosts.allow file on your virtual appliance host machine in a text editor.

2 Change the generic entry in your production environment to include only the local host
entries and the management network subnet for secure operations.

sshd:127.0.0.1 : ALLOW
sshd: [::1] : ALLOW
sshd: 10.0.0.0 :ALLOW

In this example, all local host connections and connections that the clients make on the
10.0.0.0 subnet are allowed.

3 Add all appropriate machine identification, for example, host name, IP address, fully qualified
domain name (FQDN), and loopback.

4 Save the file and close it.

Maintain Secure Shell Key File Permissions

To maintain an appropriate level of security, configure Secure Shell (SSH) key file permissions.
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View the public host key files, located in /etc/ssh/*key.pub.

Verify that these files are owned by root, that the group is owned by root, and that the files

View the private host key files, located in /etc/ssh/*key.

Verify that root owns these files and the group, and that the files have permissions set to

Procedure
1
2
have permissions set to 0644.
The permissions are (-rw-r--r--).
3 Close all files.
4
5
0600.
The permissions are (-rw------- ).
6 Close all files.

Harden the Secure Shell Server Configuration

Where possible, the Virtual Application Installation (OVF) has a default hardened configuration.
Users can verify that their configuration is appropriately hardened by examining the server and
client service in the global options section of the configuration file.

If possible, restrict use of the SSH server to a management subnet in the /etc/hosts.allow file.

Procedure

1

Open the /etc/ssh/sshd_config server configuration file and verify that the settings are

correct.
Setting Status
Server Daemon Protocol Protocol 2

Ciphers

TCP Forwarding
Server Gateway Ports
X11 Forwarding

SSH Service

GSSAPI Authentication
Kerberos Authentication

Local Variables (AcceptEnv global option)

Tunnel Configuration
Network Sessions

Strict Mode Checking

VMware, Inc.

Ciphers aes256-ctr, aes128-ctr
AllowTCPForwarding no
Gateway Ports no
X1Forwarding no

Use the AllowGroups field and specify a group permitted to access
and add members to the secondary group for users permitted to
use the service.

GSSAPIAuthentication no, if unused
KerberosAuthentication no, if unused

Set to disabled by commenting out or enabled for only LC_* or
LANG variables

PermitTunnel no
MaxSessions 1

Strict Modes yes
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Setting

Privilege Separation

rhosts RSA Authentication
Compression

Message Authentication code

User Access Restriction

Status

UsePrivilegeSeparation yes
RhostsRSAAuthentication no
Compression delayed or Compression no
MACs hmac-shal

PermitUserEnvironment no

2 Save your changes and close the file.

Harden the Secure Shell Client Configuration

As part of your system hardening monitoring process, verify hardening of the SSH client by
examining the SSH client configuration file on virtual appliance host machines to ensure that it is
configured according to VMware guidelines.

Procedure

1 Open the SSH client configuration file, /etc/ssh/ssh_config, and verify that the settings in
the global options section are correct.

Setting

Client Protocol

Client Gateway Ports
GSSAPI Authentication

Local Variables (SendEnv global
option)

CBC Ciphers

Message Authentication Codes

Status

Protocol 2

Gateway Ports no
GSSAPIAuthentication no

Provide only LC_* or LANG variables

Ciphers aes256-ctr,aes128-ctr

Used in the MACs hmac-shal entry only

2 Save your changes and close the file.

Disable Direct Logins as Root

By default, the hardened appliances allow you to use the console to log in directly as root. As a
security best practice, you can disable direct logins after you create an administrative account
for nonrepudiation and test it for wheel access by using the su-root command.

Prerequisites

m  Complete the steps in the topic called Create a Local Administrative Account for Secure Shell.

m  Verify that you have tested accessing the system as an administrator before you disable

direct root logins.

VMware, Inc.
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Procedure
1 Login as root and navigate to the /etc/securetty file.
You can access this file from the command prompt.

2 Replace the ttyl entry with console.

Disable SSH Access for the Admin User Account

As a security best practice, you can disable SSH access for the admin user account. The vRealize
Operations Manager admin account and the Linux admin account share the same password.
Disabling SSH access to the admin user enforces defense in depth by ensuring all users of SSH
first login to a lesser privileged service account with a password that differs from the vRealize
Operations Manager admin account and then switch user to a higher privilege such as the admin
or root.

Procedure
1 Edit the /etc/ssh/sshd_config file.
You can access this file from the command prompt.
2 Add the DenyUsers admin entry anywhere in the file and save the file.

3 Torestart the sshd server, run the service sshd restart command.

Set Boot Loader Authentication

To provide an appropriate level of security, configure boot loader authentication on your
VMware virtual appliances. If the system boot loader requires no authentication, users with
console access to the system might be able to alter the system boot configuration or boot the
system to single user or maintenance mode, which can result in denial of service or unauthorized
system access.

Because boot loader authentication is not set by default on the VMware virtual appliances, you
must create a GRUB password to configure it.

Procedure

1 Verify whether a boot password exists in the /boot/grub/grub.cfg file on your virtual
appliances.

2 If no password exists, run the /usr/bin/grub2-mkpasswd-pbkdf2 command on your virtual
appliance.

A password is generated, and the command supplies the hash output.
3 Add following lines at the end of /etc/grub.d/files/40_custom.
set superusers="root"

password_pbkdf2 root <hash of password>
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4 Backup the /boot/grub/grub.cfg file by using:
cp /boot/grub/grub.cfg /boot/grub/grub.cfg.vropsbackup

5 Update the grub configuration by running the /usr/sbin/grub2-mkconfig -o /boot/grub/
grub.cfg command.

What to do next

Note Important: Follow the upgrade procedure described below as otherwise, after upgrade,
VRealize Operations Manager will not start.

Upgrade procedure for vRealize Operations Manager with a password protected boot loader.

1 Restore the old grub.cfg by running the following command:

cp /boot/grub/grub.cfg.vropsbackup /boot/grub/grub.cfg

2 Upgrade vRealize Operations Manager.

3 Follow all the steps described under Set Boot Loader Authentication after the upgrade of
vRealize Operations Manager.

Monitor Minimal Necessary User Accounts

You must monitor existing user accounts and ensure that any unnecessary user accounts are
removed.

Procedure

¢ Runthe host:~ # cat /etc/passwd command and verify the minimal necessary user accounts:

root:x:0:0:root:/root:/bin/bash

bin:x:1:1:bin:/dev/null:/bin/false

daemon:x:6:6:Daemon User:/dev/null:/bin/false
messagebus:x:18:18:D-Bus Message Daemon User:/var/run/dbus:/bin/false
systemd-bus-proxy:x:72:72:systemd Bus Proxy:/:/bin/false
systemd-journal-gateway:x:73:73:systemd Journal Gateway:/:/bin/false
systemd-journal-remote:x:74:74:systemd Journal Remote:/:/bin/false
systemd-journal-upload:x:75:75:systemd Journal Upload:/:/bin/false
systemd-network:x:76:76:systemd Network Management:/:/bin/false
systemd-resolve:x:77:77:systemd Resolver:/:/bin/false
systemd-timesync:x:78:78:systemd Time Synchronization:/:/bin/false
nobody:x:65534:65533:Unprivileged User:/dev/null:/bin/false
sshd:x:50:50:sshd PrivSep:/var/lib/sshd:/bin/false
apache:x:25:25:Apache Server:/srv/www:/bin/false

ntp:x:87:87:Network Time Protocol:/var/lib/ntp:/bin/false
named:x:999:999::/var/lib/bind:/bin/false
admin:x:1000:1003::/home/admin: /bin/bash
postgres:x:1001:100::/var/vmware/vpostgres/9.6:/bin/bash
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Monitor Minimal Necessary Groups

You must monitor existing groups and members to ensure that any unnecessary groups or group

access is removed.

Procedure

¢ Run the <host>:~ # cat /etc/group command to verify the minimum necessary groups and

group membership.

root:x:0:admin
bin:x:1:daemon
Sys:x:2:
kmem:x:3:
tape:x:4:
tty:x:5:
daemon:x:6:
floppy:x:7:
disk:x:8:
dialout:x:10:
audio:x:11:
video:x:12:
utmp:x:13:
usb:x:14:
cdrom:x:15:
adm:x:16:
messagebus:x:18:
systemd-journal:x:23:
input:x:24:
mail:x:34:
lock:x:54:
dip:x:30:
systemd-bus—proxy:x:72:

systemd-journal-gateway:x:73:

systemd-journal-remote:x:74:
systemd-journal-upload:x:75:
systemd-network:x:76:
systemd-resolve:x:77:
systemd-timesync:x:78:
nogroup:x:65533:
users:x:100:

sudo:x:27:
wheel:x:28:root,admin
sshd:x:50:
apache:x:25:admin,apache
ntp:x:87:

named:x:999:
vami:x:1000:root
admin:x:1003:

Resetting the vRealize Operations Manager Administrator Password (Linux)

As a security best practice, you can reset the vRealize Operations Manager password on Linux
clusters for vApp or Linux installations.
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Procedure

1 Login to the remote console of the primary node as root.

2 Enter the $VMWARE_PYTHON_BIN $VCOPS_BASE/../vmware-vcopssuite/utilities/
sliceConfiguration/bin/vcopsSetAdminPassword.py —--reset command and follow the prompts.

Configure NTP on VMware Appliances

For critical time sourcing, disable host time synchronization and use the Network Time Protocol
(NTP) on VMware appliances. You must configure a trusted remote NTP server for time
synchronization. The NTP server must be an authoritative time server or at least synchronized
with an authoritative time server.

The NTP daemon on VMware virtual appliances provides synchronized time services. NTP is
disabled by default, so you need to configure it manually. If possible, use NTP in production
environments to track user actions and to detect potential malicious attacks and intrusions
through accurate audit and log keeping. For information about NTP security notices, see the NTP
Web site.

The NTP configuration file is located in the /etc/ntp.conf file on each appliance.

Procedure

1 Navigate to the /etc/ntp.conf configuration file on your virtual appliance host machine.
2 Set the file ownership to root:root.

3 Set the permissions to 0640.
4

To mitigate the risk of a denial-of-service amplification attack on the NTP service, open
the /etc/ntp.conf file and ensure that the restrict lines appear in the file.

restrict default kod nomodify notrap nopeer noquery
restrict -6 default kod nomodify notrap nopeer noquery
restrict 127.0.0.1

restrict -6 ::1

5 Save any changes and close the files.
For information on NTP security notices, see http://support.ntp.org/bin/view/Main/
SecurityNotice.

Disable the TCP Timestamp Response on Linux

Use the TCP timestamp response to approximate the remote host's uptime and aid in further
attacks. Additionally, some operating systems can be fingerprinted based on the behavior of
their TCP time stamps.
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Procedure
¢ Disable the TCP timestamp response on Linux.

a To set the value of net.ipv4.tcp_timestamps to 0, run the sysctl -w
net.ipv4.tcp_timestamps=0 command.

b Add the ipv4.tcp_timestamps=0 value in the default sysctl.conf file.

Enable FIPS 140-2 Mode

The version of OpenSSL that is shipped with vRealize Operations Manager 6.3 and later releases
is FIPS 140-2 certified. However, the FIPS mode is not enabled by default.

You can enable the FIPS mode if there is a security compliance requirement to use FIPS certified
cryptographic algorithms with the FIPS mode enabled.

Enabling FIPS mode:

1 Login to each cluster node as root using SSH or console.

2 Openthe /etc/httpd/conf/extra/httpd-ssl.conf file in a text editor.

3 Search for the SSLProxyCipherSuite line and add SSLFIPS on directly below it.
4 Reset the Apache configuration with the service httpd restart command.
Verifying FIPS mode:

1 After an httpd service restart, open the /var/log/httpd/error.log log file.

2 Search for the log event called Operating in SSL FIPS mode.

Disabling FIPs mode:

1 Login to each cluster node as root using SSH or console.

2 Open the /etc/httpd/conf/extra/httpd-ssl.conf file in a text editor.

3 Search for the SSLFIPS line and replace SSLFIPS on with SSLFIPS off.
4

Reset the Apache configuration with the service httpd restart command.

TLS for Data in Transit

As a security best practice, ensure that the system is deployed with secure transmission
channels.

Configure Strong Protocols for vRealize Operations Manager

Protocols such as SSLv2 and SSLv3 are no longer considered secure. In addition, TLS 1.0 and TLS
1.1 have also been disabled and only TLS 1.2 is enabled by default.

Note When you upgrade your vRealize Operations Manager instance to the 8.0 version, both
TLS 1.0 and TLS 1.1 are disabled on all vRealize Operations Manager nodes. TLS 1.2 is the only
protocol that is supported by default.
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Verify the Correct Use of Protocols in Apache HTTPD
vRealize Operations Manager disables SSLv2, SSLv3, TLSv1, and TLSv1.1 by default. You must

disable weak protocols on all load balancers before you put the system into production.

Procedure

1 Runthegrep SSLProtocol /usr/lib/vmware-vcopssuite/utilities/conf/vcops-
apache.conf | grep —-v '#' command from the command prompt to verify that SSLv2,
SSLv3, TLSv1, and TLSvV1.1 are disabled.

If the protocols are disabled, the command returns the following output: SSLProtocol All -
SSLv2 -SSLv3 -TLSvl -TLSv1.1.

2 Torestart the Apache2 server, run the systemctl restart httpd command from the
command prompt.

Verify the Correct Use of Protocols in the GemFire TLS Handler
vRealize Operations Manager disables SSLv3, TLS 1.0, and TLS 1.1 by default. You must disable
weak protocols on all load balancers before you put the system into production.

Procedure

1 Verify that the protocols are enabled. To verify that the protocols are enabled, run the
following commands on each node:

grep cluster-ssl-protocol /usr/lib/vmware-vcops/user/conf/gemfire.properties | grep -v '#'

The following result is expected:

cluster-ssl-protocols=TLSv1.2
grep cluster-ssl-protocol /usr/lib/vmware-vcops/user/conf/gemfire.native.properties | grep -v '#'

The following result is expected:

cluster-ssl-protocols=TLSv1.2
grep cluster-ssl-protocol /usr/lib/vmware-vcops/user/conf/gemfire.locator.properties | grep -v '#'

The following result is expected:
cluster-ssl-protocols=TLSv1.2
2 Re-enable TLS 1.0 and TLS 1.1.
a Navigate to the administrator user interface to bring the cluster offline: ur1l/admin.

b Click Bring Offline.
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c To ensure that TLS 1.0 and TLS 1.1 are enabled, run the following commands:

sed -1 "/A[M#]*cluster-ssl-protocol/ c\cluster-ssl-protocols=TLSv1.2 TLSvl.1l
TLSv1l" /usr/lib/vmware-vcops/user/conf/gemfire.properties

sed -1 "/A[M#]*cluster-ssl-protocol/ c\cluster-ssl-protocols=TLSv1.2 TLSvl.1l
TLSv1l" /usr/lib/vmware-vcops/user/conf/gemfire.native.properties

sed -1 "/A[M#]*cluster-ssl-protocol/ c\cluster-ssl-protocols=TLSv1l.2 TLSvl.1l
TLSv1" /usr/lib/vmware-vcops/user/conf/gemfire.locator.properties

Repeat this step for each node.
d Navigate to the administrator user interface to bring the cluster online.

e Click Bring Online.

Configure vRealize Operations Manager to Use Strong Ciphers

For maximum security, you must configure vRealize Operations Manager components to use
strong ciphers. To ensure that only strong ciphers are selected, disable the use of weak ciphers.
Configure the server to support only strong ciphers and to use sufficiently large key sizes. Also,
configure the ciphers in a suitable order.

vRealize Operations Manager disables the use of cipher suites using the DHE key exchange by
default. Ensure that you disable the same weak cipher suites on all load balancers before you put
the system into production.

Using Strong Ciphers

The encryption cipher negotiated between the server and the browser determines the key

exchange method and encryption strength that is used in a TLS session.
Verify the Correct Use of Cipher Suites in Apache HTTPD
For maximum security, verify the correct use of cipher suites in Apache httpd.

Procedure

1 To verify the correct use of cipher suites in Apache httpd, run the grep
SSLCipherSuite /usr/lib/vmware-vcopssuite/utilities/conf/vcops-apache.conf | grep
-v '"#' command from the command prompt.

If Apache httpd uses the correct cipher suites, the command returns the following output:
SSLCipherSuite HIGH:!aNULL!ADH: !'EXP: !MD5:!3DES: !CAMELLIA: !PSK:!SRP: !DH:@STRENGTH

2 To configure the correct use of cipher suites, run the sed -i "/A[A#]*SSLCipherSuite/ c
\SSLCipherSuite HIGH:\!aNULL\'ADH:\!EXP:\!MD5:\!3DES:\!CAMELLIA:\!PSK:\!SRP:\!
DH:@STRENGTH" /usr/lib/vmware-vcopssuite/utilities/conf/vcops-apache.conf
command from the command prompt.

Run this command if the output in Step 1is not as expected.
This command disables all cipher suites that use DH and DHE key exchange methods.

3 Runthe /etc/init.d/apache2 restart command from the command prompt to restart the
Apache2 server.

VMware, Inc. 47



vRealize Operations Manager 8.0 Help

4 Toreenable DH, remove !DH from the cipher suites by running the sed -i "/
A[A#]*SSLCipherSuite/ c\SSLCipherSuite HIGH:\!aNULL\!ADH:\!EXP:\!MD5:\!3DES:\!
CAMELLIA:\!PSK:\!SRP:@STRENGTH" /usr/lib/vmware-vcopssuite/utilities/conf/vcops—
apache.conf command from the command prompt.

5 Runthe systemctl restart httpd command from the command prompt to restart the
Apache2 server.

Verify the Correct Use of Cipher Suites in GemFire TLS Handler
For maximum security, verify the correct use of cipher suites in GemFire TLS Handler.

Procedure

1 To verify that the cipher suites are enabled, run the following commands on each node to
verify that the protocols are enabled:

grep cluster-ssl-ciphers /usr/lib/vmware-vcops/user/conf/gemfire.properties |
grep —-v '#'
grep cluster-ssl-ciphers /usr/lib/vmware-vcops/user/conf/
gemfire.native.properties | grep —-v '#'
grep cluster-ssl-ciphers /usr/lib/vmware-vcops/user/conf/
gemfire.locator.properties | grep -v '#'

2 Configure the correct cipher suites.
a Navigate to the administrator user interface at URL/admin.
b To bring the cluster offline, click Bring Offline.

¢ To configure the correct cipher suites, run the following commands:

sed -1 "/A[AM]*cluster-ssl-ciphers/ c\cluster-ssl-—
ciphers=TLS_ECDHE_RSA_WITH_AES_128_GCM_SHA256
TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384" /usr/lib/vmware-vcops/user/conf/
gemfire.properties

sed -1 "/A[A#]*cluster-ssl-ciphers/ c\cluster-ssl-
ciphers=TLS_ECDHE_RSA_WITH_AES_128_GCM_SHA256
TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384" /usr/lib/vmware-vcops/user/conf/
gemfire.native.properties

sed -1 "/A[A#]*cluster-ssl-ciphers/ c\cluster-ssl-
ciphers=TLS_ECDHE_RSA_WITH_AES_128_GCM_SHA256
TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384" /usr/lib/vmware-vcops/user/conf/
gemfire.locator.properties

Repeat this step for each node.
d Navigate to the administrator user interface at URL/admin.

e Click Bring Online.
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Enabling TLS on Localhost Connections

By default, the localhost connections to the PostgreSQL database do not use TLS. To enable TLS,
you have to either generate a self-signed certificate with OpenSSL or provide your own
certificate.

To enable TLS on localhost connections to PostgreSQL, complete the following steps:
1 Generate or Provide Your Own Self-Signed Certificate with OpenSSL
2 Install the Certificate for PostgreSQL

3 Enable TLS on PostgreSQL

Generate or Provide Your Own Self-Signed Certificate with OpenSSL

Localhost connections to the PostgreSQL database do not use TLS. To enable TLS, you can
generate your own self-signed certificate with OpenSSL or provide your own certificate.

m  To generate a self-signed certificate with OpenSSL, run the following commands:

openssl req —-new —text -out cert.req
openssl rsa —-in privkey.pem -out cert.pem
openssl req -x509 -in cert.req -text -key cert.pem —out cert.cert

m  To provide your own certificate, complete the following steps:
= Modify the ownership of the CAcerts.crt file to postgres.
m Edit the postgresql.conf file to include the directive ss1_ca_file = 'CAcerts.crt.

If you are using a certificate with a CA chain, you must add a CAcerts.crt file containing
the intermediate and root CA certificates to the same directory.

Install the Certificate for PostgreSQL

You must install the certificate for PostgreSQL when you enable TLS on localhost connections to
PostgreSQL.

Procedure

1 Copy the cert.pem file to /storage/db/vcops/vpostgres/data/server.key.

2 Copy the cert.cert file to /storage/db/vcops/vpostgres/data/server.crt.

3 Runthe chmod 600 /storage/db/vcops/vpostgres/data/server.key command.
4 Run the chmod 600 /storage/db/vcops/vpostgres/data/server.crt command.
5

Run the chown postgres /storage/db/vcops/vpostgres/data/server.key and chown
postgres /storage/db/vcops/vpostgres/data/server.crt commands to change the
ownership of the server.crt and server.key files from root to postgres.

Enable TLS on PostgreSQL

You must edit the postgresql.conf file to enable TLS on localhost connections to PostgreSQL.
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Procedure

¢ Edit the postgresql.conf file at /storage/db/vcops/vpostgres/data/ and make the

following changes:
a Setssl = on.

b Setssl_cert_file =

c Setssl_key_file = 'server.key'.

'server.crt'.

Application Resources That Must be Protected

As a security best practice, ensure that the application resources are protected.

Follow the steps to ensure that the application resources are protected.

Procedure

1 Runthe find / -path /proc -prune -o -type f —perm /6000 -1s command to verify that
the files have a well-defined SUID and GUID bits set.

The following list appears:

584208 44 —rwsr-xr-x 1
584210 60 —rwsr—-xr-x
584646 56 —-rwsr—-x———
584216 40 —-rwsr-xr-x
584206 68 —rwsr-xr-x
584211 44 —rwsr-xr-x
584218 40 —-rwsr-xr-x
587446 144 —-rwsr—-xr-x
585233 36 —-rwsr-xr-x
584212 32 —-rwsr-xr-x
584209 76 —rwsr—-xr-x
585231 56 —-rwsr-xr-x
583901 36 —-rwsr-xr-x
586675 36 —-rwsr-xr-x
584217 44 —rwsr-xr-x
584214 80 —rwsr-xr-x
582975 428 —rwsr—-xr-x
587407 80 —-rwsr—-x——-—

launch-helper
587109 16 —-rwsr—-xr-x
587105 16 —-rwxr-sr-x
582750 40 —-rwsr-xr-x

root
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B

2 Runthe find / -path */proc
to verify that all the files in the vApp have an owner.

root
root
root
root
root
root
root
root
root
root
root
root
root
root
root
root
root

root
root
root

root
root
root
root
root
root
root
root
root
root
root
root
root
root
root
root
root
root

root
root
root

44696 Feb 4

54112
51872
37128
63736
44544
37128
140856
36144
31048
71848
52968
34944
34952
44472
75776
432512
76224

14408
14384
38960

Feb
Feb
Feb
Feb
Feb
Feb
Feb
Feb
Feb
Feb
Feb
Feb
Feb
Feb
Feb
Mar
Feb

Feb
Feb
Feb

2019 /usr/bin/su

e B e e T T = T R

&~ b

—prune —o —-nouser —-print -o

All the files have an owner if there are no results.
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2019 /usr/bin/chfn

2019 /usr/bin/crontab

2019 /usr/bin/newgidmap

2019 /usr/bin/passwd

2019 /usr/bin/chsh

2019 /usr/bin/newuidmap

2019 /usr/bin/sudo

2019 /usr/bin/umount

2019 /usr/bin/expiry

2019 /usr/bin/chage

2019 /usr/bin/mount

2019 /usr/bin/fusermount

2019 /usr/bin/fusermount3
2019 /usr/bin/newgrp

2019 /usr/bin/gpasswd

2019 /usr/libexec/ssh-keysign
2019 /usr/libexec/dbus—daemon-

2019 /usr/sbin/usernetctl

2019 /usr/sbin/netreport
2019 /usr/sbin/unix_chkpw

—-nogroup —-print command
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e

3 Runthe find / -name "*" —type f -not -path "*/sys*" -not -path "*/proc*" -not -
path "*/dev*" —perm —o+w | xargs 1ls —-1b command to verify that none of the files are
world writable files by reviewing permissions of all the files on the vApp.

Others should not have write permission. The permissions on these files should be ##4 or
##5, where # equals the default given set of permissions for the Owner and Group, such as 6
or 7.

4 Runthe find / -path */proc —-prune -o ! —user root -o -user admin -print command
to verify that the files are owned by the correct user.

All the files belong to either root or admin if there are no results.

5 Run the find /usr/1ib/vmware-casa/ -type f —perm —o=w command to ensure that files in
the /usr/1lib/vmware-casa/ directory are not world writable.

There must be no results.

6 Runthe find /usr/lib/vmware-vcops/ —-type f —-perm —o=w command to ensure that files in
the /usr/1lib/vmware-vcops/ directory are not world writable.

There must be no results.

7 Runthe find /usr/lib/vmware-vcopssuite/ —type f —perm —o=w command to ensure that files in
the /usr/1lib/vmware-vcopssuite/ directory are not world writable.

There must be no results.

Apache Configuration

Disable Web Directory Browsing

As a security best practice, ensure that a user cannot browse through a directory because it can
increase the risk of exposure to directory traversal attacks.

Procedure
¢ Verify that web directory browsing is disabled for all directories.

a Open the /etc/apache2/default-server.conf and /usr/lib/vmware-vcopssuite/
utilities/conf/vcops-apache.conf files in a text editor.

b Verify that for each <Directory> listing, the option called Indexes for the relevant tag is

omitted from the Options line.

Remove the Sample Code for the Apache2 Server

Apache includes two sample Common Gateway Interface (CGIl) scripts, printenv and test-cgi. A
production Web server must contain only components that are operationally necessary. These
components have the potential to disclose critical information about the system to an attacker.

As a security best practice, delete the CGlI scripts from the cgi-bin directory.
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Procedure

& Toremove test-cgi and prinenv scripts, run the rm /usr/share/doc/packages/apache2/
test-cgi and rm /usr/share/doc/packages/apache2/printenv commands.

Verify Server Tokens for the Apache2 Server

As part of your system hardening process, verify server tokens for the Apache2 server. The Web
server response header of an HTTP response can contain several fields of information.
Information includes the requested HTML page, the Web server type and version, the operating
system and version, and ports associated with the Web server. This information provides
malicious users important information without the use of extensive tools.

The directive ServerTokens must be set to Prod. For example, ServerTokens Prod. This directive
controls whether the response header field of the server that is sent back to clients includes a
description of the operating system and information about compiled-in modules.

Procedure

1 To verify server tokens, run the cat /etc/apache2/sysconfig.d/global.conf | grep
ServerTokens command.

2 To modify ServerTokens 0OS to ServerTokens Prod, run the sed -i 's/\(ServerTokens\s\+
\)0S/\1Prod/g"' /etc/apache2/sysconfig.d/global.conf command.
Disable the Trace Method for the Apache2 Server

In standard production operations, use of diagnostics can reveal undiscovered vulnerabilities that
lead to compromised data. To prevent misuse of data, disable the HTTP Trace method.

Procedure

1 To verify the Trace method for the Apache2 server, run the following command grep
TraceEnable /usr/lib/vmware-vcopssuite/utilities/conf/vcops—apache.conf.

2 To disable the Trace method for the Apache2 server, run the following command sed -i "/
A[A#]*TraceEnable/ c\TraceEnable off" /usr/lib/vmware-vcopssuite/utilities/conf/
vcops-apache. conf.

Disable Configuration Modes

As a best practice, when you install, configure, or maintain vRealize Operations Manager, you can
modify the configuration or settings to enable troubleshooting and debugging of your
installation.

Catalog and audit each of the changes you make to ensure that they are properly secured. Do
not put the changes into production if you are not sure that your configuration changes are
correctly secured.
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Managing Nonessential Software Components

To minimize security risks, remove or configure nonessential software from your vRealize
Operations Manager host machines.

Configure all software that you do not remove in accordance with manufacturer
recommendations and security best practices to minimize the potential to create security
breaches.

Secure the USB Mass Storage Handler

Secure the USB mass storage handler to prevent it from loading by default on vRealize
appliances and to prevent its use as the USB device handler with the vRealize appliances.
Potential attackers can exploit this handler to install malicious software.

Procedure
1 Open the /etc/modprobe.d/modprobe.conf file in a text editor.
2 Ensure that the install usb-storage /bin/true line appears in the file.

3 Save the file and close it.

Secure the Bluetooth Protocol Handler

Secure the Bluetooth protocol handler on your vRealize Appliances to prevent potential attackers
from exploiting it.

Binding the Bluetooth protocol to the network stack is unnecessary and can increase the attack
surface of the host. Prevent the Bluetooth protocol handler module from loading by default on
VvRealize Appliances.

Procedure
1 Open the /etc/modprobe.d/modprobe.conf file in a text editor.
2 Ensure that the line install bluetooth /bin/true appears in this file.

3 Save the file and close it.

Secure the Stream Control Transmission Pro