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About vRealize Operations Manager
Reference for Metrics, Properties, and
Alerts

The vRealize Operations Manager Reference for Metrics, Properties, and Alerts provides
information about the metric, properties, and alert definitions provided with vRealize Operations
Manager.

Intended Audience

This information is intended for anyone who wants to install and configure vRealize Operations
Manager by using a virtual appliance deployment. The information is written for experienced
virtual machine administrators who are familiar with enterprise management applications and
datacenter operations.

Note All unit conversions in vRealize Operations Manager are based on 1024 factor.

VMware, Inc.



Metric Definitions in vRealize
Operations Manager

Metric definitions provide an overview of how the metric value is calculated or derived. If you
understand the metric, you can better tune vRealize Operations Manager to display results that
help you to manage your environment.

vRealize Operations Manager collects data from objects in your environment. Each piece of data
collected is called a metric observation or value. vRealize Operations Manager uses the VMware
vCenter® adapter to collect raw metrics. vRealize Operations Manager uses the vRealize
Operations Manager adapter to collect self-monitoring metrics. In addition to the metrics it
collects, vRealize Operations Manager calculates capacity metrics, badge metrics, and metrics to
monitor the health of your system.

All metric definitions are provided. The metrics reported on your system depend on the objects
in your environment. You can use metrics to help troubleshoot problems.

This chapter includes the following topics:
m  Metrics for vCenter Server Components
m  Operating System Metrics

m  Application Service Metrics

m  Remote Check Metrics

m  Service Discovery Metrics

m Calculated Metrics

m  Self-Monitoring Metrics for vRealize Operations Manager
m  VRealize Automation 7.x Metrics

m  VRealize Automation 8.x Metrics

m  Metrics for vSAN

m  Metrics for the Operating Systems and Remote Service Monitoring Plug-ins in End Point
Operations Management

m  Metrics for Microsoft Azure

m  Metrics for Management Pack for AWS

VMware, Inc.
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m  Metrics in VMware Cloud on AWS

Metrics for vCenter Server Components

VRealize Operations Manager connects to VMware vCenter Server® instances through the
vCenter adapter to collect metrics for vCenter Server components and uses formulas to derive
statistics from those metrics. You can use metrics to troubleshoot problems in your environment.

vCenter Server components are listed in the describe.xml file for the vCenter adapter. The
following example shows sensor metrics for the host system in the describe.xml file.

<ResourceGroup instanced="false" key="Sensor" nameKey="1350" validation="">

<ResourceGroup instanced="false" key="fan" nameKey="1351" validation="">
<ResourceAttribute key="currentValue" nameKey="1360" dashboardOrder="1" dataType="float"

defaultMonitored="false" isDiscrete="false" isRate="false" maxVal="" minVal="" unit="percent"/>
<ResourceAttribute key="healthState" nameKey="1361" dashboardOrder="1" dataType="float"
defaultMonitored="false" isDiscrete="false" isRate="false" maxVal="" minval="" />
</ResourceGroup>

<ResourceGroup instanced="false" key="temperature" nameKey="1352" validation="">
<ResourceAttribute key="currentValue" nameKey="1362" dashboardOrder="1" dataType="float"

defaultMonitored="false" isDiscrete="false" isRate="false" maxVal="" minval="" />
<ResourceAttribute key="healthState" nameKey="1363" dashboardOrder="1" dataType="float"
defaultMonitored="false" isDiscrete="false" isRate="false" maxVal="" minval="" />
</ResourceGroup>
</ResourceGroup>

Each ResourceAttribute element includes the name of a metric that appears in the Ul and is
documented as a Metric Key.

Table 1-1. Sensor Metrics for Host System Cooling

Metric Key Metric Name Description
Sensor|fan|currentValue Speed Fan speed.
Sensorl|fan|healthState Health State Fan health state.
Sensor|temperature|currentValue Temperature Host system temperature.
Sensor|temperaturelhealthState Health State Host system health state.

vSphere Metrics

vRealize Operations Manager collects CPU use, disk, memory, network, and summary metrics for
objects in the vSphere world.

Capacity metrics can be calculated for vSphere world objects. See Capacity Analytics Generated
Metrics.

CPU Usage Metrics

CPU usage metrics provide information about CPU use.

VMware, Inc. 10
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Metric Name

CPU|Capacity usage

CPUICPU contention(%)

CPU|Demand (%)

CPU|Demand (MHz)

CPU|Demand

CPUIIO wait

CPUInumber of CPU Sockets

CPU|Overall CPU Contention

CPU|Provisioned Capacity (MHz)

CPU|Provisioned vCPU(s)

VMware, Inc.

Description

CPU usages as a percent during the interval.

Key: cpulcapacity_usagepct_average

This metric shows the percentage of time the VMs in the ESXi hosts are
unable to run because they are contending for access to the physical CPUs.
The number shown is the average number for all VMs. This number is lower

than the highest number experienced by the VM most impacted by CPU
contention.

Use this metric to verify if the host can serve all its VMs efficiently. Low
contention means that the VM can access everything it demands to run
smoothly. It means that the infrastructure is providing good service to the
application team.

When using this metric, ensure that the number is within your expectation.
Look at both the relative number and the absolute number. Relative means a
drastic change in value, meaning that the ESXi is unable to serve the VMs.
Absolute means that the real value itself is high. Investigate why the number
is high. One factor that impacts this metric is CPU Power Management. If CPU
Power Management clocks down the CPU speed from 3 GHz to 2 GHz, the
reduction in speed is accounted for because it shows that the VM is not
running at full speed.

This metric is calculated in the following way: cpulcapacity_contention / (200
* summary|/number_running_vcpus)

Key: cpulcapacity_contentionPct

This metric shows the amount of CPU resources a virtual machine might use if
there were no CPU contention or CPU limit. This metric represents the
average active CPU load for the past five minutes.

Keep this number below 100% if you set the power management to
maximum.

This metric is calculated in the following way: ( cpu.demandmhz /
cpu.capacity_provisioned)*100

Key: cpuldemandPct
This metric shows the amount of CPU resources a virtual machine might use if
there were no CPU contention or CPU limit.

Key: cpuldemandmhz

CPU demand in megahertz.

Key: cpuldemand_average

10 wait (ms).

Key: cpuliowait

Number of CPU sockets.

Key: cpulnumpackages

Overall CPU contention in milliseconds.
Key: cpulcapacity_contention

Capacity in MHz of the physical CPU cores.

Key: cpulcapacity_provisioned

Number of provisioned CPU cores.

Key: cpulcorecount_provisioned
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Metric Name

CPU|Reserved Capacity (MHz)

CPU|Usage (MHz)

CPU|Wait

CPU|Workload (%)

Memory Metrics

Description

Total CPU capacity reserved by virtual machines.

Key: cpulreservedCapacity_average

CPU usages, as measured in megahertz, during the interval.

®m VM - Amount of actively used virtual CPU. This is the host's view of the
CPU usage, not the guest operating system view.

m  Host - Sum of the actively used CPU of all powered on virtual machines
on a host. The maximum possible value is the frequency of the two
processors multiplied by the number of processors. For example, if you
have a host with four 2 GHz CPUs running a virtual machine that is using

4000 MHz, the host is using two CPUs completely: 400 / (4 2000) = 0.50

Key: cpulusagemhz_average

Total CPU time spent in wait state. The wait total includes time spent in the
CPU Idle, CPU Swap Wait, and CPU I/O Wait states.

Key: cpulwait

Percent of workload

Key: cpulworkload

Memory metrics provide information about memory use and allocation.

Metric Name

mem|Contention (%)

mem|Machine Demand (KB)

mem|Provisioned Memory

mem|Reserved Capacity (KB)

mem|Usable Memory (KB)

mem|Host Usage (KB)

mem|Usage/Usable (%)

mem|Workload (%)

VMware, Inc.

Description

This metric shows the percentage of time VMs are waiting to access
swapped memory.

Use this metric to monitor ESXi memory swapping. A high value indicates
that the ESXi is running low on memory, and a large amount of memory is
being swapped.

Key: meml|host_contentionPct

Host memory demand in kilobytes.

Key: meml|host_demand

Provisioned host memory in kilobytes.

Key: mem|host_provisioned

Total amount of memory reservation used by powered-on virtual machines
and vSphere services on the host.

Key: mem|reservedCapacity_average

Usable host memory in kilobytes.

Key: memlhost_usable

Host memory use in kilobytes.
Key: meml|host_usage
Memory usage as percentage of total configured or available memory.

Key: meml|host_usagePct

Percent of workload.

Key: mem|workload



vRealize Operations Definitions for Metrics, Properties, and Alerts

Network Metrics

Network metrics provide information about network performance.

Metric Name

net|Packets Dropped (%)

net|Usage Rate (KB per second)

net|Workload (%)

Disk Metrics

Description

This metric shows the percentage of received and transmitted packets
dropped in the collection interval.

Use this metric to monitor the reliability and performance of the ESXi
network. A high value indicates that the network is not reliable and
performance decreases.

Key: netldroppedPct
Sum of the data transmitted and received for all of the NIC instances of the
host or virtual machine.

Key: netlusage_average

Percent of workload.

Key: netlworkload

Disk metrics provide information about disk use.

Metric Name

disk|Total IOPS

disk|Usage Rate (KB per second)

disk|Workload (%)

Summary Metrics

Description

Average number of commands issued per second during the collection
cycle.

Key: disklcommandsAveraged_average

Average of the sum of the data read and written for all of the disk instances
of the host or virtual machine.

Key: disklusage_average

Percent of workload.

Key: disklworkload

Summary metrics provide information about overall performance.

VMware, Inc.
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Metric Name

summary|Number of Running Hosts

summary|Number of Running VMs

summary|Number of Clusters
summary|Total Number of Datastores
summary|Number of Hosts
summary|Number of VMs

summary|Total Number of Datacenters
summary|Number VCPUs on Powered on

VMs

summary|Average Running VM Count per
Running Host

vCenter Server Metrics

Description

Number of running hosts.

Key: summary|number_running_hosts

This metric shows the number of running VMs at a given point in time. The
data is sampled every five minutes.

A large number of running VMs might be a reason for CPU or memory
spikes because more resources are used in the host. The number of running
VMs gives you a good indicator of how many requests the ESXi host must
juggle. Powered off VMs are not included because they do not impact ESXi
performance. A change in the number of running VMs can contribute to
performance problems. A high number of running VMs in a host also means
a higher concentration risk, because all the VMs fail if the ESXi crashes.

Use this metric to look for a correlation between spikes in the running VMs
and spikes in other metrics such as CPU contention, or memory contention.

Key: summary|number_running_vms

Total number of clusters.

Key: summaryltotal_number_clusters

Total number of datastores.

Key: summaryltotal_number_datastores

Total number of hosts.

Key: summary|total_number_hosts

Total number of virtual machines.

Key: summaryltotal_number_vms

Total number of data centers.

Key: summary|total_number_datacenters

Number of virtual CPUs on powered-on virtual machines.

Key: summary|/number_running_vcpus

Average running virtual machine count per running host.

Key: summarylavg_vm_density

vRealize Operations Manager collects CPU use, disk, memory, network, and summary metrics for

vCenter Server system objects.

vCenter Server metrics include capacity and badge metrics. See definitions in:

m  Capacity Analytics Generated Metrics

m  Badge Metrics

CPU Usage Metrics

CPU usage metrics provide information about CPU use.

VMware, Inc.
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Metric Name

Capacity Usage (%)

CPU Contention (%)

Demand (%)

Demand (MHz)

Demand

10 Wait (ms)

Number of CPU Sockets

Overall CPU Contention (ms)

Provisioned Capacity (MHz)

Provisioned vCPU

Reserved Capacity (MHz)

Usage (MHz)

Wait (ms)

Overhead

Demand without overhead

Provisioned Capacity

Total Capacity (MHz)

Usable Capacity (MHz)

VMware, Inc.

Description

Percent capacity used.

Key: cpulcapacity_usagepct_average

Percent CPU contention.

Key: cpulcapacity_contentionPct

Percent demand.
Key: cpuldemandPct
CPU utilization level based on descendant virtual machines utilization.

This Includes reservations, limits, and overhead to run the virtual
machines.

Key: cpuldemandmhz

CPU Demand.

Key: cpuldemand_average

10 wait time in milliseconds.

Key: cpuliowait

Number of CPU sockets.
Key: cpulnumpackages

Overall CPU contention in milliseconds.

Key: cpulcapacity_contention

Provisioned capacity in megahertz.

Key: cpulcapacity_provisioned

Number of provisioned virtual CPU cores.

Key: cpulcorecount_provisioned

Sum of the reservation properties of the immediate children of the
host's root resource pool.

Key: cpulreservedCapacity_average

Average CPU use in megahertz.

Key: cpulusagemhz_average

CPU time spent on the idle state.

Key: cpulwait

Amount of CPU that is overhead.

Key: cpuloverhead_average

Value of demand excluding any overhead.

Key: cpuldemand_without_overhead

Provisioned capacity (MHz).

Key: cpulvm_capacity_provisioned

Total CPU resources configured on the descendant ESXi hosts.
Key: cpulcapacity_provisioned
The usable CPU resources that are available for the virtual machines

after considering reservations for vSphere High Availability (HA) and
other vSphere services.

Key: cpulhaTotalCapacity_average
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Datastore Metrics

Datastore metrics provide information about the datastore.

Metric Name Description

Outstanding 10 requests OIO for datastore.

Key: datastore|demand_oio

Read IOPS Average number of read commands issued per second during the
collection interval.

Key: datastorelnumberReadAveraged_average

Write IOPS Average number of write commands issued per second during the
collection interval.

Key: datastorelnumberWriteAveraged_average

Read Throughput (KBps) Amount of data read in the performance interval.

Key: datastorelread_average

Write Throughput (KBps) Amount of data written to disk in the performance interval.

Key: datastore|write_average

Disk Metrics

Disk metrics provide information about disk use.

Metric Name Description
Total IOPS Average number of commands issued per second during the collection
cycle.

Key: disklcommandsAveraged_average

Total Latency (ms) Average amount of time taken for a command from the perspective of the
guest operating system. This metric is the sum of the Kernel Device
Command Latency and Physical Device Command Latency metrics.

Key: disk|totalLatency_average

Total Throughput (KBps) Average of the sum of the data read and written for all the disk instances
of the host or virtual machine.

Key: disklusage_average

Total queued outstanding operations Sum of queued operations and outstanding operations.

Key: disklsum_queued_oio

Max Observed OIO Max observed IO for a disk.

Key: disklmax_observed

Disk Space Metrics

Disk space metrics provide information about disk space use.

VMware, Inc. 16
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Metric Name

Total disk space used (KB)

Total disk space (KB)

Total provisioned disk space (KB)
Utilization (GB)

Total Capacity (GB)

Memory Metrics

Description

Total disk space used on all datastores visible to this object.

Key: diskspacel|total_usage

Total disk space on all datastores visible to this object.

Key: diskspacel|total_capacity

Total provisioned disk space on all datastores visible to this object.

Key: diskspaceltotal_provisioned

Storage space used on the connected vSphere Datastores.

Key: diskspacel|total_usage

Total storage space available on the connected vSphere datastores.

Key: diskspaceltotal_capacity

Memory metrics provide information about memory use and allocation.

Metric Name

Contention (%)

Machine Demand (KB)

ESX System Usage

Provisioned Memory (KB)

Reserved Capacity (KB)

Usable Memory (KB)

Host Usage (KB)

Usage/Usable (%)

Contention (KB)

VM Overhead (KB)

Utilization (KB)

VMware, Inc.

Description

Percent host memory contention.

Key: memlhost_contentionPct

Host memory demand in kilobytes.

Key: meml|host_demand

Memory usage by the VMkernel and ESX user-level services.

Key: memlhost_systemUsage

Provisioned host memory in kilobytes.

Key: memlhost_provisioned

Sum of the reservation properties of the immediate children of the
host's root resource pool.

Key: mem|reservedCapacity_average

Usable host memory in kilobytes.

Key: memlhost_usable

Host memory use in kilobytes.

Key: memlhost_usage

Percent host memory used.

Key: meml|host_usagePct

Host contention in kilobytes.

Key: memlhost_contention

Memory overhead reported by host.

Key: mem|overhead_average

Memory utilization level based on the descendant virtual machines
utilization. Includes reservations, limits, and overhead to run the Virtual
Machines.

Key: memltotal_need
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Metric Name

Total Capacity (KB)

Usable Capacity (KB)

Network Metrics

Description

Total physical memory configured on descendant ESXi hosts.

Key: memlhost_provisioned

The usable memory resources available for the virtual machines after
considering reservations for vSphere HA and other vSphere services.

Key: meml|haTotalCapacity_average

Network metrics provide information about network performance.

Metric Name

Packets Dropped (%)

Total Throughput (KBps)

Packets Received

Packets Transmitted

Received Packets Dropped

Transmitted Packets Dropped

Data Transmit Rate (KBps)

Data Receive Rate (KBps)

Summary Metrics

Description

Percent network packets dropped.

Key: netldroppedPct

Sum of the data transmitted and received for all of the NIC instances of

the host or virtual machine.

Key: netlusage_average

Number of packets received in the performance interval.

Key: net|packetsRx_summation

Number of packets transmitted in the performance interval.

Key: netlpacketsTx_summation

Number of received packets dropped in the performance interval.

Key: netldroppedRx_summation

Number of transmitted packets dropped in the performance interval.

Key: netldroppedTx_summation

Average amount of data transmitted per second.

Key: netltransmitted_average

Average amount of data received per second.

Key: netlreceived_average

Summary metrics provide information about overall performance.

Metric Name

Number of Running Hosts

Number of Running VMs

Number of Clusters

Total Number of Datastores

VMware, Inc.

Description

Number of hosts that are on.

Key: summary|number_running_hosts

Number of virtual machines that are on.

Key: summarylnumber_running_vms

Total number of clusters.

Key: summaryltotal_number_clusters

Total number of datastores.

Key: summaryltotal_number_datastores
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Metric Name

Number of Hosts

Number of VMs

Maximum Number of VMs

Workload Indicator (%)

Total Number of data centers

Number of Cores on Powered On Hosts

Number VCPUs on Powered on VMs

Average Running VM Count per Running Host

VC Query Time (ms)

Derived Metrics Computation Time (ms)

Number of objects

Number of VC Events

Number of SMS Metrics

Collector Memory Usage (MB)

Disabled Metrics

Description

Total number of hosts.

Key: summaryltotal_number_hosts

Total number of virtual machines.

Key: summaryltotal_number_vms

Maximum number of virtual machines.

Key: summarylmax_number_vms

Percent workload indicator.

Key: summary|workload_indicator

Total number of data centers.

Key: summaryltotal_number_datacenters

Number of cores on powered-on hosts.

Key: summary|number_powered_on_cores

Number of virtual CPUs on powered-on virtual machines.

Key: summary|number_running_vcpus

Average running virtual machine count per running host.

Key: summarylavg_vm_density

vCenter Server query time in milliseconds.

Key: summarylvc_query_time

Derived metrics computation time in milliseconds.

Key: summary|derived_metrics_comp_time

Number of objects.

Key: summaryInumber_objs

Number of vCenter Server events.

Key: summarylnumber_vc_events

Number of SMS metrics.

Key: summary|lnumber_sms_metrics

Collector memory use in megabytes.

Key: summarylcollector_mem_usage

The following metrics are disabled in this version of vRealize Operations Manager . This means

that they do not collect data by default.

You can enable these metrics in the Policy workspace. For more information, in VMware Docs
search for Collect Metrics and Properties Details.

Metric Name

Max Observed Number of Outstanding 10
Operations

Max Observed Read Rate

VMware, Inc.

Description

Maximum observed number of outstanding IO operations.

Key: datastorelmaxObserved_OIO

Max observed rate of reading data from the datastore.

Key: datastorelmaxObserved_Read



vRealize Operations Definitions for Metrics, Properties, and Alerts

Metric Name

Max Observed Reads per second

Max Observed Writes per second

Max Observed Write Rate

Max Observed Throughput (KBps)

Max Observed Transmitted Throughput (KBps)

Max Observed Received Throughput (KBps)

Virtual Machine Metrics

Description
Max observed average number of read commands issued per second
during the collection interval.

Key: datastorelmaxObserved_NumberRead

Max observed average number of write commands issued per second
during the collection interval.

Key: datastorelmaxObserved_NumberWrite

Max observed rate of writing data from the datastore.

Key: datastorelmaxObserved_Write

Max observed rate of network throughput.

Key: netlmaxObserved_KBps

Max observed transmitted rate of network throughput.

Key: netlmaxObserved_Tx_KBps

Max observed received rate of network throughput.

Key: netlmaxObserved_Rx_KBps

vRealize Operations Manager collects configuration, CPU use, memory, datastore, disk, virtual
disk, guest file system, network, power, disk space, storage, and summary metrics for virtual

machine objects.

Capacity metrics can be calculated for virtual machine objects. See Capacity Analytics Generated

Metrics.

Configuration Metrics for Virtual Machines

Configuration metrics provide information about virtual machine configuration.

Metric Name

Config|Thin Provisioned Disk

ConfigINumber of CPUs

Config|Disk Space

Description

Thin Provisioned Disk.

Key: configlhardware|thin_Enabled

Number of CPUs for a Virtual Machine.

From vRealize Operations Manager 6.7 and onwards,
this metric is measured in vCPUs instead of cores.

Key: configlhardwarelnum_Cpu

Disk space metrics.

Key: configlhardware|disk_Space

CPU Usage Metrics for Virtual Machines

CPU usage metrics provide the information about CPU use.

VMware, Inc.
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Metric Name

CPUIIO Wait (ms)

CPU|Overall CPU Contention (ms)

CPU|Reservation Used

CPU|Effective Limit

CPUIIO Wait (%)

CPU|Swap wait (%)

CPUIWait (%)

CPU|System (%)

CPU|Capacity entitlement (MHz)

CPUl|Capacity Demand Entitlement (%

CPUI|CPU Contention (%)

CPU|Total Capacity

CPU|Demand (MHz)

CPU|Host demand for aggregation

CPU|Demand (ms)

CPU|Demand (%)

CPU|Usage (%)

VMware, Inc.

Description

CPU time spent waiting for 10.

Key: cpuliowait

The amount of time the CPU cannot run due to
contention.

Key: cpulcapacity_contention

CPU Reservation Used.

Key: cpulreservation_used

CPU Effective Limit.

Key: cpuleffective_limit

Percentage 10 Wait.

Key: cpuliowaitPct

Percentage swap waits for CPU.

Key: cpulswapwaitPct

Percentage of the total CPU time spent in wait state.

Key: cpulwaitPct

Percentage CPU time spent on system processes.

Key: cpulsystemSummationPct

CPU entitlement for the VM after considering all limits.

Key: cpulcapacity_entitlement

Percent capacity demand entitlement.

Key: cpulcapacity_demandEntitlementPct

CPU contention as a percentage of 20-second
collection interval.

Key: cpulcapacity_contentionPct

Provisioned CPU capacity in megahertz.

Key: cpulvm_capacity_provisioned

Total CPU resources required by the workloads on the
virtual machine.

Key: cpuldemandmhz

Host demand for aggregation.

Key: cpulhost_demand_for_aggregation

The total CPU time that the VM might use if there was
no contention.

Key: cpuldemand_average

CPU demand as a percentage of the provisioned
capacity.
Key: cpuldemandPct

This metric indicates the percentage of CPU that was
used out of all the CPU that was allocated to the VM.
CPU usage can indicate when the VM is undersized.

Key: cpulusage_average
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Metric Name

CPU|Usage (MHz)

CPU|System (ms)

CPUIReady (%)

CPU|Extra (ms)

CPU|Guaranteed (ms)

CPU|Co-stop (%)

CPU|Latency

CPU|Max Limited

CPU|Overlap

CPUIRun

CPUIEntitlement Latest

CPU|Total Capacity (MHz)

Description

CPU use in megahertz.

Key: cpulusagemhz_average

CPU time spent on system processes.

Key: cpulsystem_summation

This metric indicates the percentage of time in which
the VM was waiting in line to use the CPU on the host.

A large ready time for a VM indicates that the VM
needed CPU resources but the infrastructure was busy
serving other VMs. A large ready time might indicate
that the host is trying to serve too many VMs.

Whenever the CPU ready is larger than 10%, you
should check if the host is overloaded, or if the VM
really needs all the resources that were allocated to it.

Key: cpulreadyPct

Extra CPU time in milliseconds.

Key: cpulextra_summation

CPU time that is guaranteed for the virtual machine.

Key: cpulguaranteed_latest

Percentage of time the VM is ready to run, but is
unable to due to co-scheduling constraints.

Key: cpulcostopPct

Percentage of time the VM is unable to run because it
is contending for access to the physical CPUs.

Key: cpullatency_average

Time the VM is ready to run, but is not run due to
maxing out its CPU limit setting.

Key: cpulmaxlimited_summation

Time the VM was interrupted to perform system
services on behalf of that VM or other VMs.

Key: cpuloverlap_summation

Time the VM is scheduled to run.

Key: cpulrun_summation

Entitlement Latest.

Key: cpulentitlement_latest

Total CPU capacity allocated to the virtual machine.

Key: cpulvm_capacity_provisioned

CPU Utilization for Resources Metrics for Virtual Machines

CPU utilization for resources metrics provides information about resource CPU use.

VMware, Inc.
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Metric Name

rescpulCPU Active (%) (interval)

rescpulCPU Running (%) (interval)

rescpulCPU Throttled (%) (interval)

rescpulGroup CPU Sample Count

rscpulGroup CPU Sample Period (ms)

Memory Metrics for Virtual Machines

Description

The average active time (actav) or peak active time

(actpk) for the CPU during various intervals.
Key:

rescpulactavi_latest

rescpulactavs_latest

rescpulactavi5_latest

rescpulactpkl_latest

rescpulactpk5_latest

rescpulactpkl5_latest

The average runtime (runav) or peak active time
(runpk) for the CPU during various intervals.

Key:
rescpulrunavi_latest
rescpulrunav5s_latest
rescpulrunavis_latest
rescpulrunpki_latest
rescpulrunpk5_latest

rescpulrunpki15_latest

Amount of CPU resources over the limit that were
refused, average over various intervals.

Key:
rescpulmaxLimitedl_latest
rescpulmaxLimited5_latest

rescpulmaxLimitedl15_latest

The sample CPU count.

Key: rescpulsampleCount_latest

The sample period.

Key: rscpulsamplePeriod_latest

Memory metrics provide information about memory use and allocation.

Metric Name

Mem|Host Active (KB)

Mem|Contention (KB)

Mem|Contention (%)

Mem|Guest Configured Memory (KB)

VMware, Inc.

Description

Host active memory use in kilobytes.

Key: memlhost_active

Memory contention in kilobytes.

Key: meml|host_contention

Percent memory contention.

Key: memlhost_contentionPct

Guest operating system configured memory in
kilobytes.

Key: memlguest_provisioned
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Metric Name

Mem|Guest Active Memory (%)

Mem|Guest Non-Pageable Memory (KB)

Mem|Reservation Used

Meml|Effective Limit

Mem|Demand for aggregation

Mem|Balloon (%)

Mem|Guest Usage (KB)

Mem|Guest Demand (KB)

Mem|Guest Non-Pageable Memory (KB)

Mem|Host Demand (KB)

Mem|Host Workload

MemlZero (KB)

Mem|Swapped (KB)

Mem|Swap Target (KB)

Meml|Swap In (KB)

Mem|Balloon Target (KB)

Mem|Consumed (KB)

VMware, Inc.

Description

Percent guest operating system active memory.

Key: memlguest_activePct

Guest operating system non-pageable memory in
kilobytes.

Key: mem|guest_nonpageable_estimate

Memory Reservation Used.

Key: memlreservation_used

Memory Effective Limit.

Key: memleffective_limit

Host demand for aggregation.

Key: memlhost_demand_for_aggregation
Percentage of total memory that has been reclaimed
via ballooning.

Key: meml|balloonPct

This metric shows the amount of memory the VM uses.

Key: mem|guest_usage

Guest operating system demand in kilobytes.

Key: mem|guest_demand

Guest operating system non-pageable memory in
kilobytes.

Key: memlhost_nonpageable_estimate

Memory demand in kilobytes.

Key meml|host_demand

Host Workload (%).

Key: host_workload

Amount of memory that is all O.

Key: memlzero_average

This metric shows how much memory is being
swapped. Meaning, the amount of unreserved memory
in kilobytes.

Key: mem|swapped_average

Amount of memory that can be swapped in kilobytes.

Key: memlswaptarget_average

Swap-in memory in kilobytes.

Key: mem|swapin_average

Amount of memory that can be used by the virtual
machine memory control.

Key: mem|lvmmemctltarget_average

Amount of host memory consumed by the virtual
machine for guest memory in kilobytes.

Key: mem|consumed_average
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Metric Name

Mem|Overhead (KB)

Mem|Swap In Rate (KBps)

Mem|Active Write (KB)

Mem|Compressed (KB)

Mem|Compression Rate (KBps)

Mem|Decompression Rate (KBps)

Mem|Overhead Max (KB)

Mem|Zip Saved (KB)

Meml|Zipped (KB)

Meml|Entitlement

Mem|Capacity Contention

Mem|Swap In Rate from Host Cache

Mem|Swap Out Rate to Host Cache

Mem|Swap Space Used in Host Cache

Mem|Overhead Touched

Memory|VM Memory Demand (kb)

Memory|Consumed (%)

VMware, Inc.

Description

Memory overhead in kilobytes.

Key: meml|overhead_average

Rate at which memory is swapped from disk into active
memory during the interval.

Key: mem|swapinRate_average

Active writes in kilobytes.

Key: memlactivewrite_average

Compressed memory in kilobytes.

Key: mem|compressed_average

Compression rate in kilobytes per second.

Key: mem|commpressionRate_average

Decompression rate in kilobytes per second.

Key: mem|decompressionRate_average

Maximum overhead in kilobytes.

Key: meml|overheadMax_average

Zip-saved memory in kilobytes.

Key: meml|zipSaved_latest

Zipped memory in kilobytes.

Key: meml|zipped_latest

Amount of host physical memory the VM is entitled to,
as determined by the ESX schedule.

Key: memlentitlement_average

Capacity Contention.

Key: memlcapacity.contention_average

Rate at which memory is being swapped from host
cache into active memory.

Key: memlliSwaplnRate_average

Rate at which memory is being swapped to host cache
from active memory.

Key: meml|liISwapOutRate_average

Space used for caching swapped pages in the host
cache.

Key: memllISwapUsed_average

Actively touched overhead memory (KB) reserved for
use as the virtualization overhead for the VM.

Key: meml|overheadTouched_average
Key: mem|lvmMemoryDemand

Key: mem|consumedPct
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Metric Name

Meml|Utilization (KB)

Mem|Total Capacity (KB)

Guest|Needed Memory

Guest|Free Memory

Guest|Physical Usable Memory

Datastore Metrics for Virtual Machines

Description

Memory used by the virtual machine. Reflects the guest
OS memory required for vSphere and certain VMTools
versions or for virtual machine consumption.

Key: mem|lvmMemoryDemand

Memory resources allocated to powered on virtual
machine.

Key: memlguest_provisioned

Amount of memory needed for the Guest OS to
perform optimally. This memory is considered as a
cache for the disk and is a little more than the actual
used memory.

Key: guestlmem.needed_latest

Amount of memory that is not used but is readily
available. If the cache is high, a low free memory does
not mean that the Guest OS needs more memory.

Key: guestimem.free_latest

Amount of memory available to the Guest OS. Meaning,
this amount is close to the amount of configured
memory to the VM.

Key: guestimem.physUsable_latest

Datastore metrics provide information about datastore use.

Metric Name

Datastore|Total IOPS

Datastore|Outstanding IO requests

Datastore|Number of Outstanding IO Operations

Datastore|Demand

Datastore|Total Latency (ms)

Datastore|Total Throughput (KBps)

Datastore|Used Space (MB)

VMware, Inc.

Description
Average number of commands issued per second
during the collection interval.

Key: datastorelcommandsAveraged_average

OIO for datastore.

Key: datastore|demand_oio

Number of outstanding 10O operations.

Key: datastoreloio

Datastore demand.

Key: datastore|demand

The average amount of time taken for a command from
the perspective of a Guest OS. This is the sum of Kernel
Command Latency and Physical Device Command
Latency.

Key: datastorel|totalLatency_average

Usage Average (KBps).

Key: datastorelusage_average

Used space in megabytes.

Key: datastore|used
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Metric Name

Datastore|Not Shared (GB)

Datastore|Read IOPS

Datastore|Write IOPS

Datastore|Read Throughput (KBps)

Datastore|Read Latency (ms)

Datastore|Write Latency (ms)

Datastore|Write Throughput (KBps)

Datastore|Highest Latency

Datastore|Total Latency Max

Disk Metrics for Virtual Machines

Disk metrics provide information about disk use.

Description

Space used by VMs that is not shared.

Key: datastore|notshared

Average number of read commands issued per second
during the collection interval.

Key: datastorelnumberReadAveraged_average

Average number of write commands issued per second
during the collection interval.

Key: datastorelnumberWriteAveraged_average

This metric shows the amount of data that the VM
reads to the datastore per second.

Key: datastore|lread_average

Average amount of time for a read operation from the
datastore. Total latency = kernel latency + device
latency.

Key: datastore|totalReadLatency_average

Average amount of time for a write operation to the
datastore. Total latency = kernel latency + device
latency.

Key: datastoreltotalWriteLatency_average

This metric shows the amount of data that the VM
writes to the datastore per second.

Key: datastore|write_average

Highest Latency.

Key: datastorelmaxTotalLatency_latest

Total Latency Max (ms).

Key: datastorel|totalLatency_max

Metric Name

Disk|Read IOPS

Disk|Write IOPS

Disk|Total IOPS

Disk|Total Throughput (KBps)

VMware, Inc.

Description

Average number of read commands issued per second
during the collection interval.

Key: diskinumberReadAveraged_average

Average number of write commands issued per second
during the collection interval.

Key: diskiInumberWriteAveraged_average

Average number of commands issued per second
during the collection interval.

Key: disklcommandsAveraged_average

Use rate in kilobytes per second.

Key: disklusage_average

27



vRealize Operations Definitions for Metrics, Properties, and Alerts

Metric Name

Diskll/O Usage Capacity

DiskINumber of Outstanding IO Operations

DisklQueued Operations

DiskIDemand (%)

Disk |Total Queued Outstanding Operations

Disk|Max Observed OIO

Disk|Read Throughput KBps)

Disk|Write Throughput (KBps)

Disk|Bus Resets

Disk|Commands canceled

Disk|Highest Latency

Disk|SCSI Reservation Conflicts

Disk|Read Latency (ms)

Disk|Write Latency (ms)

Disk|Total Latency (ms)

VMware, Inc.

Description

This metric is a function of storagelusage_average and
disklworkload. Storagelusage_average is an average
over all storage devices. This means that disk|
usage_capacity is not specific to the selected VM or the
host of the VM.

Key: disklusage_capacity

Number of outstanding 10O operations.

Key: disk|diskoio

Queued operations.

Key: diskldiskqueued

Percent demand.
Key: disk|diskdemand

Sum of Queued Operation and Outstanding Operations.

Key: disk |sum_queued_oio

Max Observed IO for a disk.

Key: diskimax_observed

Amount of data read in the performance interval.
Key: disklread_average

Amount of data written to disk in the performance
interval.

Key: disk|write_average

The number of bus resets in the performance interval.

Key: disk|busResets_summation

The number of disk commands canceled in the
performance interval.

Key: disklcommandsAborted_summation

Highest latency.

Key: disklmaxTotalLatency_latest

SCSI Reservation Conflicts.

Key: disk|scsiReservationConflicts_summation

The average amount of time taken for a read from the
perspective of a Guest OS. This is the sum of Kernel
Read Latency and Physical Device Read Latency.

Key: disk|totalReadlLatency_average

The average amount of time taken for a write from the
perspective of a Guest OS. This is the sum of Kernel
Write Latency and Physical Device Write Latency.

Key: disk|totalWriteLatency_average

The average amount of time taken for a command from
the perspective of a Guest OS. This is the sum of Kernel
Command Latency and Physical Device Command
Latency.

Key: disk|totalLatency_average
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Virtual Disk Metrics for Virtual Machines

Virtual disk metrics provide information about virtual disk use.

Metric Name

VirtualDisk|Usage

VirtualDisk|Total Latency

VirtualDisk|Total IOPS

VirtualDisk|Read Requests

VirtualDisk|Write Requests

VirtualDisk|Read Throughput (KBps)

VirtualDisk|Read Latency (ms)

VirtualDisk|Write Latency (ms)

VirtualDisk|Write Throughput (KBps)

VirtualDisk|Bus Resets

VirtualDisk|Commands Aborted

VirtualDisk|Read Load

VirtualDisk|Outstanding Read Requests

VirtualDisk|Write Load

VMware, Inc.

Description

Average virtual disk usage as a percentage.

Key: virtualDisklusage

Total latency.

Key: virtualDisk|totalLatency

Average number of commands per second.

Key: virtualDisklcommandsAveraged_average

Average number of read commands issued per second
to the virtual disk during the collection interval.

Key: virtualDiskInumberReadAveraged_average

Average number of write commands issued per second
to the virtual disk during the collection interval.

Key: virtualDiskInumberWriteAveraged_average

Rate of reading data from the virtual disk in kilobytes
per second.

Key: virtualDisk|read_average

Average amount of time for a read operation from the
virtual disk. Total latency = kernel latency + device
latency.

Key: virtualDisk|totalReadLatency_average

Average amount of time for a write operation to the
virtual disk. Total latency = kernel latency + device
latency.

Key: virtualDisk|totalWriteLatency_average
Rate of writing data from the virtual disk in kilobytes per
second.

Key: virtualDisk|write_average

The number of bus resets in the performance interval.

Key: virtualDisk|busResets_summation

The number of disk commands canceled in the
performance interval.

Key: virtualDisklcommandsAborted_summation

Storage DRS virtual disk metric read load.

Key: virtualDisk|readLoadMetric_latest

Average number of outstanding read requests to the
virtual disk.

Key: virtualDisklreadOIO_latest

Storage DRS virtual disk write load.

Key: virtualDisk|writeLoadMetric_latest
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Metric Name

VirtualDisk|Outstanding Write Requests

VirtualDisk|INumber of Small Seeks

VirtualDisk|INumber of Medium Seeks

VirtualDiskINumber of Large Seeks

VirtualDisk|Read Latency (microseconds)

VirtualDisk|Write Latency (microseconds)

VirtualDisk|Average Read request size

VirtualDisk|Average Write request size

Virtual Disk|Outstanding 10 requests (OIOs)

Virtual Disk|Used Disk Space (GB)

Description

Average number of outstanding write requests to the
virtual disk.

Key: virtualDisk|writeOIO_latest

Small Seeks.

Key: virtualDisk|lsmallSeeks_latest

Medium Seeks.

Key: virtualDisklmediumSeeks_latest

Large Seeks.

Key: virtualDiskl|largeSeeks_latest

Read Latency in microseconds.

Key: virtualDisk|readLatencyUS_latest

Write Latency in microseconds.

Key: virtualDisk|writeLatencyUS_latest

Read IO size.
Key: virtualDisk|readlOSize_latest

Write 10 size.

Key: virtualDisk|writelOSize_latest
Key: virtualDisk|vDiskOIO

Key: virtualDisklactualUsage

Guest File System Metrics for Virtual Machines

Guest file system metrics provide information about guest file system capacity and free space.

The data for these metrics is only displayed when VMware Tools has been installed on the virtual
machines. If VMware Tools is not installed, features dependent on these metrics, including
capacity planning for virtual machine guest storage, will not be available.

Metric Name

Guest file system|Guest File System Capacity (MB)

Guest file system|Guest File System Free (MB)

Guest file system|Guest File System Usage (%)

Guest file system|Guest File System Usage

VMware, Inc.

Description

Total capacity on guest file system in megabytes.

Key: guestfilesystem|capacity

Total free space on guest file system in megabytes.

Key: guestfilesystem|freespace

Percent guest file system.

Key: guestfilesystem|percentage

Total usage of guest file system.

From vRealize Operations Manager 6.7 and onwards,
this metric is measured in GBs.

Key: guestfilesystem|usage
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Metric Name

Guest file system|Total Guest File System Capacity (GB)

Guest file system|Total Guest File System Usage (%)

Guest file system|Total Guest File System Usage

Guest file system|Utilization (GB)

Guest file system|Total Capacity (GB)

Network Metrics for Virtual Machines

Description

This metric displays the amount of disk space allocated
for the VM.

Correlate other metrics with this metric to indicate if
changes occur in the disk space allocation for the VM.

Key: guestfilesystem|capacity_total

This metric displays the amount of display space being
used out of the total allocated disk space.

Use his metric to track if the overall usage is stable, or if
it reaches the limits. Do not include VMs with a disk
space usage of >95% since this might impact your
system.

Key: guestfilesystem|percentage_total

Total usage of guest file system.

Key: guestfilesystem|usage_total

Storage space used by the Guest OS file systems. The
disk space is available only if VM tools are installed and
running. If the VM tools are not installed, the disk space
capacity is not applicable.

Key: guestfilesystem|usage_total

Storage space used by the Guest OS file systems. The
disk space is available only if VM tools are installed and
running. If the VM tools are not installed, the disk space
capacity is not applicable.

Key: guestfilesystem|capacity_total

Network metrics provide information about network performance.

Metric Name

Net|Total Throughput (KBps)

Net|Data Transmit Rate (KBps)

Net|Data Receive Rate (KBps)

Net|Packets per second

Net|Packets Received

VMware, Inc.

Description

The sum of the data transmitted and received for all the
NIC instances of the host or virtual machine.

Key: netlusage_average

This metric shows the rate of data being sent by the VM
per second.

Key: netltransmitted_average

This metric shows the rate of data received by the VM
per second.

Key: netlreceived_average

Number of packets transmitted and received per
second.

Key: net|PacketsPerSec

Number of packets received in the performance
interval.

Key: net|packetsRx_summation
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Metric Name

Net|Packets Transmitted

Net|Transmitted Packets Dropped

Net|Packets Dropped (%)

Net|Packets Dropped

Net|Broadcast Packets Transmitted

Net|Broadcast Packets Received

Net|Multicast Packets Received
Net|Multicast Packets Transmitted

Net|VM to Host Data Transmit Rate

Net|VM to Host Data Receive Rate

Net|VM to Host Usage Rate

System Metrics for Virtual Machines

System metrics for virtual machines provide general

as its build number and running state.

Description
Number of packets transmitted in the performance
interval.

Key: net|packetsTx_summation

This metric shows the number of transmitted packets
dropped in the collection interval

Key: netldropppedTx_summation

Percentage of packets dropped.

Key: netldroppedPct

Number of packets dropped in the performance
interval.

Key: netldropped

Number of broadcast packets transmitted during the
sampling interval.

Key: netlbroadcastTx_summation

Number of broadcast packets received during the
sampling interval.

Key: netlbroadcastRx_summation

Number of multicast packets received.

Key: net/multicastRx_summation

Number of multicast packets transmitted.

Key: netlmulticastTx_summation

Average amount of data transmitted per second
between VM and host.

Key: netlhost_transmitted_average

Average amount of data received per second between
VM and host.

Key: netlhost_received_average

The sum of the data transmitted and received for all the
NIC instances between VM and host.

Key: netlhost_usage_average

information about the virtual machine, such

Metric Name

Sys|Powered ON

Sys|OS Uptime

VMware, Inc.

Description

Powered on virtual machines. 1if powered on, O if
powered off, -1if unknown

Key: syslpoweredOn

Total time elapsed, in seconds, since last operating
system start.

Key: syslosUptime_latest
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Power Metrics for Virtual Machines

Power metrics provide information about power use.

Metric Name

Power|Energy (Joule)

Power|Power (Watt)

Disk Space Metrics for Virtual Machines

Description

Energy use in joules.

Key: powerlenergy_summation

Average power use in watts.

Key: power|power_average

Disk space metrics provide information about disk space use.

Metric Name

Diskspacel|Provisioned Space (GB)
Diskspacel|Provisioned Space for VM
Diskspace|Snapshot Space (GB)
Diskspacel|Virtual machine used (GB)

Diskspace|Active not shared

Storage Metrics for Virtual Machines

Description

Provisioned space in gigabytes.
Key: diskspacel|provisioned
Provisioned space for VM.

Key: diskspacel|provisionedSpace

Space used by snapshots.

Key: diskspacelsnapshot

Space used by virtual machine files in gigabytes.

Key: diskspacelperDsUsed

Unshared disk space used by VMs excluding snapshot.
Key: diskspacelactiveNotShared

Storage metrics provide information about storage use.

Metric Name

Storage|Total IOPS

Storagel|Contention (%)

Storage|Read Throughput (KBps)

Storage|Read IOPS

Storage|Total Latency (ms)

Storage|Total Usage (KBps)

VMware, Inc.

Description

Average number of commands issued per second
during the collection interval.

Key: storagelcommandsAveraged_average

Percent contention.

Key: storagelcontention

Read throughput rate in kilobytes per second.

Key: storagelread_average

Average number of read commands issued per second
during the collection interval.

Key: storagelnumberReadAveraged_average

Total latency in milliseconds.

Key: storageltotalLatency_average

Total throughput rate in kilobytes per second.

Key: storagelusage_average
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Metric Name

Storage|Write Throughput (KBps)

Storage|Write IOPS

Summary Metrics for Virtual Machines

Description

Write throughput rate in kilobytes per second.

Key: storage|write_average

Average number of write commands issued per second
during the collection interval.

Key: storagelnumberWriteAveraged_average

Summary metrics provide information about overall performance.

Metric Name

Summary|Running

Summary|Desktop Status

Summary|Configuration|Type

Summary|Guest Operating System|Guest OS Full Name

Reclaimable Idle

Reclaimable Powered Off

Reclaimable Snapshot Space (GB)

Cost Metrics for Virtual Machines

Cost metrics provide information about the cost.

VMware, Inc.

Description

Number of running virtual machines.

Key: summarylrunning

Horizon view desktop status.

Key: summary|desktop_status

Indicates the type of virtual machine object based on
which you can identify the type of virutal machine. The
valid values for the virtual machine object property are:

m  default - represents a regular virtual machine

m  template - represents a powered off virtual machine
template.

m srm_placeholder - represents a powered on Site
Recovery Manager virutal machine.

m ft_primary - represents the primaty Fault Tolerance
virtual machine.

m  ft_secondary - represents the secondary Fault
Tolerance virtual machine.

Key: summary|configltype

Displays the guest operating system name.

Key: summarylguest os full name

Boolean flag indicating whether VM is considered as
reclaimable because it is in Idle state.

Key: summarylidle

Boolean flag indicating whether VM is considered as
reclaimable because it is in powered off state.

Key: summary| poweredOff

Reclaimable snapshot space.

Key: summary| snapshotSpace
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Metric Name

Monthly OS Labor Cost

Monthly Projected Total Cost

Monthly VI Labor Cost

MTD Compute Total Cost

MTD CPU Cost

MTD Monthly Cost

MTD Memory Cost

MTD Storage Cost

MTD Total Cost

Potential Savings

Cost|Allocation|MTD VM CPU Cost (Currency)

Cost|Allocation|MTD VM Memory Cost (Currency)

VMware, Inc.

Description

Month to date operating system labor cost of the virtual
machine.

Key: costlosLaborTotalCost

Virtual machine cost projected for full month.

Key: CostlmonthlyProjectedCost

Month to date virtual infrastructure labor cost of the virtual
machine.

Key: costlviLaborTotalCost

Total compute cost (including CPU and memory) of the
virtual machine.

Key: costlcompTotalCost

Month to Date Virtual Machine CPU Cost. It is based on
utilization. The more the VM uses, the higher its cost.

Key: costlcpuCost

Month to date direct cost (comprising of OS labor, VI labor
and any windows desktop instance license) of the virtual
machine. It also comprises of the additional and application
cost of the virtual machine.

Key: costlvmDirectCost

Month to Date Memory Cost of Virtual Machine. It is based
on utilization. The more the VM uses, the higher its cost.

Key: costlmemoryCost

Month to date storage cost of the virtual machine.

Key: cost|storageCost

Month to date total compute cost (including CPU and
memory) of the virtual machine.

Key: costmonthlyTotalCost

Reclaimable cost of VM for being either idle, powered-off,
or having snapshots.

Key: costlreclaimableCost

Month to Date Virtual Machine CPU Cost computed based
on resource overcommit ratio set for its parent cluster in

policy.
costlallocationlallocationBasedCpuMTDCost

Month to Date Virtual Machine CPU Memory cost
computed based on resource overcommit ratio set for its
parent cluster in policy.

costlallocation|allocationBasedMemoryMTDCost
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Metric Name

Cost|Allocation|[MTD VM Storage Cost (Currency)

Cost|Allocation|MTD VM Total Cost (Currency)

Description

Month to Date Virtual Machine CPU Storage cost computed
based on resource overcommit ratio set for its parent
cluster (or datastore cluster) in policy.

costlallocationlallocationBasedStorageMTDCost

Month to Date Virtual Machine Total Cost is the summation
of the CPU Cost, Memory Cost, Storage Cost and Direct
Cost, based on overcommit ratios set in policy for the
parent cluster or datastore cluster.

costlallocationlallocationBasedTotalCost

Virtual Hardware Metrics for Virtual Machines

Metric Name

Description

Configuration|Hardware|Number of virtual CPUs

This metric displays the number of CPUs in the virtual
machine.

Configuration|Hardware|Number of CPU cores per socket

This metric displays the number of CPU cores per socket.

Configuration|Hardware|Number of virtual sockets:

This metric displays the number of virtual sockets in the
virtual machine.

Configuration|Hardware|Memory:

This metric displays the memory used in the virtual
machine.

Configuration|CPU Resource Allocation|Limit

This metric displays the reource allocation limit of the
virtual machine.

Configuration|CPU Resource Allocation|Reservation

This metric displays the reserved resources for the virtual
machine.

Configuration|CPU Resource Allocation|Shares|

This metric displays the shared resouces for the virtual
machine.

Summary|Guest Operating System|Tools Version

This metric displays the tools version of the guest
operating system.

Summary|Guest Operating System|Tools Version Status

This metric displays the status of the tools in the guest
opertaing system.

Summary|Guest Operating System|Tools Running Status

This metric displays whether the tools are functional in the
guest operating system.

Guest File System:/boot|Partition Capacity (GB)

This metric displays the boot partition capacity in the guest
file system.

Guest File System:/boot|Partition Utilization (%)

This metric displays the boot partition usage percentage in
the guest file system.

Guest File System:/boot|Partition Utilization (GB)

This metric displays the boot partition used in the guest file
system.

Virtual Disk|Configured

This metric displays the disk space of the configured virtual
disk.

Virtual Disk|Label

This metric displays the disk label of the configured virtual
disk.

VMware, Inc.
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Metric Name

Description

Disk Space|Snapshot Space

This metric displays the snap shot details of the virtual
machine.

Networkl|IP Address

This metric displays the IP address of the virtual machine.

Network|IMAC Address

Disabled Metrics

This metric displays the MAC address of the virtual
machine.

The following metrics are disabled in this version of vRealize Operations Manager . This means

that they do not collect data by default.

You can enable these metrics in the Policy workspace. For more information, in VMware Docs

search for Collect Metrics and Properties Details.

Metric Name

CPUI50% of Recommended number of vCPUs to Remove

CPU|Capacity entitlement (mhz)

CPU|Co-stop (msec)

CPU|Demand Over Capacity (mhz)

CPU|Demand Over Limit (mhz)

CPU|Dynamic entitlement
CPU|Estimated entitlement
CPUlldle (%)

CPUlIdle (msec)

CPUI[IO Wait (msec)

CPU|Normalized Co-stop (%)

CPU|Provisioned vCPU(s) (Cores)

CPU|Ready (msec)

CPU|Recommended Size Reduction (%)
CPU|Swap Wait (msec)

CPU|Total Wait (msec)

CPU|Used (msec)

CPU|Wait (msec)

Datastore I/O|Max Observed Number of Outstanding 10
Operations

VMware, Inc.

Description

This metric is superseded by the capacity engine.

cpulnumberToRemove50Pct
cpulcapacity_entitlement

Use the Co-Stop (%) metric instead of this metric.

cpulcostop_summation
cpuldemandOverCapacity

Use Contention (%) metric instead of this metric.

cpuldemandOverLimit
cpuldynamic_entitlement
cpulestimated_entitlement
cpulidlePct
cpulidle_summation
cpuliowait

Use the Co-Stop (%) metric instead of this metric.

cpulperCpuCoStopPct

cpulcorecount_provisioned

Choose the Use Ready (%) metric instead of this metric.

cpulready_summation
cpulsizePctReduction
cpulswapwait_summation
cpulwait
cpulused_summation
cpulwait_summation

datastorelmaxObserved_OIO
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Metric Name

Datastore I/O|Max Observed Read Rate (kbps)
Datastore I/O|Max Observed Reads per second
Datastore I/O|Max Observed Write Rate (kbps)
Datastore I/O|Max Observed Writes per second
Disk SpacelNot Shared (gb)

Disk SpacelNumber of Virtual Disks

Disk SpacelShared Used (gb)

Disk Space|Total disk space used (gb)

Disk Space|Total disk space (gb)

Disk SpacelVirtual Disk Used (gb)

Guest File System stats|Total Guest File System Free (gab)
Guest|Active File Cache Memory (kb)
Guest|Context Swap Rate per second
Guest|Huge Page Size (kb)

Guest|Page Out Rate per second

Guest|Total Huge Pages

Memory|50% of Reclaimable Memory Capacity (gb)

Memory|Balloon (kb)

Memory|Demand Over Capacity
Memory|Demand Over Limit
Memory|Granted (kb)

Memory|Guest Active (kb)
Memory|Guest Dynamic Entitlement (kb)
Memory|Guest Workload (%)
Memory|Host Demand with Reservation (kb)
Memory|Host Dynamic Entitlement (kb)
Memory|Host Usage (kb)

Memory|Host Workload (%)

Memory|Latency (%)

Memory|Numa Local Latest (kb)
Memory|Numa Locality Average (%)
Memory|Numa Migrations Latest

Memory|Numa Remote Latest (kb)

VMware, Inc.

Description
datastorelmaxObserved_Read
datastorelmaxObserved_NumberRead
datastorelmaxObserved_Write
datastorelmaxObserved_NumberWrite
diskspacelnotshared
diskspacelnumvmdisk
diskspacelshared
diskspaceltotal_usage
diskspaceltotal_capacity
diskspaceldiskused
guestfilesystem|freespace_total
guestmem.activeFileCache_latest
guest|/contextSwapRate_latest
guestlhugePage.size_latest
guest|page.outRate_latest
guestlhugePage.total_latest

This metric is superseded by the capacity engine.

mem|wasteValue50PctInGB
mem|vmmemctl_average
meml|demandOverCapacity
mem|demandOverLimit
memlgranted_average
memlactive_average
memlguest_dynamic_entitlement
memlguest_workload
memlhost_demand_reservation
memlhost_dynamic_entitlement
memlhost_usage
memlhost_workload

Use the Memory Contention (%) metric instead of this
metric.

memllatency_average
mem|numa.local_latest
mem|numa.locality_average
meml|numa.migrations_latest

mem|numa.remote_latest
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Metric Name

Memory|Recommended Size Reduction (%)
Memory|Shared (kb)

Memory|Swap Out Rate (kbps)

Memory|Usage (%)

Memory|Estimated entitlement

Network I/O|Data Receive Demand Rate (kbps)
Network I/O|Data Transmit Demand Rate (kbps)
Network I/OIVM to Host Data Receive Rate (kbps)

Network I/OIVM to Host Data Transmit Rate (kbps)

Network I/O|VM to Host Max Observed Received Throughput

(kbps)

Network I/O|VM to Host Max Observed Throughput (kbps)

Network I/OIVM to Host Max Observed Transmitted
Throughput (kbps)

Network I/O|VM to Host Usage Rate (kbps)
Network|bytesRx (kbps)
Network|bytesTx (kbps)

Network|Demand (%)

Network]|l/O Usage Capacity

Network|Max Observed Received Throughput (kbps)
Network|Max Observed Throughput (kbps)
Network|Max Observed Transmitted Throughput (kbps)
Network|Packets Received per second
Network|Packets Transmitted per second
Network|Received Packets Dropped
StoragelDemand (kbps)

Storage|Read Latency (msec)

Storage|Write Latency (msec)

Summary|CPU Shares

Summary|Memory Shares

Summary|Number of Datastores

Summary|Number of Networks

Summary|Workload Indicator

System|Build Number

System|Heartbeat

VMware, Inc.

Description
meml|sizePctReduction
memlshared_average
memlswapoutRate_average
memlusage_average
memlestimated_entitlement
netlreceive_demand_average
net|transmit_demand_average
netlhost_received_average
netlhost_transmitted_average

netlhost_maxObserved_Rx_KBps

netlhost_maxObserved_KBps

netlhost_maxObserved_Tx_KBps

netlhost_usage_average
net|lbytesRx_average

net|bytesTx_average

Use absolute numbers instead of this metric.

netldemand

netlusage_capacity
netlmaxObserved_Rx_KBps
netlmaxObserved_KBps
netlmaxObserved_Tx_KBps
netlpacketsRxPerSec
netlpacketsTxPerSec
netldroppedRx_summation
storageldemandKBps
storageltotalReadLatency_average
storageltotalWriteLatency_average
summarylcpu_shares
summarylmem_shares
summary|number_datastore
summarylnumber_network
summary|workload_indicator
syslbuild

syslheartbeat_summation
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Metric Name
System|Product String
System|Uptime (sec)

System|vMotion Enabled

Host System Metrics

Description
syslproductString
sysluptime_latest

vMotion should be enabled for all. It is not necessary to
track all VMs every five minutes.

syslvmotionEnabled

vRealize Operations Manager collects many metrics for host systems, including CPU use,
datastore, disk, memory, network, storage, and summary metrics for host system objects.

Capacity metrics can be calculated for host system objects. See Capacity Analytics Generated

Metrics.

Configuration Metrics for Host Systems

Configuration metrics provide information about host system configuration.

Metric Name

Configuration|Hyperthreading|Active

Configuration|Hyperthreading|Available

Configuration|Storage DevicelMultipath InfolTotal number of
Active Path

Configuration|Storage Device|Total number of path

Configuration|Failover Hosts

Hardware Metrics for Host Systems

Description

Displays the hyperthreading status of the host.

Key: configuration|hypwerthreadinglactive

Displays whether the hyperthreading option is available
for this host.

Key: configuration|hypwerthreadinglavailable

Displays the amount of active path information for the
storage device

Key: configuration|storagedevice|multipathinfoltotal
numberofActive path

Displays the total number of path for the storage device.

Key: configuration|storagedeviceltotal number of path

Failover Hosts.

Key: configuration|dasConfigladmissionControlPolicy]|
failoverHost

Hardware metrics provide information about host system hardware.

Metric Name

Hardware|Number of CPUs

Hardwarel|ServiceTag

VMware, Inc.

Description

Number of CPUs for a host.
Key: hardware|cpuinfolnum_CpuCores

Displays the service tag of the host system.

Key: hardware|servicetag
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CPU Usage Metrics for Host Systems

CPU usage metrics provide information about CPU use.

Metric Name

CPU|Capacity Usage (%)

CPU|Usage (%)

CPU|CPU Contention (%)

CPU|Demand (%)

CPU|Demand (MHz)

CPUIIO Wait (ms)

CPUINumber of CPU Sockets

CPU|Overall CPU Contention (ms)

VMware, Inc.

Description

Percent CPU capacity used.

Key: cpulcapacity_usagepct_average

Average CPU usage as a percentage.

Key: cpulusage_average

This metric indicates the percentage of time the virtual
machines in the ESXi hosts are unable to run because they
are contending for access to the physical CPU(s). This is
the average number of all VMs. Naturally, the number will
be lower than the highest number experienced by the
worst hit VM (a VM that suffers the highest CPU
contention).

Use this metric to verify if the host is able to serve all of its
VMs well.

When using this metric, ensure the number is within your
expectation. The metric is affected by several factors so
you need to watch both relative numbers and absolute
numbers. Relative means a drastic change in value. This
indicates that the ESXi is unable to service its VMs.

Absolute means that the real value is high and should be
checked. One factor that impacts the CPU contention
metric is CPU Power Management. If CPU Power
Management clocks down the CPU speed from 3 GHz to 2
GHz that reduction in speed is taken into consideration.
This is because the VM is not running at full speed.

Key: cpulcapacity_contentionPct

This metric shows the percentage of CPU resources all the
VMs would use if there was no CPU contention or any CPU
limits set.

It represents the average active CPU load for the past five
minutes.

Keep the number of this metric below 100% if you set
Power Management to Maximum.

Key: cpuldemandPct
CPU demand in megahertz. CPU utilization level based on

descendant Virtual Machines utilization. Includes limits and
overhead to run Virtual Machines, but not reservations.

Key: cpuldemandmhz

10 wait time in milliseconds.

Key: cpuliowait

Number of CPU sockets.

Key: cpulnumpackages

Overall CPU contention in milliseconds.

Key: cpulcapacity_contention
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Metric Name

CPU|Provisioned Capacity (MHz)

CPU|Provisioned virtual CPUs

CPU|Total Wait

CPU|Demand

CPU|Usage (MHz)

CPU|Reserved Capacity (MHz)

CPU|Total Capacity (MHz)

CPU|Overhead (KB)

CPU|Demand without overhead

CPU|Core Utilization (%)

CPU|Utilization(%)

CPU|Core Utilization (%)

CPU|Utilization (%)

CPU|Co-stop (ms)

CPUl|Latency (%)

CPU|Ready (ms)

CPUIRuN (ms)

CPU|Swap wait (ms)

VMware, Inc.

Description

Capacity in MHz of the physical CPU cores.

Key: cpulcapacity_provisioned

Provisioned virtual CPUs.

Key: cpulcorecount_provisioned

CPU time spent in idle state.

Key: cpulwait

CPU demand.

Key: cpuldemand_average

CPU use in megahertz.

Key: cpulusagemhz_average

The sum of the reservation properties of the (immediate)
children of the host's root resource pool.

Key: cpulreservedCapacity_average

Total CPU capacity in megahertz. Amount of CPU
resources configured on the ESXi hosts.

Key: cpulcapacity_provisioned

Amount of CPU overhead.

Key: cpuloverhead_average

Value of demand excluding any overhead.

Key: cpuldemand_without_overhead

Percent core utilization.

Key: cpulcoreUtilization_average

Percent CPU utilization.

Key: cpulutilization_average

Core Utilization.

Key: cpulcoreUtilization_average

Utilization.

Key: cpulutilization_average

Time the VM is ready to run, but is unable to due to co-
scheduling constraints.

Key: cpulcostop_summation

Percentage of time the VM is unable to run because it is
contending for access to the physical CPUs.

Key: cpullatency_average

Time spent in ready state.

Key: cpulready_summation

Time the virtual machine is scheduled to run.

Key: cpulrun_summation

Amount of time waiting for swap space.

Key: cpulswapwait_summation

42



vRealize Operations Definitions for Metrics, Properties, and Alerts

Metric Name

CPU|Wait (ms)

CPU|Provisioned Capacity

CPU|Active Host Load For Balance (Long Term)

CPU|Active Host Load For Balance (Short Term)

CPUI| CPU Model

CPU|Peak CPU Core Usage

Description

Total CPU time spent in wait state.

Key: cpulwait_summation

Provisioned capacity (MHz).

Key: cpulvm_capacity_provisioned

Active Host Load For Balance (Long Term).

Key: cpulacvmWorkloadDisparityPcttive_longterm_load

Active Host Load For Balance (Short Term).

Key: cpulactive_shortterm_load

Displays the host's CPU model.
Key: cpulcpu model
The highest CPU Usage among the CPU cores. A

constantly high number indicates that one or more physical
cores have high utilization.

Key: cpulpeak_cpu_core_usage

CPU Utilization for Resources Metrics for Host Systems

CPU utilization for resources metrics provide information about CPU activity.

Metric Name

RescpulCPU Active (%) (interval)

RescpulCPU Running (%) (interval)

VMware, Inc.

Description

Average active time for the CPU over the past minute, past
five minutes, and at one-minute, five-minute, and 15-minute
peak active times.

Key:
rescpulactavi_latest
rescpulactavs_latest
rescpulactavis_latest
rescpulactpkl_latest
rescpulactpk5_latest

rescpulactpk15_latest

Average run time for the CPU over the past minute, past
five minutes, past 15 minutes, and at one-minute, five-
minute, and 15-minute peak times.

Key:
rescpulrunavi_latest
rescpulrunavs_latest
rescpulrunavis_latest
rescpulrunpki_latest
rescpulrunpk5_latest

rescpulrunpki15_latest
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Metric Name

RescpulCPU Throttled (%) (interval)

RescpulGroup CPU Sample Count

RescpulGroup CPU Sample Period (ms)

Datastore Metrics for Host Systems

Description

Scheduling limit over the past minute, past five minutes,
and past 15 minutes.

Key:
rescpulmaxLimitedl_latest
rescpulmaxLimited5_latest

rescpulmaxLimited15_latest

Group CPU sample count.

Key: rescpulsampleCount_latest

Group CPU sample period in milliseconds.

Key: rescpulsamplePeriod_latest

Datastore metrics provide information about datastore use.

Metric Name

Datastore|Outstanding IO requests

Datastore|Commands Averaged

Datastore|Number of Outstanding IO Operations

Datastore|Total Latency (ms)

Datastore|Total Throughput (KBps)

Datastore|Demand

Datastore|Storage I/O Control aggregated IOPS

Datastore|Read IOPS

Datastore|Write IOPS

Datastore|Read Throughput (KBps)

VMware, Inc.

Description

OIO for datastore.

Key: datastore|ldemand_oio

Average number of commands issued per second during
the collection interval.

Key: datastorelcommandsAveraged_average

Number of outstanding 10 operations.

Key: datastoreloio

The average amount of time taken for a command from
the perspective of a Guest OS. This is the sum of Kernel
Command Latency and Physical Device Command
Latency.

Key: datastorel|totalLatency_average

Usage Average (KBps).

Key: datastorelusage_average

Demand.

Key: datastore|demand

Aggregate number of IO operations on the datastore.

Key: datastore|datastorelops_average

Average number of read commands issued per second
during the collection interval.

Key: datastorelnumberReadAveraged_average

Average number of write commands issued per second
during the collection interval.

Key: datastorelnumberWriteAveraged_average
Rate of reading data from the datastore in kilobytes per
second.

Key: datastore|read_average
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Metric Name

Datastore|Storage I/O Control normalized latency (ms)

Datastore|Read Latency (ms)

Datastore|Write Latency (ms)

Datastore|Write Throughput (KBps)

Datastore|Max Queue Depth

Datastore|Highest Latency

Datastore|Total Latency Max

Datastore|Read Latency

Datastore|Write Latency

Datastore|Data Read

Datastore|Data Read Rate

Datastore|Read Load

Datastore|Outstanding Read Requests

Datastore|Data Written

Datastore|Data Write Rate

Datastore|Write Load

Datastore|Outstanding Write Requests

Datastore|VM Disk I/O Workload Disparity

VMware, Inc.

Description

Normalized latency in microseconds on the datastore.
Data for all virtual machines is combined.

Key: datastorelsizeNormalizedDatastorelLatency_average
Average amount of time for a read operation from the
datastore. Total latency = kernel latency + device latency.
Key: datastore|totalReadLatency_average

Average amount of time for a write operation to the
datastore. Total latency = kernel latency + device latency.
Key: datastore|totalWriteLatency_average

Rate of writing data to the datastore in kilobytes per
second.

Key: datastore|write_average

Max Queue Depth.

Key: datastore|datastoreMaxQueueDepth_latest

Highest Latency.

Key: datastore|maxTotalLatency_latest

Total Latency Max (ms).

Key: datastorel|totalLatency_max

Read Latency.

Key: datastore|datastoreNormalReadLatency_latest

Write Latency.

Key: datastore|datastoreNormalWriteLatency_latest

Data Read.

Key: datastore|datastoreReadBytes_latest

Data Rate.

Key: datastore|datastoreReadlops_latest

Storage DRS metric read load.

Key: datastore|datastoreReadLoadMetric_latest

Outstanding Read Requests.
Key: datastore|datastoreReadOIO_latest

Data Written.

Key: datastore|datastoreWriteBytes_latest

Data Write Rate.
Key: datastore|datastoreWritelops_latest

Storage DRS metric write load.

Key: datastore|datastoreWriteLoadMetric_latest

Outstanding Write Requests.
Key: datastore|datastoreWriteOIO_latest

Percentage Disk I/O workload disparity among the VMs on
the Host.

Key: datastorelvmWorkloadDisparityPc
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Metric Name

Datastore|Peak Datastore Read Latency

Datastore|Peak Datastore Write Latency

Disk Metrics for Host Systems

Disk metrics provide information about disk use.

Description

The highest read latency among the datastores. A high
number indicates that one or more datastores are
experiencing poor performance.

Key: datastore|peak_datastore_readLatency

The highest write latency among the datastores. A high
number indicates that one or more datastores are
experiencing poor performance.

Key: datastore|peak_datastore_writeLatency

Metric Name

Disk|Total Throughput (KBps)

Diskll/O Usage Capacity

Disk|Total IOPS

Disk|Total Latency (ms)

Disk|Read IOPS

Disk|Write IOPS

Disk|Read Throughput (KBps)

Disk|Write Throughput (KBps)

Disk|Bus Resets

VMware, Inc.

Description

Average of the sum of the data read and written for all of
the disk instances of the host or virtual machine.

disklusage_average

This metric is a function of storagelusage_average and
disklworkload. storagelusage_average is an average over
all storage devices. This means that disklusage_capacity is
not specific to the selected VM or the host of the VM.

Key: disklusage_capacity
Average number of commands issued per second during
the collection interval.

Key: disklcommandsAveraged_average

The average amount of time taken for a command from
the perspective of a Guest OS. This is the sum of Kernel
Command Latency and Physical Device Command
Latency.

Key: disk|totalLatency_average

Average number of read commands issued per second
during the collection interval.

Key: disklnumberReadAveraged_average

Average number of write commands issued per second
during the collection interval.

Key: diskInumberWriteAveraged_average

Amount of data read in the performance interval.

Key: disklread_average

Amount of data written to disk in the performance interval.

Key: disk|write_average

The number of bus resets in the performance interval.

Key: disk|busResets_summation
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Metric Name

Disk|Read Latency (ms)

Disk|Write Latency (ms)

Disk|Physical Device Latency (ms)

Disk|Kernel Latency (ms)

DisklQueue Latency (ms)

Disk|INumber of Outstanding IO Operations
Disk|Queued Operations

Disk|Demand

Disk|Total Queued Outstanding operations
Disk|IMax Observed OIO

Disk|Highest Latency

DiskIMax Queue Depth

Disk|SCSI Reservation Conflicts

Memory Metrics for Host Systems

Description

The average amount of time taken for a read from the
perspective of a Guest OS. This is the sum of Kernel Read
Latency and Physical Device Read Latency.

Key: disk|totalReadLatency_average

The average amount of time taken for a write from the
perspective of a Guest OS. This is the sum of Kernel Write
Latency and Physical Device Write Latency.

Key: disk|totalWriteLatency_average

The average time taken to complete a command from the
physical device.

Key: disk|devicelLatency_average

The average time spent in ESX Server VMKernel per
command.

Key: disk|kernelLatency_average

The average time spent in the ESX Server VMKernel queue
per command.

Key: disklqueuelLatency_average

Number of Outstanding 10 Operations.

Key: disk|diskoio

Queued Operations.

Key: disk|diskqueued

Demand.

Key: disk|diskdemand

Sum of Queued Operation and Outstanding Operations.
Key: disklsum_queued_oio

Max Observed IO for a disk.

Key: disklmax_observed

Highest Latency.

Key: disklmaxTotalLatency_latest

Maximum queue depth during the collection interval.

Key: disklmaxQueueDepth_average

SCSI Reservation Conflicts.

Key: disk|scsiReservationConflicts_summation

Memory metrics provide information about memory use and allocation.

VMware, Inc.
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Metric Name

Mem|Contention (%)

Mem|Contention (KB)

Meml|Host Usage (KB)

Mem|Machine Demand (KB)

Mem|Overall Memory used to run VMs on Host (KB)

Meml|Provisioned Memory (KB)

Mem|Minimum Free Memory (KB)

Mem|Reserved Capacity (%)

Mem|Usable Memory (KB)

Mem|Usage (%)

Meml|ESX System Usage

Mem|Guest Active (KB)

Mem|Consumed (KB)

Mem|Granted (KB)

Mem|Heap (KB)

Meml|Heap Free (KB)

Mem|VM Overhead (KB)

VMware, Inc.

Description

This metric is used to monitor ESXi memory usage.

When the value is high, it means the ESXi is using a good
percentage of available memory. You may need to add
more memory to other memory-related metrics.

Key: mem|host_contentionPct

Host contention in kilobytes.

Key: mem|host_contention

Machine usage in kilobytes.

Key: mem|host_usage

Host demand in kilobytes.

Key: memlhost_demand

Overall memory used to run virtual machines on the host
in kilobytes.

Key: meml|host_usageVM

Provisioned memory in kilobytes.

Key: meml|host_provisioned

Minimum free memory.

Key: meml|host_minfree

Percent reserved capacity.

Key: memilreservedCapacityPct

Usable memory in kilobytes.

Key: mem|host_usable

Memory currently in use as a percentage of total available
memory.

Key: meml|host_usagePct

Memory usage by the VMkernel and ESX user-level
services.

Key: mem|host_systemUsage

Amount of memory that is actively used.

Key: memlactive_average

Amount of host memory consumed by the virtual machine
for guest memory.

Key: mem|consumed_average

Amount of memory available for use.

Key: mem|granted_average

Amount of memory allocated for heap.

Key: memlheap_average

Amount of free space in the heap.

Key: mem|heapfree_average

Memory overhead reported by host.

Key: meml|overhead_average
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Metric Name

Mem|Reserved Capacity (KB)

Mem|Shared (KB)

Mem|Shared Common (KB)

Meml|Swap In (KB)

Mem|Swap Out KB)

Mem|Swap Used (KB)

Mem|VM kernel Usage (KB)

Mem|Unreserved (KB)

Meml|Balloon (KB)

MemlZero (KB)

Mem|State (0-3)

Meml|Usage (KB)

Mem|Usage (%)

VMware, Inc.

Description

Reserved capacity in kilobytes.

Key: memi|reservedCapacity_average

Amount of shared memory in kilobytes.

Key: memi|shared_average

Amount of shared common memory in kilobytes.

Key: mem|sharedcommon_average

Amount of memory swapped in.

Key: mem|swapin_average

Amount of memory swapped out.

Key: mem|swapout_average

Amount of memory used for swapped space in kilobytes.

Key: mem|swapused_average

Amount of memory used by the VM kernel.

Key: mem|sysUsage_average

Amount of unreserved memory in kilobytes.

Key: meml|unreserved_average

This metric shows the total amount of memory currently
used by the VM memory control. This memory was
reclaimed from the respective VMs at some point in the
past, and was not returned.

Use this metric to monitor how much VM memory has
been reclaimed by ESXi through memory ballooning.

The presence of ballooning indicates the ESXi has been
under memory pressure. The ESXi activates ballooning
when consumed memory reaches a certain threshold.
Look for increasing size of ballooning. This indicates that
there has been a shortage of memory more than once.
Look for size fluctuations which indicate the ballooned out
page was actually required by the VM. This translates into
a memory performance problem for the VM requesting
the page, since the page must first be brought back from
the disk.

Key: mem|vmmemctl_average

Amount of memory that is all zero.

Key: meml|zero_average

Overall state of the memory. The value is an integer
between O (high) and 3 (low).

Key: mem|state_latest

Host memory use in kilobytes.

Key: mem|host_usage

Memory currently in use as a percentage of total available
memory.

Key: meml|usage_average
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Metric Name

Mem|Swap In Rate (KBps)

Mem|Swap Out Rate (KBps)

Mem|Active Write (KB)

Mem|Compressed (KB)

Mem|Compression Rate (KBps)

Mem|Decompression Rate (KBps)

Mem|Total Capacity (KB)

Meml|Latency

Mem|Capacity Contention

Mem|Swap In Rate from Host Cache

Mem|Swap In from Host Cache

Mem|Swap Out Rate to Host Cache

Mem|Swap Out to Host Cache

Mem|Swap Space Used in Host Cache

Mem|Low Free Threshold

Mem|VM Memory Workload Disparity

VMware, Inc.

Description

Rate at which memory is swapped from disk into active
memory during the interval in kilobyte per second.

Key: mem|swapinRate_average

Rate at which memory is being swapped from active
memory to disk during the current interval in kilobytes per
second.

Key: mem|swapoutRate_average

Average active writes in kilobytes.

Key: memlactivewrite_average

Average memory compression in kilobytes.

Key: mem|compressed_average

Average compression rate in kilobytes per second.

Key: mem|compressionRate_average

Decompression rate in kilobytes per second.

Key: mem|decompressionRate_average

Total capacity in kilobytes. Amount of physical memory
configured on the ESXi hosts.

Key: mem|host_provisioned

Percentage of time the VM is waiting to access swapped
or compressed memory.

Key: memllatency_average

Capacity Contention.

Key: mem|capacity.contention_average

Rate at which memory is being swapped from host cache
into active memory.

Key: meml|lISwaplinRate_average

Amount of memory swapped-in from host cache.

Key: memllISwapln_average

Rate at which memory is being swapped to host cache
from active memory.

Key: meml|liISwapOutRate_average

Amount of memory swapped-out to host cache.

Key: memllISwapOut_average

Space used for caching swapped pages in the host cache.

Key: memllISwapUsed_average

Threshold of free host physical memory below which ESX
begins to reclaim memory from VMs through ballooning
and swapping.

Key: memllowfreethreshold_average

Percentage Memory workload disparity among the VMs
on the Host.

Key: mem|vmWorkloadDisparityPct
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Metric Name

Meml|Active Host Load For Balance (Long Term)
MemlActive Host Load For Balance (Short Term)

Meml|Utilization

Network Metrics for Host Systems

Description

Active Host Load For Balance (Long Term).

Key: memlactive_longterm_load

Active Host Load For Balance (Short Term).

Key: memlactive_shortterm_load

Memory utilization level based on descendant Virtual
Machines utilization. Includes reservations, limits and
overhead to run Virtual Machines

Key: memi|total_need

Network metrics provide information about network performance.

Metric Name

Network|Driver

Network|Speed

Network|Management Address

Network]|IP Address

Net|Packets Transmitted per second

Net|Packets per second

Net|Total Throughput (KBps)

Net|l/O Usage Capacity

Net|Data Transmit Rate (KBps)

Net|Data Receive Rate (KBps)

Net|Packets Received

Net|Packets Transmitted

VMware, Inc.

Description

This metric displays the type of network driver.

Key: netldriver

This metric displays the network speed.

Key: netlspeed

This metric displays the management address of the host
network.

Key: netlmanagement address

This metric displays the IP address of the host network.

Key: netlIPaddress

This metric shows the number of packets transmitted
during the collection interval.

Key: netlpacketsTxPerSec

Number of packets transmitted and received per second.

Key: netlpacketsPerSec

The sum of the data transmitted and received for all the
NIC instances of the host or virtual machine.

Key: netlusage_average

I/O Usage Capacity.

Key: netlusage_capacity

Average amount of data transmitted per second.

Key: netltransmitted_average

Average amount of data received per second.

Key: netlreceived_average

Number of packets received in the performance interval.

Key: netlpacketsRx_summation

Number of packets transmitted in the performance
interval.

Key: netlpacketsTx_summation
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Metric Name

Net|Broadcast Packets Received

Net|Broadcast Packets Transmitted

Net|Error Packets Transmitted
Net|Multicast Packets Received
Net|Multicast Packets Transmitted
Net|FT Throughput Usage
Net|HBR Throughput Usage
NetliSCSI Throughput Usage
NetINFS Throughput Usage
Net|VM Throughput Usage
NetlvMotion Throughput Usage

Net|Unknown Protocol Frames Received

System Metrics for Host Systems

Description

Number of broadcast packets received during the
sampling interval.

Key: netlbroadcastRx_summation

Number of broadcast packets transmitted during the
sampling interval.

Key: netlbroadcastTx_summation

Number of packets with errors transmitted.

Key: netlerrorsTx_summation

Number of multicast packets received.

Key: netlmulticastRx_summation

Number of multicast packets transmitted.

Key: netlmulticastTx_summation

FT Throughput Usage.

Key: netlthroughput.usage.ft_average

HBR Throughput Usage.
Key: netlthroughput.usage.hbr_average

iSCSI Throughput Usage.

Key: netlthroughput.usage.iscsi_average

NFS Throughput Usage.

Key: netlthroughput.usage.nfs_average

VM Throughput Usage.

Key: netlthroughput.usage.vm_average

vMotion Throughput Usage.

Key: netlthroughput.usage.vmotion_average

Number of frames with unknown protocol received.

Key: netlunknownProtos_summation

System metrics provide information about the amount of CPU that resources and other

applications use.

Metric Name

Sys|Power On

Sys|Uptime (seconds)

Sys|Disk Usage (%)

VMware, Inc.

Description

1if the host system is powered on, O if the host system is

powered off, or -1if the power state is unknown.

Key: sys|poweredOn

Number of seconds since the last system startup.

Key: sys|uptime_latest

Percent disk use.

Key: sys|diskUsage_latest
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Metric Name

Sys|Resource CPU Usage (MHz)

Sys|Resource CPU Active (1 min. average)

Sys|Resource CPU Active (%) (5 min. average)

Sys|Resource CPU Alloc Max (MHz)

Sys|Resource CPU Alloc Min (MHz)

Sys|Resource CPU Alloc Shares

Sys|Resource CPU Max Limited (%) (1 min. average)

Sys|Resource CPU Max Limited (%) (5 min. average)

Sys|Resource CPU Run1 (%)

Sys|Resource CPU Run5 (%)

Sys|Resource Memory Alloc Max (KB)

Sys|Resource Memory Alloc Min (KB)

Sys|Resource Memory Alloc Shares

Sys|Resource Memory Cow (KB)

Sys|Resource Memory Mapped (KB)

Sys|Resource Memory Overhead (KB)

Sys|Resource Memory Shared (KB)

VMware, Inc.

Description
Amount of CPU that the Service Console and other
applications use.

Key: sys|resourceCpuUsage_average

Percentage of resource CPU that is active. Average value
during a one-minute period.

Key: sys|resourceCpuActi_latest
Percentage of resource CPU that is active. Average value
during a five-minute period.

Key: sys|resourceCpuAct5_latest

Maximum resource CPU allocation in megahertz.

Key: sys|resourceCpuAllocMax_latest

Minimum resource CPU allocation in megahertz.

Key: sys|resourceCpuAllocMin_latest

Number of resource CPU allocation shares.

Key: syslresourceCpuAllocShares_latest

Percent of resource CPU that is limited to the maximum
amount. Average value during a one-minute period.

Key: sys|resourceCpuMaxLimitedl_latest
Percentage of resource CPU that is limited to the

maximum amount. Average value during a five-minute
period.

Key: sys|resourceCpuMaxLimited5_latest

Percent resource CPU for Run.

Key: sys|resourceCpuRuni_latest

Percent resource CPU for Runb5.

Key: sys|resourceCpuRun5_latest

Maximum resource memory allocation in kilobytes.

Key: syslresourceMemAllocMax_latest

Minimum resource memory allocation in kilobytes.

Key: syslresourceMemAllocMin_latest

Number of resource memory shares allocated.

Key: sys|lresourceMemAllocShares_latest

Cow resource memory in kilobytes.

Key: Sys|resourceMemCow_latest

Mapped resource memory in kilobytes.

Key: yslresourceMemMapped_latest

Resource memory overhead in kilobytes.

Key: syslresourceMemOverhead_latest

Shared resource memory in kilobytes.

Key: sys|lresourceMemShared_latest
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Metric Name

Sys|Resource Memory Swapped (KB)

Sys|Resource Memory Touched (KB)

Sys|Resource Memory Zero (KB)

Sys|Resource Memory Consumed

Sys|Resource File descriptors usage

Sysl|vMotion Enabled

SysINot in Maintenance

Description

Swapped resource memory in kilobytes.

Key: syslresourceMemSwapped_latest

Touched resource memory in kilobytes.

Key: syslresourceMemTouched_latest

Zero resource memory in kilobytes.

Key: syslresourceMemZero_latest

Resource Memory Consumed Latest (KB).

Key: sys|resourceMemConsumed_latest

Resource File descriptors usage (KB).

Key: sys|resourceFdUsage_latest

1if vMotion is enabled or O if vMotion is not enabled.

Key: syslvmotionEnabled

Not in maintenance.

Key: sysInotinMaintenance

Management Agent Metrics for Host Systems

Management agent metrics provide information about memory use.

Metric Name

Management Agent|Memory Used (%)

Management Agent|Memory Swap Used (KB)

Management Agent|Memory Swap In (KBps)

Management Agent|Memory Swap Out (KBps)

Management Agent|CPU Usage

Description

Amount of total configured memory that is available for
use.

Key: managementAgentlmemUsed_average

Sum of the memory swapped by all powered-on virtual
machines on the host.

Key: managementAgent|swapUsed_average

Amount of memory that is swapped in for the Service
Console.

Key: managementAgent|swapln_average

Amount of memory that is swapped out for the Service
Console.

Key: managementAgent|swapOut_average

CPU usage.

Key: managementAgent|cpuUsage_average

Storage Adapter Metrics for Host Systems

Storage adapter metrics provide information about data storage use.

VMware, Inc.
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Metric Name

Storage Adapter|Driver

Storage Adapter|Port WWN

Storage Adapter|Total Usage (KBps)

Storage Adapter|Total IOPS

Storage Adapter|Read IOPS

Storage Adapter|Write IOPS

Storage Adapter|Read Throughput (KBps)

Storage Adapter|Read Latency (ms)

Storage Adapter|Write Latency (ms)

Storage Adapter|Write Throughput (KBps)

Storage Adapter|Demand

Storage Adapter|Highest Latency

Storage Adapter|Outstanding Requests

VMware, Inc.

Description

Displays the driver details of the storage adapter.

Key: storage adapter|driver

Displays the world wide network port for the storage
adapter.

Key: storage adapter|portwwn

Total latency.

Key: storageAdapterlusage

Average number of commands issued per second by the
storage adapter during the collection interval.

Key: storageAdapterlcommandsAveraged_average

Average number of read commands issued per second
by the storage adapter during the collection interval.

Key: storageAdapterlnumberReadAveraged_average

Average number of write commands issued per second
by the storage adapter during the collection interval.

Key: storageAdapterinumberWriteAveraged_average

Rate of reading data by the storage adapter.
Key: storageAdapter|read_average

This metric shows the average amount of time for a read
operation by the storage adapter.

Use this metric to monitor the storage adapter read
operation performance. A high value means that the ESXi
is performing a slow storage read operation.

Total latency is the sum of kernel latency and device
latency.

Key: storageAdapter|totalReadlLatency_average

This metric shows the average amount of time for a write
operation by the storage adapter.

Use this metric to monitor the storage adapter write
performance operation. A high value means that the ESXi
is performing a slow storage write operation.

Total latency is the sum of kernel latency and device
latency.

Key: storageAdapter|totalWriteLatency_average

Rate of writing data by the storage adapter.

Key: storageAdapter|write_average

Demand.

Key: storageAdapter|demand

Highest Latency.

Key: torageAdapter|maxTotalLatency_latest

Outstanding Requests.

Key: storageAdapter|loutstandinglOs_average
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Metric Name Description

Storage Adapter|Queue Depth Queue Depth.
Key: storageAdapter|queueDepth_average

Storage Adapter|Queue Latency (ms) The average time spent in the ESX Server VM Kernel
queue per command.

Key: storageAdapterlqueuelLatency_average

Storage Adapter|Queued Queued.

Key: storageAdapter|queued_average

Storage Adapter|Peak Adapter Read Latency The highest read latency among the storage adapters. A
high number indicates that one or more storage adapters
are experiencing poor performance.

Key: storageAdapter|peak_adapter_readlLatency

Storage Adapter|Peak Adapter Write Latency The highest write latency among the storage adapters. A
high number indicates that one or more storage adapters
are experiencing poor performance.

Key: storageAdapter|peak_adapter_writeLatency

Storage Metrics for Host Systems

Storage metrics provide information about storage use.

Metric Name Description

StoragelTotal IOPS Average number of commands issued per second during
the collection interval.
Key: storagelcommandsAveraged_average

Storage|Read Latency (ms) Average amount of time for a read operation in
milliseconds.

Key: storageltotalReadLatency_average

Storage|Read Throughput (KBps) Read throughput rate in kilobytes.
Key: storagelread_average

Storage|Read IOPS Average number of read commands issued per second
during the collection interval.

Key: storagelnumberReadAveraged_average

Storage|Total Latency (ms) Total latency in milliseconds.

Key: storageltotalLatency_average

Storage|Total Usage (KBps) Total throughput rate in kilobytes per second.

Key: storagelusage_average

Storage|Write Latency (ms) Average amount of time for a write operation in
milliseconds.

Key: storagel|totalWriteLatency_average

VMware, Inc. 56



vRealize Operations Definitions for Metrics, Properties, and Alerts

Metric Name Description

Storage|Write Throughput (KBps) Write throughput rate in kilobytes per second.

Key: storagelwrite_average

Storage|Write IOPS Average number of write commands issued per second

during the collection interval.

Key: storagelnumberWriteAveraged_average

Sensor Metrics for Host Systems

Sensor metrics provide information about host system cooling.

Metric Name Description

Sensor|Fan|Speed (%) Percent fan speed.

Key: Sensorlfan|currentValue

Sensor|Fan|Health State Fan health state.

Key: Sensor|fan|healthState

Sensor|Temperature|Temp C Fan temperature in centigrade.

Key: Sensor|temperaturelcurrentValue

Sensor|Temperature|Health State Fan health state.

Key: Sensor|temperaturelhealthState

Power Metrics for Host Systems

Power metrics provide information about host system power use.

Metric Name Description

Power|Energy (Joule) Total energy used since last stats reset.

Key: power|lenergy_summation

Power|Power (Watt) Host power use in watts.

Key: power|power_average

Power|Power Cap (Watt) Host power capacity in watts.

Key: power|powerCap_average

Disk Space Metrics for Host Systems

Disk space metrics provide information about disk space use.

Metric Name Description

Diskspace|Number of Virtual Disks Number of virtual disks.

Key: diskspacelnumvmdisk

Diskspace|Shared Used (GB) Used shared disk space in gigabytes.
Key: diskspacelshared

Diskspace|Snapshot Disk space used by snapshots in gigabytes.

Key: diskspacelsnapshot

VMware, Inc.
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Metric Name

DiskspacelVirtual Disk Used (GB)
Diskspace|Virtual machine used (GB)

Diskspace|tTotal disk space used

Diskspacel|Total disk spacey

Diskspace|Total provisioned disk space

Diskspace|Utilization (GB)

Diskspace|Workload (%)

Summary Metrics for Host Systems

Description

Disk space used by virtual disks in gigabytes.
Key: diskspaceldiskused

Disk space used by virtual machines in gigabytes.
Key: diskspacelused

Total disk space used on all datastores visible to this
object.

Key: diskspaceltotal_usage

Total disk space on all datastores visible to this object.
Key: diskspace|total_capacity

Total provisioned disk space on all datastores visible to
this object.

Key: diskspacel|total_provisioned .

Storage space utilized on connected vSphere
datastores.

Key: diskspaceltotal_usage

Total storage space available on connected vSphere
datastores.

Key: diskspace|total_capacity

Summary metrics provide information about overall host system performance.

Metric Name

Summary|Number of Running VMs

Summary|Maximum Number of VMs

VMware, Inc.

Description

This metric shows the number of VMs running on the
host during the last metric collection time.

Large spikes of running VMs might be a reason for CPU
or memory spikes as more resources are used in the
host.

Number of Running VMs gives you a good indicator of
how many requests the ESXi host must juggle. This
excludes powered off VMs as they do not impact ESXi
performance. A change in this number in your
environment can contribute to performance problems.
A high number of running VMs in a host also means a
higher concentration risk, as all the VMs will become
unavailable (or be relocated by HA) if the ESXi crashes.

Look for any correlation between spikes in the number
of running VMs and spikes in other metrics such as CPU
Contention/Memory Contention.

Key: summary|lnumber_running_vms

Maximum number of virtual machines

Key: summarylmax_number_vms
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Metric Name

Summary|Number of vMotions

Summary|Total Number of Datastores

Summary|Number of VCPUs on Powered On VMs

Summary|Total Number of VMs

Summary|Number of VM Templates

Summary|Consider for Balance

HBR Metrics for Host Systems

Description

This metric shows the number of vMotions that
occurred in the host in the last X minutes.

The number of vMotions is a good indicator of stability.
In a healthy environment, this number should be stable
and relatively low.

Look for correlation between vMotions and spikes in
other metrics such as CPU/Memory contention.

The vMotion should not create any spikes, however, the
VMs moved into the host might create spikes in
memory usage, contention and CPU demand and
contention.

Key: summary|number_vmotion

Total Number of Datastores.

Key: summaryltotal_number_datastores

Total number of VCPUs of Virtual Machines that are
powered on.

Key: summary|number_running_vcpus
Total number of virtual machines.

Note This is the total number of VMs excluding VM
templates.

Key: summaryltotal_number_vms

Number of VM Templates
Key: summary|number_vm_templates
Summary|Consider for Balance = 1 when the host is

Powered On, Connected, not in Maintenance Mode, and
not a Failover Host, otherwise it = -1

Host-based replication (HBR) metrics provide information about vSphere replication.

Metric Name

HBRIReplication Data Received Rate
HBRI|Replication Data Transmitted Rate

HBR|Replicated VM Count

Cost Metrics for Host Systems

Cost metrics provide information about the cost.

VMware, Inc.

Description

Replication Data Received Rate.

Key: hbrlhbrNetRx_average

Replication Data Transmitted Rate.

Key: hbrlhbrNetTx_average

Number of replicated virtual machines.

Key: hbrlhbrNumVms_average
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Metric Name

Monthly Maintenance Total Cost

Monthly Host OS License Total Cost

Monthly Network Total Cost

Monthly Server Hardware Total Cost

Monthly Facilities Total Cost

Monthly Server Labor Total Cost

Monthly Server Fully Loaded Cost

MTD Server Total Cost

Server Accumulated Depreciation

Aggregated Daily Total Cost

Aggregated Deleted VM Daily Total Cost

Disabled Instanced Metrics

Description

Monthly total cost for maintenance.

Key: costlmaintenanceTotalCost

Monthly total cost for the host operating system license.

Key: costlhostOsITotalCost

Monthly total cost for network including cost of NIC cards
associated with host.

Key: costlnetworkTotalCost

Monthly total cost for server hardware, based on amortized
monthly value.

Key: costlhardwareTotalCost

Monthly total cost of facilities including real estate, power,
and cooling.

Key: costlfacilitiesTotalCost

Monthly total cost for the server operating system labor.

Key: costlhostLaborTotalCost

Monthly cost for a fully loaded server incorporating all cost
driver values attributed to the server.

Key: costl|totalLoadedCost

Month to date cost for a fully loaded server incorporating
all cost driver values attributed to the server.

Key: totaIMTDCost

Month to date accumulated cost for a deprecated server.

Key: Cost|Server Accumulated Depreciation

Daily aggregate daily total cost of the deleted VM present
in the host system.

Key: CostlaggregatedDailyTotalCost
Daily aggregate cost of the deleted VM present in the host
system.

Key: CostlaggregatedDeletedVmDaily TotalCost

The instance metrics created for the following metrics are disabled in this version of vRealize
Operations Manager . This means that these metrics collect data by default but all the instanced
metrics created for these metrics, do not collect data by default.

Metric Name

Datastore|Outstanding IO requests (OIOs)

Datastore|Read IOPS

Datastore|Read Latency (ms)

Datastore|Read Throughput (KBps)

Datastore|Total Latency (ms)

VMware, Inc.
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Metric Name

Datastore|Total Throughput (KBps)

DatastorelunmaplOs_summation

Datastorelunmapsize_summation

Datastore|Write IOPS

Datastore|Write Latency (ms)

Datastore|Write Throughput (KBps)

Disk|Physical Device Latency (ms)

DisklQueue Latency (ms)

Disk|Read IOPS

Disk|Read Latency (ms)

Disk|Read Throughput (KBps)

Disk|Write IOPS

Disk|Write Latency (ms)

Disk|Write Throughput (KBps)

Net|Data Receive Rate (KBps)

Net|Data Transmit Rate (KBps)

Net|Error Packets Transmitted

Net|Packets Dropped (%)

Net|Packets Transmitted per second

Net|Received Packets Dropped

Net|Transmitted Packets Dropped

Net|Usage Rate (%)

Storage Adapter|Read IOPS

Storage Adapter|Read Latency (ms)

Storage Adapter|Read Throughput (KBps)

Storage Adapter|Write IOPS

Storage Adapter|Write Latency (ms)

Storage Adapter|Write Throughput (KBps)

Disabled Metrics

The following metrics are disabled in this version of vRealize Operations Manager . This means
that they do not collect data by default.

VMware, Inc.
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You can enable these metrics in the Policy workspace. For more information, in VMware Docs

search for Collect Metrics and Properties Details.

Metric Name
CPUlldle (msec)
CPU|Used (msec)

Datastore I/O|Average Observed Virtual Machine Disk I/O
Workload

Datastore I/O|Max Observed Number of Outstanding 10
Operations

Datastore I/O|Max Observed Read Rate (kbps)
Datastore I/OIMax Observed Reads per second
Datastore I/O|Max Observed Write Rate (kbps)
Datastore I/0OIMax Observed Writes per second
Datastore I/O|Maximum Observed VM Disk I/O Workload
Network I/OlbytesRx (kbps)

Network I/OlbytesTx (kbps)

Network I/O|Demand (%)

Network I/OlError Packets Received

Network I/O|Max Observed Received Throughput (kbps)
Network I/O|Max Observed Throughput (kbps)

Network I/O|Max Observed Transmitted Throughput (kbps)
Network I/O|Packets Received per second

Network I/O|Packets Dropped

Summary|Workload Indicator

vFlash Module|Latest Number of Active Vm Disks

Net|Received Packets Dropped

Net|Transmitted Packets Dropped

VMware, Inc.

Key
cpulidle_summation
cpulused_summation

datastorelvmPopulationAvgWorkload

datastorelmaxObserved_OIO

datastorelmaxObserved_Read
datastorelmaxObserved_NumberRead
datastorelmaxObserved_Write
datastorelmaxObserved_NumberWrite
datastorelvmPopulationMaxWorkload
netlbytesRx_average
netlbytesTx_average

netldemand

netlerrorsRx_summation
netlmaxObserved_Rx_KBps
netlmaxObserved_KBps
netlmaxObserved_Tx_KBps
net|packetsRxPerSec

netldropped
summary|workload_indicator
vflashModulelnumActiveVMDKs_latest

Number of received packets dropped in the
performance interval.

Key: netldroppedRx_summation

Number of transmitted packets dropped in the

performance interval.

Key: netldroppedTx_summation
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Metric Name

Net|Packets Dropped (%)

Diskspace|Not Shared (GB)

Key

This metric shows the percentage of received and
transmitted packets dropped during the collection
interval.

This metric is used to monitor reliability and
performance of the ESXi network. When a high value is
displayed, the network is not reliable and performance
suffers.

Key: net|droppedPct

Unshared disk space in gigabytes.

Key: diskspacelnotshared

Cluster Compute Resource Metrics

vRealize Operations Manager collects configuration, disk space, CPU use, disk, memory, network,
power, and summary metrics for cluster compute resources.

Cluster Compute Resource metrics include capacity and badge metrics. See definitions in:

m  Capacity Analytics Generated Metrics

m Badge Metrics

Configuration Metrics for Cluster Compute Resources

Configuration metrics provide information about configuration settings.

Metric Name

Configuration|DAS Configuration|Admission Control
Enabled

Configuration|DAS Configuration|Active Admission
Control Policy

Configuration|DRS Configuration|Affinity Rules

Configuration|DRS Configuration|Tolerance
Imbalance Threshold

Configuration|DRS Configuration|Default DRS
behavior

Configuration|DRS Configurationl|ldle Consumed
Memory

Configuration|DRS Configuration| DRS vMotion Rate
Configuration|DPM Configuration|Default DPM

behavior

Configuration|DPM Configuration|DPM Enabled

VMware, Inc.

Description

DAS configuration admission control enabled.

Key: configuration|dasconfig|AdministrationControlEnabled

DAS configuration active admission control policy.

Key: configuration|dasconfiglactive AdministrationControlPolicy

Affinity rules for DRS configuration.

Key: configuration|DRSconfigurationlaffinity rules

Displays the tolerance imbalance threshold for DRS configuration.

Key: configuration|DRSconfiguration|
ToleranceimbalanceThreshold

Displays the default DRS configuration behavior.

Key: configuration|DRSconfiguration|DefaultDRSbehaviour

Displays the idle memory consumed by DRS configuration.

Key: configuration|DRSconfiguration|ldleConsumedMemory

Displays the vMotion rate for the DRS configuration.

Key: configuration|DRSconfiguration|DRSvMotion Rate

Displays the default behavior for the DPM configuration.

Key: configuration|DPMconfiguration|DefaultDPMbehaviour

Displays whehter the DPM Configuration is enabled or not.
Key: configuration|DPMConfiguration|DPMEnabled
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Metric Name

Configuration|Failover Level

Configuration|Active Admission Control Policy

Configuration|CPU Failover Resources Percent

Configuration|lMemory Failover Resources Percent

Description

DAS configuration failover level.

Key: configuration|dasconfiglfailoverLevel

DAS configuration active admission control policy.

Key: configuration|dasconfiglactive AdministrationControlPolicy

Percent CPU failover resources for DAS configuration admission
control policy.

Key: configuration|dasconfigladminissionControlPolicy|
cpuFailoverResourcesPercent

Percent memory failover resources for DAS configuration
admission control policy.

Key: configuration|dasconfigladminissionControlPolicy|
memoryFailoverResourcesPercent

Disk Space Metrics for Cluster Compute Resources

Disk space metrics provide information about disk space use.

Metric Name

DiskSpacelSnapshot Space

Diskspacel|Virtual machine used (GB)

Diskspace|Total disk space used

Diskspace|Total disk space

Diskspacel|Total provisioned disk space

DiskspacelVirtual Disk Used (GB)

DiskspacelSnapshot Space (GB)

Diskspace|Shared Used (GB)

Diskspace|Utilization (GB)

Diskspace|Total Capacity (GB)

VMware, Inc.

Description

Displays the disk space used by the snapshot.
Key: DiskSpacelsnapshot space

Space used by virtual machine files in gigabytes.

Key: diskspace|used

Total disk space used on all datastores visible to this object.

Key: diskspaceltotal_usage

Total disk space on all datastores visible to this object.
Key: diskspaceltotal_capacity

Total provisioned disk space on all datastores visible to this
object.

Key: diskspace|total_provisioned

Space used by virtual disks in gigabytes.
Key: diskspacel|diskused

Space used by snapshots in gigabytes.
Key: diskspacelsnapshot

Shared used space in gigabytes.

Key: diskspace|shared

Storage space used on the connected vSphere Datastores.

Key: diskspacel|total_usage

Total storage space available on the connected vSphere
datastores.

Key: diskspaceltotal_capacity
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CPU Usage Metrics for Cluster Compute Resources

CPU usage metrics provide information about CPU use.

Metric Name

CPUJAllocation|Usable Capacity after HA and Buffer
(vCPUs)

CPUl|Capacity Usage

CPU|CPU Contention (%)

CPU|Demand|Usable Capacity after HA and Buffer
(MHz)

CPU|Demand (%)

VMware, Inc.

Description

This metric shows the total capacity taking into consideration the
over-commit ratio and after subtracting the CPU resources
needed for HA and reserved buffer.

Key: cpulalloclusableCapacity

This metric shows the percentage of the capacity used.

Key: cpulcapacity_usagepct_average

This metric is an indicator of the overall contention for CPU
resources that occurs across the workloads in the cluster. When
contention occurs, it means that some of the virtual machines are
not immediately getting the CPU resources they are requesting.
Use this metric to identify when a lack of CPU resources might be
causing performance issues in the cluster.

This metric is the sum of the CPU contention across all hosts in
the cluster averaged over two times the number of physical CPUs
in the cluster to account for hyper-threading. CPU contention
takes into account:

m  CPU Ready

m  CPU Co-stop

m  Power management

m  Hyper threading

This metric is more accurate than CPU Ready since it takes into
account CPU Co-stop and Hyper threading.

When using this metric, the number should be lower than the
performance you expect. If you expect performance at 10%, then
the number should be lower than 10%.

Since this value is averaged across all hosts in the cluster, you
might find that some hosts have a higher CPU contention while
others are lower. To ensure that vSphere spreads out the running
workloads across hosts, consider enabling a fully automated DRS
in the cluster.

Key: cpulcapacity_contentionPct

This metric shows the total capacity after subtracting the CPU
resources needed for HA and reserved buffer.

Key: cpuldemand|usableCapacity

This metric is an indicator of the overall demand for CPU
resources by the workloads in the cluster.

It shows the percentage of CPU resources that all the virtual
machines might use if there were no CPU contention or CPU limits
set. It represents the average active CPU load in the past five
minutes.

Key: cpuldemandPct
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Metric Name

CPU|Demand (MHz)

CPUINumber of CPU Sockets

CPU|Overall CPU Contention

CPU|Host Provisioned Capacity

CPU|Provisioned vCPUs

CPU|Usage (MHz)

CPU|Demand

CPU|Overhead

CPU|Demand without overhead

CPU|Provisioned Capacity

CPUINumber of hosts stressed

CPU|Stress Balance Factor

CPU|Lowest Provider Capacity Remaining

CPU|Workload Balance Factor

CPUI|Highest Provider Workload

CPU|Host workload Max-Min Disparity

CPU|Host stress Max-Min Disparity

VMware, Inc.

Description

CPU utilization level based on descendant virtual machines
utilization. This Includes reservations, limits, and overhead to run
the virtual machines.

Key: cpuldemandmhz

Number of CPU sockets.

Key: cpulnumpackages

Overall CPU contention in milliseconds.

Key: cpulcapacity_contention

Provisioned CPU capacity in megahertz.

Key: cpulcapacity_provisioned

Number of provisioned CPU cores.

Key: cpulcorecount_provisioned

Average CPU use in megahertz.

Key: cpulusagemhz_average

CPU Demand.
Key: cpuldemand_average

Amount of CPU overhead.

Key: cpuloverhead_average

Value of demand excluding any overhead.

Key: cpuldemand_without_overhead

Provisioned Capacity (MHz).

Key: cpulvm_capacity_provisioned

Number of hosts stressed.

Key: cpulnum_hosts_stressed

Stress Balance Factor.

Key: cpulstress_balance_factor

Lowest Provider Capacity Remaining.

Key: cpulmin_host_capacity_remaining

Workload Balance Factor.

Key: cpulworkload_balance_factor

Highest Provider Workload.
Key: cpulmax_host_workload

Difference of Max and Min host workload in the container.
Key: cpulhost_workload_disparity

Difference of Max and Min host stress in the container.

Key: cpulhost_stress_disparity
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Metric Name Description

CPU|Total Capacity (MHz) Total CPU resources configured on the descendant ESXi hosts.

Key: cpulcapacity_provisioned

CPU|Usable Capacity (MHz) The usable CPU resources that are available for the virtual
machines after considering reservations for vSphere High
Availability (HA) and other vSphere services.

Key: cpulhaTotalCapacity_average

Disk Metrics for Cluster Compute Resources

Disk metrics provide information about disk use.

Metric Name Description

Disk|Total IOPS Average number of commands issued per second during the
collection interval.

Key: disklcommandsAveraged_average

Disk|Total Latency (ms) Average amount of time taken for a command from the
perspective of the guest operating system. This metric is the sum
of the Kernel Command Latency and Physical Device Command
Latency metrics.

Key: disk|totalLatency_average

Disk|Read Latency (ms) Average amount of time for a read operation from the virtual
disk. The total latency is the sum of Kernel latency and device
latency.

Key: disk|totalReadLatency_average
Disk|Write Latency (ms) The average amount of time taken for a read from the

perspective of a Guest OS. This is the sum of Kernel Read
Latency and Physical Device Read Latency.

Key: disk|totalWriteLatency_averag
Disk|Read IOPS Average number of read commands issued per second during
the collection interval.

Key: disklnumberReadAveraged_averag

Disk|Total Throughput (KBps) Average of the sum of the data read and written for all the disk
instances of the host or virtual machine.

Key: disklusage_average

Disk|Write IOPS Average number of write commands issued per second during
the collection interval.

Key: disklnumberWriteAveraged_average

Disk|Read Requests Amount of data read from the disk during the collection interval.

Key: disklread_average

Disk|Write Requests Amount of data written to the disk during the collection interval.

Key: disk|write_average
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Metric Name

Disk|Total Queued Outstanding operations

Disk|IMax Observed OIO

Description

Sum of queued operation and outstanding operations.

Key: disklsum_queued_oio

Max observed outstanding IO for a disk.

Key: disklmax_observed

Memory Metrics for Cluster Compute Resources

Memory metrics provide information about memory use and allocation.

Metric Name

MemlActive Write (KB)

Mem|Compressed (KB)

Mem|Compression Rate (KBps)

Mem|Consumed (KB)

Mem|Contention (%)

Mem|Contention (KB)

Mem|Decompression Rate (KBps

Mem|Granted (KB)

Mem|Guest Active (KB)

Mem|Heap (KB)

Mem|Heap Free (KB)

Meml|Balloon

VMware, Inc.

Description

Active writes in kilobytes.

Key: memlactivewrite_average

Average compression in kilobytes.

Key: mem|compressed_average

Average compression rate in kilobytes.

Key: mem|compressionRate_average

Amount of host memory consumed by the virtual machine for
guest memory.

Key: mem|consumed_average

This metric is an indicator of the overall contention for memory
resources that occurs across the workloads in the cluster. When
contention occurs, it means that some of the VMs are not
immediately getting the memory resources that they are
requesting.

Use this metric to identify when lack of memory resources might
be causing performance issues in the cluster.

Key: meml|host_contentionPct

Contention in kilobytes.

Key: memlhost_contention

Decompression rate in kilobytes.

Key: mem|decompressionRate_average

Amount of memory available for use.

Key: meml|granted_average

Amount of memory that is actively used.

Key: memlactive_average

Amount of memory allocated for heap.

Key: meml|heap_average

Free space in the heap.

Key: memlheapfree_average

This metric shows the amount of memory currently used by the
virtual machine memory control. It is only defined at the VM
level.

Key: mem|lvmmemctl_average
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Metric Name

Mem|VM Overhead (KB)

Meml|Provisioned Memory (KB)

Mem|Reserved Capacity (KB)

Mem|Shared (KB)

Mem|Shared Common (KB)

Meml|Swap In (KB)

Mem|Swap In Rate (KBps)

Mem|Swap Out (KB)

Mem|Swap Out Rate (KBps)

Mem|Swap Used (KB)

Mem|Total Capacity (KB)

Mem|Reserved (KB)

Mem|Usable Memory (KB)

Meml|Usage/Usable

Mem|Host Usage (KB)

Mem|Machine Demand

Meml|ESX System Usage

VMware, Inc.

Description

Memory overhead reported by host.

Key: meml|overhead_average

Provisioned memory in kilobytes.

Key: meml|host_provisioned

Reserved capacity in kilobytes.

Key: memlreservedCapacity_average

Amount of shared memory.

Key: memlshared_average

Amount of shared common memory.

Key: mem|sharedcommon_average

Amount of memory that is swapped in for the service console.
Key: memlswapin_average

Rate at which memory is swapped from disk into active memory
during the interval.

Key: mem|swapinRate_average

Amount of memory that is swapped out for the service console.

Key: mem|swapout_average

Rate at which memory is being swapped from active memory
into disk during the current interval.

Key: meml|swapoutRate_average

Amount of memory used for swap space.

Key: mem|swapused_average

Total capacity in kilobytes.

Key: memltotalCapacity_average

Amount of unreserved memory.

Key: memlunreserved_average

Usable memory in kilobytes.

Key: meml|host_usable

Percent memory used.

Key: meml|host_usagePct

Memory use in kilobytes.

Key: mem|host_usage

Memory Machine Demand in KB.

Key: meml|host_demand

Memory usage by the VMkernel and ESX user-level services.

Key: mem|host_systemUsage
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Metric Name

Meml|Usage (%)

Mem|Usage (KB)

Mem|VM kernel Usage (KB)

MemlZero (KB)

Mem|Number of Hosts Stressed

Meml|Stress Balance Factor

Mem|Lowest Provider Capacity Remaining

Mem|Workload Balance Factor

Mem|Highest Provider Workload

Mem|Host workload Max-Min Disparity

Mem|Host stress Max-Min Disparity

Meml|Utilization (KB)

Mem|Total Capacity (KB)

Mem|Usable Capacity (KB)

Description
This metric shows the portion of the total memory in all hosts in
the cluster that is being used.

This metric is the sum of memory consumed across all hosts in
the cluster divided by the sum of physical memory across all
hosts in the cluster.

> memory consumed on all hosts
- X 100%

> physical memory on all hosts

Memory currently in use as a percentage of total available
memory.

Key: mem|usage_average

Amount of memory that the VM kernel uses.

Key: mem|sysUsage_average

Amount of memory that is all O.

Key: meml|zero_average

Number of hosts stressed.

Key: mem|num_hosts_stressed

Stress balance factor.

Key: meml|stress_balance_factor

Lowest provider capacity remaining.

Key: mem|min_host_capacity_remaining

Workload balance factor.

Key: mem|workload_balance_factor

Highest provider workload.

Key: mem|max_host_workload

Difference of Max and Min host workload in the container.

Key: meml|host_workload_disparity

Difference of Max and Min host stress in the container.
Key: memlhost_stress_disparity
Memory utilization level based on the descendant virtual

machines utilization. Includes reservations, limits, and overhead
to run the Virtual Machines.

Key: memltotal_need

Total physical memory configured on descendant ESXi hosts.

Key: memlhost_provisioned

The usable memory resources available for the virtual machines
after considering reservations for vSphere HA and other vSphere
services.

Key: meml|haTotalCapacity_average

Network Metrics for Cluster Compute Resources

Network metrics provide information about network performance.

VMware, Inc.
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Metric Name

Net|Data Receive Rate (KBps)

Net|Data Transmit Rate (KBps)

Net|Packets Dropped

Net|Packets Dropped (%)

Net|Packets Received

Net|Packets Transmitted

Net|Received Packets Dropped

Net|Transmitted Packets Dropped

Net|Total Throughput (KBps)

Description

Average amount of data received per second.

Key: netlreceived_average

Average amount of data transmitted per second.

Key: netltransmitted_average

Number of packets dropped in the performance interval.

Key: netldropped

Percentage of packets dropped.

Key: netldroppedPct

Number of packets received in the performance interval.

Key: netlpacketsRx_summation

Number of packets transmitted in the performance interval.
Key: netlpacketsTx_summation

Number of received packets dropped in the performance
interval.

Key: netldroppedRx_summation

Number of transmitted packets dropped in the performance
interval.

Key: netldroppedTx_summation

The sum of the data transmitted and received for all the NIC
instances of the host or virtual machine.

Key: netlusage_average

Datastore Metrics for Cluster Compute Resources

Datastore metrics provide information about Datastore use.

Metric Name

Datastore|TotalThroughput

Datastore|Outstanding IO requests

Datastore|Read IOPS

Datastore|Write IOPS

Datastore|Read Throughput (KBps)

Datastore|Write Throughput (KBps)

VMware, Inc.

Description

Displays the total throughput for the datastore.
Key: datastore|thorughput

OIlO for datastore.

Key: datastore|ldemand_oio

Average number of read commands issued per second during
the collection interval.

Key: datastorelnumberReadAveraged_average

Average number of write commands issued per second during
the collection interval.

Key: datastorelnumberWriteAveraged_average

Amount of data read in the performance interval.

Key: datastore|read_average

Amount of data written to disk in the performance interval.

Key: datastore|write_average
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Metric Name Description
Datastore|Read Latency Average amount of time taken for a read operation from the
datastore.

Key: datastore|ReadLatency

Datastore|Write Latency Average amount of time taken for a write operation from the
datastore.

Key: datastore|WriteLatency

Datastore|Max VM Disk Latency Maximum amount of time taken to read or write data from a
virtual machine.

Key: datastore|[MaxVMDiskLatency

Datastore|Outstanding IO Requests (OIOs) This metric displays the outstanding datastore 10 requests.
Key: datastore|OutstandinglORequests

Datastore|Host SCSI Disk Partition This metric displays the datastore host scsi partition.
Key: datastore|HostSCSIDiskPartition

Devices|Command Aborted The metric lists the aborted device commands.

Key: devices|CommandAborted

Cluster Services Metrics for Cluster Compute Resources

Cluster Services metrics provide information about cluster services.

Metric Name Description

Cluster Services|Total Imbalance Key: clusterServices|number_drs_vmotion
Cluster Services|Total Imbalance Key: clusterServices|total_imbalance

Cluster Services|Total Imbalance Key: clusterServices|total_imbalance
ClusterServices|Effective CPU Resources (MHz) VMware DRS effective CPU resources available.

Key: clusterServices|effectivecpu_average

ClusterServices|Effective Memory Resources (KB) VMware DRS effective memory resources available.

Key: clusterServices|effectivemem_average

Cluster Services|DRS Initiated vMotion Count clusterServices|number_drs_vmotion

Power Metrics for Cluster Compute Resources

Power metrics provide information about power use.

Metric Name Description

Power|Energy (Joule) Energy use in joules.

Key: powerlenergy_summation

Power|Power (Watt) Average power use in watts.

Key: power|power_average

Power|Power Cap (Watt) Average power capacity in watts.

Key: power|powerCap_average
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Summary Metrics for Cluster Compute Resources

Summary metrics provide information about overall performance.

Metric Name

Summary|Number of Running Hosts

Summary|Number of Running VMs

Summary|Number of vMotions

Summary|Number of Hosts

Summary|Total Number of VMs

Summary|Total Number of Datastores

Summary|Number of VCPUs on Powered On VMs

Summary|Average Running VM Count per Running

Host

Summary|Cluster Availability (%)

Summary|Datastore

Summary|Type

Summarylls Local

Summary|Number of VM Templates

Summary|Number of Pods

VMware, Inc.

Description

Number of running hosts.

Key: summarylnumber_running_hosts

This metric shows the total number of VMs running on all hosts
in the cluster.

Key: summary|/number_running_vms

This metric shows the number of vMotions that occurred during
the last collection cycle.

When using this metric, look for a low number which indicates
that the cluster might serve its VMs. A vMotion can impact VM
performance during the stun time.

Key: summary|number_vmotion

Total number of hosts.

Key: summaryltotal_number_hosts
Total number of virtual machines.

Note This shows the total number of VMs excluding VM
templates under the datastore.

Key: summaryltotal_number_vms

Total number of datastores.

Key: summaryltotal_number_datastores

Number of virtual CPUs on powered-on virtual machines.

Key: summary|number_running_vcpus

Average number of running virtual machines per running host.

Key: summarylavg_vm_density

Percentage of hosts powered-on in the cluster.

Key: summarylcluster_availability

Displays the status of the datastore.

Key: summary|datastore

Displays the datastore type.

Key: summaryltype

Displays whether the datastore is local or not.

Key: summaryllslocal

Number of VM templates.

Key: summary|lnumber_vm_templates
Number of pods.

Note This is published if the cluster is Workload Management
enabled or there are pods under the cluster.

Key: summaryltotal_number_pods
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Metric Name

Summary|Number of Namespaces

Summary|Number Kubernetes Clusters

Summary|Number of Developer Managed VMs

Namespaces|Config Status

Namespaces|Kubernetes Status

Description
Number of namespaces.

Note This is published if the cluster is Workload Management
enabled or there are namespaces under the cluster.

Key: summarylnumberNamespaces
Number of Kuberntes clusters.

Note This is published if the cluster is Workload Management
enabled or there are Kuberntes clusters under the cluster.

Key: summary|numberKubernetesClusters
Number of developer managed VMs.

Note This is published if the cluster is Workload Management
enabled or there are developer managed VMs under the
cluster.

Key: summary|numberDeveloperManagedVMs
Workload Management configuration status.

Note This is published if the cluster is Workload Management
enabled.

Key: namespaces|configStatus
Kubernetes status.

Note This is published if the cluster is Workload Management
enabled.

Key: namespaces|kuberntesStatus

Reclaimable Metrics for Cluster Compute Resources

Reclaimable metrics provide information about reclaimable resources.

Metric Name

Idle VMs|CPU (vCPUs)

Idle VMs|Disk Space (GB)

Idle VMs|Memory (KB)

Idle VMs|Potential Savings

Powered Off VMs|Disk Space (GB)

VMware, Inc.

Description
Number of reclaimable vCPUs of Idle VMs within the
cluster.

Key: reclaimablelidle_vmsl|cpu

Reclaimable disk space of Idle VMs within the cluster.

Key: reclaimablelidle_vms|disksapce

Reclaimable memory of Idle VMs within the cluster.

Key: reclaimablelidle_vmsImem

Potential saving after reclamation of resources of Idle VMs
within the cluster.

Key: reclaimablelidle_vms|cost

Reclaimable disk space of Powered Off VMs within the
cluster.

Key: reclaimable|poweredOff_vms| diskspace
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Metric Name Description

Powered Off VMs|Potential Savings Potential saving after reclamation of resources of Powered
Off VMs within the cluster.

Key: reclaimable|poweredOff_vms|cost

VM Snapshots|Disk Space (GB) Reclaimable disk space of VM Snapshots within the cluster.

Key: reclaimable| vm_snapshots | diskspace

VM Snapshots |Potential Savings Potential saving after reclamation of VM Snapshots within
the cluster.

Key: reclaimable| vm_snapshots |cost

Cost Metrics for Cluster Compute Resources

Cost metrics provide information about the cost.

Metric Name Description

Cluster CPU Base Rate Base rate for Cluster CPU calculated by dividing the
monthly total cluster CPU cost by cluster CPU utilization %
and CPU cluster capacity (gHZ).

Key:cost|lcpuBaseRate

Cluster CPU Utilization (%) Expected CPU utilization that is set by the user in cluster
cost page.

Key:costlcpuExpectedUtilizationPct

Cluster Memory Base Rate Cluster memory base rate calculated by dividing the
monthly total cluster memory cost by cluster memory
utilization % and memory cluster capacity (GB).

Key: costlmemoryBaseRate

Cluster Memory Utilization (%) Expected memory utilization that is set by the user in
cluster cost page.

Key: costlmemoryExpectedUtilizationPct

Monthly Cluster Allocated Cost Monthly cluster allocated cost calculated by subtracting the
monthly cluster unallocated cost from the monthly cluster
total cost.

Key: costlallocatedCost
Monthly Cluster Total Cost Fully loaded compute cost of all hosts underneath the
cluster.

Key: costltotalCost

Monthly Cluster Unallocated Cost Monthly cluster unallocated cost calculated by subtracting
the monthly cluster allocated cost from the monthly cluster
total cost.

Key: costlunAllocatedCost

Monthly Total Cluster CPU Cost Cost attributed to the cluster CPU from monthly cluster
total cost.
Key: costltotalCpuCost

Monthly Total Cluster Memory Cost Cost attributed to the cluster memory from monthly cluster
total cost.

Key: cost|totalMemoryCost
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Metric Name

MTD Cluster CPU Utilization (GHz)

MTD Cluster Memory Utilization (GB)

Cost|Allocation|Monthly Cluster Allocated Cost (Currency)

Cost|Allocation|Monthly Cluster Unallocated Cost
(Currency)

Description

Month to date CPU utilization of the cluster.
Key: costlcpuActualUtilizationGHz

Month to date memory utilization of the cluster.

Key: costlmemoryActualUtilizationGB

The monthly allocated cost of all VMs in a cluster.

costlclusterAllocatedCost

The monthly unallocated is calculated by subtracting the
monthly allocated cost from the cluster's cost.

cost|clusterUnAllocatedCost

Profiles Metrics for Cluster Compute Resources

Profiles metrics provide information about the profile specific capacity.

Metric Name

Profiles|Capacity Remaining Profile (Average)

Profiles|Capacity Remaining Profile (<custom profile
name>)

Description

The capacity remaining in terms of fitting the average
consumer.

Key: Profiles|capacityRemainingProfile_<profile uuid>

Published for custom profiles enabled from policy on
Cluster Compute Resource.

Key: Profiles|capacityRemainingProfile_<profile uuid>

Capacity Allocation Metrics for Cluster Compute Resources

Capacity allocation metrics provide information about the allotment of capacity, see Capacity

Analytics Generated Metrics.

Disabled Metrics

The following metrics are disabled in this version of vRealize Operations Manager . This means

that they do not collect data by default.

You can enable these metrics in the Policy workspace. For more information, in VMware Docs
search for Collect Metrics and Properties Details.

Metric Name

CPU|Capacity Available to VMs (mhz)
CPUIIO Wait (msec)

CPU|Reserved Capacity (mhz)
CPU|Total Wait (msec)

Datastore I/O|Max Observed Number of Outstanding 10
Operations

Datastore I/O|Max Observed Read Rate (kbps)

Datastore I/O|Max Observed Reads per second

VMware, Inc.

Key
cpultotalCapacity_average
cpuliowait
cpulreservedCapacity_average
cpulwait

datastorelmaxObserved_OIO

datastore|maxObserved_Read

datastorelmaxObserved_NumberRead
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Metric Name Key

Datastore I/O|Max Observed Write Rate (kbps) datastorelmaxObserved_Write
Datastore I/O|Max Observed Writes per second datastorelmaxObserved_NumberWrite
Storage|Total Usage (kbps) storagelusage_average
Summary|Average Provisioned Capacity per Running summarylavg_vm_cpu

VM (mhz)

Summary|Average Provisioned Memory per Running summarylavg_vm_mem

VM (kb)

Summary|Average Provisioned Memory per Running summarylavg_vm_mem

VM (kb)

Summary|Maximum Number of VMs summary|/max_number_vms
Summary|Workload Indicator summary|workload_indicator
Network I/O|Max Observed Received Throughput netmaxObserved_Rx_KBps

(KBps)

Network I/O|Max Observed Throughput (KBps) netlmaxObserved_KBps

Network I/O|Max Observed Transmitted Throughput netlmaxObserved_Tx_KBps

(KBps)

Diskspace|Not Shared (GB) Space used by VMs that is not shared.

Key: diskspace|notshared

Resource Pool Metrics

vRealize Operations Manager collects configuration, CPU usage, memory, and summary metrics

for resource pool objects.
Resource Pool metrics include capacity and badge metrics. See definitions in:
m  Capacity Analytics Generated Metrics

m  Badge Metrics

Configuration Metrics for Resource Pools

Configuration metrics provide information about memory and CPU allocation configuration.

Metric Name Description

Memory Allocation Reservation Memory Allocation Reservation.

Key: configlmem_alloc_reservation

CPU Usage Metrics for Resource Pools

CPU usage metrics provide information about CPU use.

VMware, Inc.
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Metric Name Description

Capacity Demand Entitlement (%) CPU Capacity Demand Entitlement Percentage.

Key: cpulcapacity_demandEntitlementPct

Capacity entitlement (MHz) CPU Capacity Entitlement.

Key: cpulcapacity_entitlement

CPU Contention (%) CPU capacity contention.

Key: cpulcapacity_contentionPct

Demand (MHz) CPU demand in megahertz.

Key: cpuldemandmhz

Overall CPU Contention Overall CPU contention in milliseconds.

Key: cpulcapacity_contention

Usage Average CPU use in megahertz.

Key: cpulusagemhz_average

Effective limit CPU effective limit.

Key: cpuleffective_limit

Reservation Used CPU reservation used.

Key: cpulreservation_used

Estimated entitlement CPU estimated entitlement.

Key: cpulestimated_entitlement

Dynamic entitlement CPU dynamic entitlement.

Key: cpuldynamic_entitlement

Demand without overhead Value of demand excluding any overhead.

Key: cpuldemand_without_overhead

Memory Metrics for Resource Pools

Memory metrics provide information about memory use and allocation.

Metric Name Description

Balloon Amount of memory currently used by the virtual machine
memory control.

Key: mem|vmmemctl_average

Compression Rate Compression rate in kilobytes per second.

Key: mem|compressionRate_average

Consumed Amount of host memory consumed by the virtual machine
for guest memory.

Key: mem|consumed_average

Contention Machine contention.

Key: meml|host_contentionPct

Guest usage Guest memory entitlement.

Key: meml|guest_usage
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Metric Name

Guest demand

Contention (KB)

Decompression Rate

Granted

Guest Active

VM Overhead

Shared

Reservation Used

Dynamic Entitlement

Effective Limit

Swap In Rate

Swap Out Rate

Swapped

Usage (%)

Zero

Zipped (KB)

Swap In (KB)

Swap Out (KB)

VMware, Inc.

Description

Guest memory entitlement.

Key: meml|guest_demand

Machine contention in kilobytes.

Key: meml|host_contention

Decompression rate in kilobytes per second.

Key: mem|decompressionRate_average

Average of memory available for use.

Key: mem|granted_average

Amount of memory that is actively used.

Key: memlactive_average

Memory overhead reported by host.

Key: meml|overhead_average

Amount of shared memory.

Key: memlshared_average

Memory Reservation Used.

Key: memlreservation_used

Memory Dynamic Entitlement.

Key: mem|dynamic_entitlement

Memory Effective Limit.

Key: meml|effective_limit

Rate at which memory is swapped from disk into active
memory during the interval.

Key: mem|swapinRate_average

Rate at which memory is being swapped from active
memory to disk during the current interval.

Key: meml|swapoutRate_average

Amount of unreserved memory.

Key: mem|swapped_average

Memory currently in use as a percentage of total available
memory.

Key: memlusage_average

Amount of memory that is all zero.

Key: meml|zero_average

Latest zipped memory in kilobytes.

Key: meml|zipped_latest

Amount of memory swapped in kilobytes.

Key: mem|swapin_average

Amount of memory swapped out in kilobytes.

Key: mem|swapout_average
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Metric Name Description

Swap Used Amount of memory used for swap space in kilobytes.

Key: mem|swapused_average

Total Capacity Total capacity.

Key: mem|guest_provisioned

Summary Metrics for Resource Pools

Summary metrics provide information about overall performance.

Metric Name Description

Number of Running VMs Number of running virtual machines.

Key: summary|number_running_vms
Total Number of VMs Total number of virtual machines.

Note This shows the total number of VMs excluding VM
templates.

Key: summaryltotal_number_vms

10 Wait (ms) IO wait time in milliseconds.

Key: summaryliowait

Number of VM Templates Number of VM Templates.

Key: summarylnumber_vm_templates

Data Center Metrics

vRealize Operations Manager collects CPU usage, disk, memory, network, storage, disk space,
and summary metrics for data center objects.

Data center metrics include capacity and badge metrics. See definitions in:
m  Capacity Analytics Generated Metrics

m  Badge Metrics

CPU Usage Metrics for Data Centers

CPU usage metrics provide information about CPU use.

Metric Name Description

Capacity Usage (%) Percent capacity used.

Key: cpulcapacity_usagepct_average

CPU Contention (%) CPU capacity contention.

Key: cpulcapacity_contentionPct

Demand (%) CPU demand percentage.
Key: cpuldemandPct

Demand Demand in megahertz.

Key: cpuldemandmhz
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Metric Name

Demand (MHz)

Overhead (KB)

Demand without overhead

Total Wait

Number of CPU Sockets

Overall CPU Contention (ms)

Host Provisioned Capacity (MHz)

Provisioned vCPU(s)

Reserved Capacity (MHz)

Usage

1O Wait

Provisioned Capacity

Stress Balance Factor

Lowest Provider Capacity Remaining

Workload Balance Factor

Highest Provider Workload

Host workload Max-Min Disparity

Host stress Max-Min Disparity

VMware, Inc.

Description

CPU utilization level based on descendant virtual machines
utilization. This Includes reservations, limits, and overhead to
run the virtual machines.

Key: cpuldemandmhz

Amount of CPU overhead.

Key: cpuloverhead_average

Value of demand excluding any overhead.

Key: cpuldemand_without_overhead

CPU time spent on idle state.

Key: cpulwait

Number of CPU sockets.

Key: cpulnumpackages

Overall CPU contention in milliseconds.
Key: cpulcapacity_contention

Host provisioned capacity in megahertz.
Key: cpulcapacity_provisioned
Provisioned vCPU(s).

Key: cpulcorecount_provisioned

The sum of the reservation properties of the (immediate)
children of the host's root resource pool.

Key: cpulreservedCapacity_average

Average CPU usage in megahertz.

Key: cpulusagemhz_average

10 wait time in milliseconds.

Key: cpuliowait

Provisioned Capacity.

Key: cpulvm_capacity_provisioned

Stress Balance Factor.

Key: cpulstress_balance_factor

Lowest Provider Capacity Remaining.

Key: cpulmin_host_capacity_remaining

Workload Balance Factor.

Key: cpulworkload_balance_factor

Highest Provider Workload.

Key: cpulmax_host_workload

Difference of Max and Min host workload in the container.

Key: cpulhost_workload_disparity

Difference of Max and Min host stress in the container.

Key: cpulhost_stress_disparity
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Metric Name

Total Capacity (MHz)

Usable Capacity (MHz)

Disk Metrics for Data Centers

Description

Total CPU resources configured on the descendant ESXi hosts.
Key: cpulcapacity_provisioned
The usable CPU resources that are available for the virtual

machines after considering reservations for vSphere High
Availability (HA) and other vSphere services.

Key: cpulhaTotalCapacity_average

Disk metrics provide information about disk use.

Metric Name

Total IOPS

Total Latency (ms)

Total Throughput (KBps)

Total queued outstanding operations

Max observed OIO

Memory Metrics for Data Centers

Description
Average number of commands issued per second during the
collection interval.

Key: disklcommandsAveraged_average

Average amount of time taken for a command from the
perspective of the guest operating system. This metric is the
sum of the Kernel Latency and Physical Device Latency
metrics.

Key: disk|totalLatency_average

Average of the sum of the data read and written for all the
disk instances of the host or virtual machine.

Key: disklusage_average

Sum of queued operations and outstanding operations.

Key: disklsum_queued_oio

Max observed IO for a disk.

Key: diskimax_observed

Memory metrics provide information about memory use and allocation.

Metric Name

Contention (%)

Machine Demand (KB)

ESX System Usage

Provisioned Memory (KB)

Reserved Capacity (KB)

VMware, Inc.

Description

Machine Contention Percentage.

Key: meml|host_contentionPct

Memory machine demand in kilobytes.

Key: meml|host_demand

Memory usage by the VM kernel and ESX user-level
services.

Key: memlhost_systemUsage

Provisioned host memory in kilobytes.

Key: memlhost_provisioned

Reserved memory capacity in kilobytes.

Key: memlreservedCapacity_average
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Metric Name

Usable Memory (KB)

Host Usage

Usage/Usable (%)

VM Overhead

Stress Balance Factor

Lowest Provider Capacity Remaining

Workload Balance Factor

Highest Provider Workload

Host workload Max-Min Disparity

Host stress Max-Min Disparity

Utilization (KB)

Total Capacity (KB)

Usable Capacity (KB)

Network Metrics for Data Centers

Description

Usable host memory in kilobytes.

Key: memlhost_usable

Host memory use in kilobytes.

Key: meml|host_usage

Percent host memory used.

Key: meml|host_usagePct

Memory overhead reported by host.

Key: meml|overhead_average

Stress Balance Factor.

Key: meml|stress_balance_factor

Lowest Provider Capacity Remaining.

Key: mem|min_host_capacity_remaining

Workload Balance Factor.

Key: mem|workload_balance_factor

Highest Provider Workload.

Key: mem|max_host_workload

Difference of Max and Min host workload in the container.

Key: memlhost_workload_disparity

Difference of Max and Min host stress in the container.
Key: meml|host_stress_disparity
Memory utilization level based on the descendant virtual

machines utilization. Includes reservations, limits, and
overhead to run the Virtual Machines.

Key: memltotal_need

Total physical memory configured on descendant ESXi
hosts.

Key: memlhost_provisioned

The usable memory resources available for the virtual
machines after considering reservations for vSphere HA and
other vSphere services.

Key: mem|haTotalCapacity_average

Network metrics provide information about network performance.

Metric Name

Packets Dropped

Max Observed Throughput

VMware, Inc.

Description

Percentage of packets dropped.

Key: netldroppedPct

Max observed rate of network throughput.

Key: netlmaxObservedKBps
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Metric Name Description

Data Transmit Rate Average amount of data transmitted per second.

Key: netltransmitted_average

Data Receive Rate Average amount of data received per second.

Key: netlreceived_average

Total Throughput (KBps) The sum of the data transmitted and received for all the
NIC instances of the host or virtual machine.

Key: netlusage_average

Storage Metrics for Data Centers

Storage metrics provide information about storage use.

Metric Name Description

Total Usage Total throughput rate.

Key: storagelusage_average

Datastore Metrics for Data Centers

Datastore metrics provide information about Datastore use.

Metric Name Description

Outstanding 10 requests OIO for datastore.

Key: datastore|ldemand_oio

Read IOPS Average number of read commands issued per second
during the collection interval.

Key: datastorelnumberReadAveraged_average

Write IOPS Average number of write commands issued per second
during the collection interval.

Key: datastore|lnumberWriteAveraged_average

Read Throughput (KBps) Amount of data read in the performance interval.

Key: datastore|read_average

Write Throughput (KBps) Amount of data written to disk in the performance interval.

Key: datastore|write_average

Disk Space Metrics for Data Centers

Disk space metrics provide information about disk use.

Metric Name Description

Virtual machine used Used virtual machine disk space in gigabytes.

Key: diskspace|used

Total disk space used Total disk space used on all datastores visible to this
object.

Key: diskspacel|total_usage
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Metric Name Description
Total disk space Total disk space on all datastores visible to this object.
Key: diskspace|total_capacity

Total provisioned disk space Total provisioned disk space on all datastores visible to
this object.

Key: diskspacel|total_provisioned

Shared Used (GB) Shared disk space in gigabytes.
Key: diskspace|shared

Snapshot Space (GB) Snapshot disk space in gigabytes.
Key: diskspace|snapshot

Virtual Disk Used (GB) Used virtual disk space in gigabytes.
Key: diskspacel|diskused

Number of Virtual Disks Number of Virtual Disks.

Key: diskspacelnumvmdisk

Utilization (GB) Storage space used on the connected vSphere
Datastores.

Key: diskspace|total_usage

Total Capacity (GB) Total storage space available on the connected vSphere
datastores.

Key: diskspaceltotal_capacity

Summary Metrics for Data Centers

Summary metrics provide information about overall performance.

Metric Name Description

Number of Running Hosts Number of hosts that are ON.

Key: summary|number_running_hosts

Number of Running VMs Number of running virtual machines.

Key: summary|number_running_vms

Maximum Number of VMs Maximum number of virtual machines.

Key: summarylmax_number_vms

Number of Clusters Total number of clusters.

Key: summaryltotal_number_clusters

Number of Hosts Total number of hosts.

Key: summary|total_number_hosts

Number of VMs Total number of virtual machines.

Key: summary|total_number_vms

Total Number of Datastores Total number of datastores.

Key: summaryltotal_number_datastores

Number of VCPUs on Powered On VMs Total number of VCPUs of virtual machines that are
powered on.

Key: summary|number_running_vcpus
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Metric Name

Workload Indicator

Average Running VM Count per Running Host

Reclaimable Metrics for Data Centers

Description

Workload indicator.

Key: summary|workload_indicator

Average number of running virtual machines per running
host.

Key: summarylavg_vm_density

Reclaimable metrics provide information about reclaimable resources.

Metric Name

CPU (vCPUs)

Disk Space

Potential Savings

Memory (KB)

Virtual Machines

Idle VMs|Potential Savings

Powered Off VMs|Potential Savings

VM Snapshots|Potential Savings

Reclaimable|Orphaned Disks|Potential Savings (Currency)

Reclaimable|Number of Orphaned Disks

Cost Metrics for Data Centers

Cost metrics provide information about the cost.

VMware, Inc.

Description

Number of reclaimable vCPUs within the data center.

Key: reclaimablelcpu

Reclaimable disk space within the data center.

Key: reclaimableldiskspace

Potential saving after reclamation of resources of all
reclaimable VMs (Idle VMs, Powered Off VMs, VM
snapshots) within the data center.

Key: reclaimablelcost

Reclaimable memory within the data center.

Key: reclaimablemem

Number of VMs having reclaimable resources (Memory,
disk space, vCPU) within the data center.

Key: reclaimablelvm_count

Potential saving after reclamation of resources of Idle VMs
within the data center.

Key: reclaimablelidle_vms|cost

Potential saving after reclamation of resources of Powered
Off VMs within the data center.

Key: reclaimable|poweredOff_vms|cost

Potential saving after reclamation of VM snapshots within
the data center.

Key: reclaimablelvm_snapshots |cost

Displays the potential savings after reclaimation of disk
space by removing orphaned VMDks from all datastores
under datacenter.

reclaimablelcost

Number of reclaimable orphaned disks is the sum of all
orphaned disks on it's datastore.

reclaimablelorphaned_disk_count
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Metric Name

Monthly Cluster Aggregated Allocated Cost

Monthly Cluster Aggregated Cost

Monthly Cluster Aggregated Unallocated Cost

Monthly Datacenter Aggregated Total Cost

Monthly Datastore Total Cost

Monthly Datastore Aggregated Allocated Cost

Monthly Datastore Aggregated Unallocated Cost

Monthly VM Aggregated Direct Cost

Disabled Metrics

Description

Sum of the monthly allocated cost for both cluster and
unclustered hosts.

Key: costlclusterAllocatedCost

The sum of monthly aggregated allocated and unallocated

cost for both cluster and unclustered hosts.

Key: costlclusterCost

Sum of the monthly unallocated cost for both cluster and
unclustered hosts.

Key: costlclusterUnAllocatedCost

Monthly aggregated total cost for the data center.

Key: costlaggrTotalCost

Monthly data store total cost.

Key: costltotalCost

Monthly aggregated allocated cost for the datastore.

Key: costlaggrDataStoreAllocatedCost

Monthly aggregated unallocated cost for the datastore.

Key: costlaggrDataStoreUnallocatedCost

Month to date aggregated VM direct cost across all the
VMs under the data center.

Key: costlvmDirectCost

The following metrics are disabled in this version of vRealize Operations Manager . This means

that they do not collect data by default.

You can enable these metrics in the Policy workspace. For more information, in VMware Docs

search for Collect Metrics and Properties Details.

Metric Name

Datastore I/O|Max Observed Number of Outstanding 10
Operations (IOPS)

Datastore I/O|Max Observed Read Rate (KBps)
Datastore I/O|Max Observed Reads per second (IOPS)
Datastore I/O|Max Observed Write Rate (KBps)
Datastore I/O|Max Observed Writes per second (IOPS)0O

Max Observed Transmitted Throughput

Max Observed Received Throughput

Not Shared (GB)

VMware, Inc.

Key

datastorelmaxObserved_OIO

datastorelmaxObserved_Read
datastorelmaxObserved_NumberRead
datastorelmaxObserved_Write
datastorelmaxObserved_NumberWrite

Max observed transmitted rate of network throughput.

Key: netlmaxObserved_Tx_KBps

Max observed received rate of network throughput.

Key: netlmaxObserved_Rx_KBps

Unshared disk space in gigabytes.

Key: diskspace|notshared
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Custom Data Center Metrics

VRealize Operations Manager collects CPU usage, memory, summary, network, and datastore
metrics for custom data center objects.

Custom data center metrics include capacity and badge metrics. See definitions in:
m  Capacity Analytics Generated Metrics

m  Badge Metrics

CPU Usage Metrics for Custom Data Centers

CPU usage metrics provide information about CPU use.

Metric Name Description

Host Provisioned Capacity Host provisioned capacity (MHz).

Key: cpulcapacity_provisioned

Provisioned vCPU(s) Provisioned vCPU(s).

Key: cpulcorecount_provisioned

Demand without overhead Value of demand excluding any overhead.

Key: cpuldemand_without_overhead

Number of hosts stressed Number of hosts stressed.

Key: cpulnum_hosts_stressed

Stress Balance Factor Stress balance factor.

Key: cpulstress_balance_factor

Lowest Provider Capacity Remaining Lowest provider capacity remaining.

Key: cpulmin_host_capacity_remaining

Workload Balance Factor Workload balance factor.

Key: cpulworkload_balance_factor

Highest Provider Workload Highest provider workload.

Key: cpulmax_host_workload

Host workload Max-Min Disparity Host workload max-min disparity.

Key: cpulhost_workload_disparity

Host stress Max-Min Disparity Difference of max and min host stress in the container.
Key: cpulhost_stress_disparity
Demand (MHz) CPU utilization level based on descendant virtual machines

utilization. This Includes reservations, limits, and overhead to
run the virtual machines.

Key: cpuldemandmhz
Total Capacity (MHz) Total CPU resources configured on the descendant ESXi hosts.
Key: cpulcapacity_provisioned

Usable Capacity (MHz) The usable CPU resources that are available for the virtual
machines after considering reservations for vSphere High
Availability (HA) and other vSphere services.

Key: cpulhaTotalCapacity_average
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Memory Metrics for Custom Data Centers

Memory metrics provide information about memory use.

Metric Name Description

Usable Memory Usable memory.

Key: mem|host_usable

Machine Demand Memory machine demand in KB.

Key: meml|host_demand

Number of hosts stressed Number of hosts stressed.

Key: mem|num_hosts_stressed

Stress Balance Factor Stress balance factor.

Key: memlstress_balance_factor

Lowest Provider Capacity Remaining Lowest provider capacity remaining.

Key: mem|min_host_capacity_remaining

Workload Balance Factor Workload balance factor.

Key: mem|workload_balance_factor

Highest Provider Workload Highest provider workload.

Key: mem|max_host_workload

Host workload Max-Min Disparity Host workload max-min disparity.

Key: mem|host_workload_disparity

Host stress max-min disparity Host stress max-min disparity.
Key: mem|host_stress_disparity
Utilization (KB) Memory utilization level based on the descendant virtual

machines utilization. Includes reservations, limits, and
overhead to run the Virtual Machines.

Key: memltotal_need

Total Capacity (KB) Total physical memory configured on descendant ESXi hosts.

Key: meml|host_provisioned

Usable Capacity (KB) The usable memory resources available for the virtual
machines after considering reservations for vSphere HA and
other vSphere services.

Key: mem|haTotalCapacity_average

Summary Metrics for Custom Data Centers

Summary metrics provide information about overall performance.
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Metric Name Description

Number of Running VMs Number of virtual machines that are ON.

Key: summary|number_running_vms

Maximum Number of VMs Maximum number of virtual machines.

Key: summary|max_number_vms

Status Status of the data center.

Key: summary|status

Network Metrics for Custom Data Centers

Network metrics provide information about network performance.

Metric Name Description

Usage Rate The sum of the data transmitted and received for all the NIC
instances of the host or virtual machine.

Key: netlusage_average

Data Transmit Rate Average amount of data transmitted per second.

Key: netltransmitted_average

Data REceive Rate Average amount of data received per second.

Key: netlreceived_average

Datastore Metrics for Custom Data Centers

Datastore metrics provide information about datastore use.

Metric Name Description

Outstanding IO requests OIO for datastore.

Key: datastore|demand_oio

Read IOPS Average number of read commands issued per second during
the collection interval.

Key: datastorelnumberReadAveraged_average

Write IOPS Average number of write commands issued per second during
the collection interval.

Key: datastorelnumberWriteAveraged_average

Read Throughput (KBps) Amount of data read in the performance interval.

Key: datastore|lread_average

Write Throughput (KBps) Amount of data written to disk in the performance interval.

Key: datastorelwrite_average

Reclaimable Metrics for Custom Data Centers

Reclaimable metrics provide information about reclaimable resources.
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Metric Name

CPU (vCPUs)

Disk Space

Potential Savings

Memory (KB)

Number of Orphaned Disks

Reclaimable|Orphaned Disks|Potential Savings

Virtual Machines

Idle VMs|Potential Savings

Powered Off VMs|Potential Savings

VM Snapshots|Potential Savings

Reclaimable|Orphaned Disks|Potential Savings (Currency)

Reclaimable|Number of Orphaned Disks

Description

Number of reclaimable vCPUs within the custom data
center.

Key: reclaimablelcpu

Reclaimable disk space within the custom data center.

Key: reclaimableldiskspace

Potential saving after reclamation of resources of all
reclaimable VMs (Idle VMs, Powered Off VMs, VM
snapshots) within the custom data center.

Key: reclaimablelcost

Reclaimable memory within the custom data center.

Key: reclaimable/mem

Number of reclaimable orphaned disks within the custom
data center.

reclaimablelorphaned_disk_count

Potential savings in cost after reclamation of orphaned
disks across the custom data center.

Key: reclaimablelorphaned_disk|cost

Note The orphaned disk reclamation feature might not
work as expected when vRealize Operations Manager
monitors multiple vCenters which use shared data stores.

Number of VMs having reclaimable resources (Memory,
disk space, vCPU) within the custom data center.

Key: reclaimablelvm_count

Potential saving after reclamation of resources of Idle VMs
within the custom data center.

Key: reclaimablelidle_vms|cost

Potential saving after reclamation of resources of Powered
Off VMs within the custom data center.

Key: reclaimable|poweredOff_vms|cost

Potential saving after reclamation of VM snapshots within
the custom data center.

Key: reclaimablelvm_snapshots |cost

Displays the potential savings after reclaimation of disk
space by removing orphaned VMDks from all datastores
under custom datacenters.

reclaimable|cost

Number of reclaimable orphaned disks is the sum of the
numbers of orphaned disks on it's datastore.

reclaimablelorphaned_disk_count

Disk Space Metrics for Custom Data Centers

Disk space metrics provide information about disk use.

VMware, Inc.
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Metric Name

Utilization (GB)

Total Capacity (GB)

Disabled Metrics

Description

Storage space used on the connected vSphere
Datastores.

Key: diskspace|total_usage

Total storage space available on the connected vSphere
datastores.

Key: diskspace|total_capacity

The following metrics are disabled in this version of vRealize Operations Manager . This means

that they do not collect data by default.

You can enable these metrics in the Policy workspace. For more information, in VMware Docs

search for Collect Metrics and Properties Details.

Metric Name

Max Observed Throughput
Max Observed Transmitted Throughput
Max Observed Received Throughput

Max Observed Reads per second

Max Observed Read Rate

Max Observed Writes per second

Max Observed Write Rate

Max Observed Number of Outstanding IO Operations

Storage Pod Metrics

Key

Max observed rate of network throughput.

Key: netlmaxObserved_KBps

Max observed transmitted rate of network throughput.
Key: netlmaxObserved_Tx_KBps

Max observed received rate of network throughput.

Key: netlmaxObserved_Rx_KBps

Max observed average number of read commands issued
per second during the collection interval.

Key: datastorelmaxObserved_NumberRead

Max observed rate of reading data from the datastore.

Key: datastorelmaxObserved_Read

Max observed average number of write commands issued
per second during the collection interval.

Key: datastore|maxObserved_NumberWrite

Max observed rate of writing data from the datastore.

Key: datastore|maxObserved_Write

Max observer number of outstanding IO operations.

Key: datastorelmaxObserved_OIO

vRealize Operations Manager collects datastore and disk space metrics for storage pod objects.

Storage Pod metrics include capacity and badge metrics. See definitions in:

m  Capacity Analytics Generated Metrics

m  Badge Metrics

VMware, Inc.
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Table 1-2. Datastore Metrics for Storage Pods

Metric Name

Read IOPS

Writes per second

Read Throughput (KBps)

Write Throughput (KBps)

Total Throughput (KBps)

Read Latency

Write Latency

Total Latency (ms)

Total IOPS

Description

Average number of read commands issued per second during the
collection interval.

Key: datastorelnumberReadAveraged_average

Average number of write commands issued per second during
the collection interval.

Key: datastorelnumberWriteAveraged_average

Amount of data read in the performance interval.

Key: datastore|lread_average

Amount of data written to disk in the performance interval.

Key: datastore|write_average

Usage Average.

Key: datastorelusage_average

Average amount of time for a read operation from the datastore.
Total latency = kernel latency + device latency.

Key: datastoreltotalReadlLatency_average

Average amount of time for a write operation to the datastore.
Total latency = kernel latency + device latency.

Key: datastore|totalWriteLatency_average

The average amount of time taken for a command from the
perspective of a Guest OS. This is the sum of Kernel Command
Latency and Physical Device Command Latency.

Key: datastorel|totalLatency_average

Average number of commands issued per second during the
collection interval.

Key: datastorelcommandsAveraged_average

Table 1-3. Disk Space Metrics for Storage Pods

Metric Name

Freespace

Total used

Capacity

Virtual Machine used

Snapshot Space

VMware, Inc.

Description

Unused space available on datastore.

Key: diskspacel|freespace

Total space used.

Key: diskspaceldisktotal

Total capacity of datastore.

Key: diskspacelcapacity

Space used by virtual machine files.

Key: diskspacelused

Space used by snapshots.
Key: diskspacelsnapshot
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VMware Distributed Virtual Switch Metrics

vRealize Operations Manager collects network and summary metrics for VMware distributed
virtual switch objects.

VMware Distributed Virtual Switch metrics include badge metrics. See definitions in Badge
Metrics.

Table 1-4. Network Metrics for VMware Distributed Virtual Switches

Metric Name Description

Total Ingress Traffic Total ingress traffic (KBps).

Key: network|port_statistics|rx_bytes

Total Egress Traffic Total egress traffic (KBps).

Key: network|port_statisticsltx_bytes

Egress Unicast Packets per second Egress unicast packets per second.

Key: network|port_statistics|lucast_tx_pkts

Egress Multicast Packets per second Egress multicast packets per second.

Key: network|port_statisticsimcast_tx_pkts

Egress Broadcast Packets per second Egress broadcast packets per second.

Key: network|port_statistics|bcast_tx_pkts

Ingress Unicast Packets per second Ingress unicast packets per second.

Key: network|port_statistics|lucast_rx_pkts

Ingress Multicast Packets per second Ingress multicast packets per second.

Key: networkl|port_statistics|mcast_rx_pkts

Ingress Broadcast Packets per second Ingress broadcast packets per second.

Key: network|port_statistics|bcast_rx_pkts

Egress Dropped Packets per second Egress dropped packets per second.

Key: network|port_statistics|dropped_tx_pkts

Ingress Dropped Packets per second Ingress dropped packets per second.

Key: network|port_statistics|dropped_rx_pkts

Total Ingress Packets per second Total ingress packets per second.

Key: network|port_statistics|rx_pkts

Total Egress Packets per second Total egress packets per second.

Key: networkl|port_statistics|tx_pkts

Utilization Use (KBps).

Key: network|port_statistics|utilization

Total Dropped Packets per second Total dropped packets per second.

Key: network|port_statistics|dropped_pkts

Percentage of Dropped Packets Percentage of dropped packets.
Key: network|port_statistics|dropped_pkts_pct

Max Observed Ingress Traffic (KBps) Max observed ingress traffic (KBps).

Key: network|port_statisticsimaxObserved_rx_bytes
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Table 1-4. Network Metrics for VMware Distributed Virtual Switches (continued)

Metric Name Description

Max Observed Egress Traffic (KBps) Max observed egress traffic (KBps).

Key: network|port_statisticsimaxObserved_tx_bytes

Max Observed Utilization (KBps) Max observed utilization (KBps).

Key: network|port_statisticsimaxObserved_utilization

Table 1-5. Summary Metrics for VMware Distributed Virtual Switches

Metric Name Description

Maximum Number of Ports Maximum number of ports.

Key: summary|max_num_ports

Used Number of Ports Used number of ports.

Key: summarylused_num_ports

Number of Blocked Ports Number of blocked ports.

Key: summary|num_blocked_ports

Table 1-6. Host Metrics for VMware Distributed Virtual Switches

Metric Name Description

MTU Mismatch Maximum Transmission Unit (MTU) mismatch.

Key: hostlmtu_mismatch

Teaming Mismatch Teaming mismatch.

Key: host|teaming_mismatch

Unsupported MTU Unsupported MTU.

Key: hostImtu_unsupported

Unsupported VLANSs Unsupported VLANS.
Key: host|vlans_unsupported

Config Out Of Sync Config Out Of Sync.

Key: host|config_outofsync

Number of Attached pNICs Number of attached physical NICs.
Key: hostlattached_pnics

Distributed Virtual Port Group Metrics

The vCenter Adapter instance collects network and summary metrics for distributed virtual port
groups.

Distributed Virtual Port Group metrics include badge metrics. See definitions in Badge Metrics.

VMware, Inc.
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Table 1-7. Network Metrics for Distributed Virtual Port Groups

Metric Name

Ingress Traffic

Egress Traffic

Egress Unicast Packets per second

Egress Multicast Packets per second

Egress Broadcast Packets per second

Ingress Unicast Packets per second

Ingress Multicast Packets per second

Ingress Broadcast Packets per second

Egress Dropped Packets per second

Ingress Dropped Packets per second

Total Ingress Packets per second

Total Egress Packets per second

Utilization

Total Dropped Packets per second

Percentage of Dropped Packets

Max Observed Ingress Traffic (KBps)

Max Observed Egress Traffic (KBps)

Max Observed Utilization (KBps)

VMware, Inc.

Description

Ingress traffic (KBps).

Key: network|port_statistics|rx_bytes

Egress traffic (KBps).

Key: network|port_statistics|tx_bytes

Egress unicast packets per second.

Key: network|port_statistics|lucast_tx_pkts

Egress multicast packets per second.

Key: network|port_statistics|mcast_tx_pkts

Egress broadcast packets per second.

Key: network|port_statistics|bcast_tx_pkts

Ingress unicast packets per second.

Key: network|port_statistics|lucast_rx_pkts

Ingress multicast packets per second.

Key: network|port_statistics|mcast_rx_pkts

Ingress broadcast packets per second.

Key: network|port_statistics|bcast_rx_pkts

Egress dropped packets per second.

Key: network|port_statistics|dropped_tx_pkts

Ingress dropped packets per second.

Key: network|port_statistics|dropped_rx_pkts

Total Ingress packets per second.

Key: network|port_statistics|rx_pkts

Total Egress packets per second.

Key: network|port_statistics|tx_pkts

Utilization (KBps).

Key: networkl|port_statistics|utilization

Total dropped packets per second.

Key: network|port_statistics|dropped_pkts

Percentage of dropped packets.

Key: network|port_statistics|dropped_pkts_pct

Max observed ingress traffic (KBps).

Key: network|port_statisticsimaxObserved_rx_bytes

Max observed egress traffic (KBps).

Key: network|port_statisticsimaxObserved_tx_bytes

Max observed utilization (KBps).

network|port_statisticsilmaxObserved_utilization
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Table 1-8. Summary Metrics for Distributed Virtual Port Groups

Metric Name Description

Maximum Number of Ports Maximum number of ports.

Key: summary|max_num_ports

Used Number of Ports Used number of ports.

Key: summarylused_num_ports

Number of Blocked Ports The number of blocked ports.

Key: summary|num_blocked_ports

Datastore Cluster Metrics

vRealize Operations Manager collects profile metrics for the datastore cluster resources.

Profiles Metrics for Datastore Cluster Resources

Profiles metrics provide information about the profile specific capacity.

Metric Name Description
Profiles|Capacity Remaining Profile (Average) The capacity remaining in terms of fitting the average
consumer.

Key: Profiles|capacityRemainingProfile_<profile uuid>

Profiles|Capacity Remaining Profile (<custom profile Published for custom profiles enabled from policy on
name>) Datastore Cluster Resource.

Key: Profiles|capacityRemainingProfile_<profile uuid>

Capacity Allocation Metrics for Datastore Cluster Resources

Capacity allocation metrics provide information about the allotment of capacity, see Capacity
Analytics Generated Metrics.
Datastore Metrics

vRealize Operations Manager collects capacity, device, and summary metrics for datastore
objects.

Capacity metrics can be calculated for datastore objects. See Capacity Analytics Generated
Metrics.

Capacity Metrics for Datastores

Capacity metrics provide information about datastore capacity.
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Metric Name

Capacity|Available Space (GB)

Capacity|Provisioned (GB)

Capacity|Total Capacity (GB)

Capacity|Used Space (GB)

Capacity|Workload (%)

Capacity|lUncommitted Space (GB)

Capacity|Total Provisioned Consumer Space

Capacity|Used Space (%)

VMware, Inc.

Description

This metric shows the amount of free space that a
datastore has available.

Use this metric to know how much storage space is
unused on the datastore. Try to avoid having too little
free disk space in order to accommodate unexpected
storage growth on the datastore. The exact size of the
datastore is based on company policy.

Key: capacitylavailable_space
This metric shows the amount of storage that was
allocated to the virtual machines.

Use this metric to know how much storage space is being
used on the datastore.

Check the metric trend to identify spikes or abnormal
growth.

Key: capacity|provisioned

This metric shows the overall size of the datastore.

Use this metric to know the total capacity of the
datastore.

Typically the size of the datastore should not be too
small. VMFS datastore size has grown over the years as
virtualization matures and larger virtual machines are now
onboard. Ensure that the size can handle enough virtual
machines to avoid datastore sprawl. A best practice is to
use 5 TB for VMFS and more for vSAN.

Key: capacityltotal_capacity
This metric shows the amount of storage that is being
used on the datastore.

Key: capacitylused_space

Capacity workload.

Key: capacity|workload

Uncommitted space in gigabytes.

Key: capacityluncommitted

Total Provisioned Consumer Space.

Key: capacitylconsumer_provisioned

This metric shows the amount of storage that is being
used on the datastore.

Use this metric to know the percentage of storage space
being used on the datastore.

When using this metric, verify that you have at least 20%
of free storage. Less than this, and you might experience
problems when a snapshot is not deleted. If you have
more than 50% free storage space, you are not utilizing
your storage in the best possible way.

Key: capacity|lusedSpacePct
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Device Metrics for Datastores

Device metrics provide information about device performance.

Metric Name Description

Devices|Bus Resets This metric shows the number of bus resets in the
performance interval.

Key: devices|busResets_summation

Devices|Commands Aborted This metric shows the number of disk commands
canceled in the performance interval.

Key: devices|commandsAborted_summation

Devices|Commands Issued This metric shows the number of disk commands issued in
the performance interval.

Key: devices|commands_summation
Devices|Total Latency (ms) This metric shows the average time taken for a command
from the perspective of a guest operating system. This

metric is the sum of Kernel Latency and Physical Device
Latency metrics.

Key: devices|totalLatency_average

Devices|Read Latency (ms) This metric shows the average time taken for a read from
the perspective of a guest operating system. This metric
is the sum of the Kernel Disk Read Latency and Physical
Device Read Latency metrics.

Key: devicesl|totalReadlLatency_averag
Devices|Write Latency (ms) This metric shows the average amount of time for a write

operation to the datastore. Total latency is the sum of
kernel latency and device latency.

Key: devices|totalWriteLatency_average
Devices|Kernel Latency (ms) Average time spent in ESX Server V. Kernel per
command.

Key: devices|kernelLatency_average

Devices|Kernel Disk Read Latency (ms) Average time spent in ESX host VM Kernel per read.

Key: devices|kernelReadLatency_average

Devices|Kernel Write Latency (ms) Average time spent in ESX Server VM Kernel per write.

Key: devices|kernelWriteLatency_average

Devices|Number of Running Hosts Number of running hosts that are powered on.

Key: devices|number_running_hosts

Devices|Number of Running VMs Number of running virtual machines that are powered on.
Key: devices|number_running_vms

Devices|Physical Device Latency (ms) Average time taken to complete a command from the
physical device.
Key: devices|deviceLatency_average

Devices|Physical Device Read Latency (ms) Average time taken to complete a read from the physical
device.

Key: devices|deviceReadlLatency_average
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Metric Name

Devices|Queue Latency (ms)

Devices|Queue Read Latency (ms)

Devices|Queue Write Latency (ms)

Devices|Read Throughput (KBps)

Devices|Read Requests

Devices|Read IOPS

Devices|Total Throughput (KBps)

Devices|Write Throughput (KBps)

Devices|Write Requests

Devices|Total IOPS

Devices|Total IOPS

Devices|Physical Device Write Latency (ms)

Datastore Metrics for Datastores

Description

Average time spent in the ESX Server VM Kernel queue
per command.

Key: devices|queuelatency_average

Average time spent in the ESX Server VM Kernel queue
per read.

Key: devices|queueReadLatency_average

Average time spent in the ESX Server VM Kernel queue
per write.

Key: devices|queueWriteLatency_average

Amount of data read in the performance interval.

Key: devices|read_average

Number of times data was read from the disk in the
defined interval.

Key: devices|numberRead_summation

Average number of read commands issued per second to
the datastore during the collection interval.

Key: devices|lnumberReadAveraged_average

Average use in kilobytes per second.

Key: devices|usage_average

Amount of data written to disk in the performance
interval.

Key: devices|write_average
Number of times data was written to the disk in the
defined interval.

Key: devicesInumberWrite_summation

Average number of write commands issued per second to
the datastore during the collection interval.

Key: devices|numberWriteAveraged_average

Average number of commands issued per second during
the collection interval.

Key: deviceslcommandsAveraged_average

Average time taken to complete a write from the physical
disk.

Key: devices|deviceWriteLatency_average

Datastore metrics provide information about datastore use.

VMware, Inc.
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Metric Name

Datastore|Total Latency (ms)

Datastore|Total Throughput (KBps)

Datastore|Read Latency (ms

Datastore|Write Latency (ms)

Datastore|Demand

Datastore|Outstanding 10 requests

Datastore|Read IOPS

VMware, Inc.

Description

This metric shows the adjusted read and write latency at
the datastore level. Adjusted means that the latency is
taking into account the number of |Os. If your IO is read-
dominated, the combined value is influenced by the
reads.

This is the average of all the VMs running in the
datastore. Because it is an average, some VMs logically
experience higher latency that the value shown by this
metric. To see the worst latency experienced by any VM,
use the Maximum VM Disk Latency metric.

Use this metric to see the performance of the datastore.
It is one of two key performance indicators for a
datastore, the other being the Max Read Latency. The
combination of Maximum and Average gives better
insight into how well the datastore is coping with the
demand.

The number should be lower than the performance you
expect.

Key: datastore|totalLatency_average

Average use in kilobytes per second.

Key: datastore|lusage_average

Average amount of time for a read operation from the
datastore. Total latency = kernel latency + device
latency.

Key: datastore|totalReadlLatency_average

Average amount of time for a write operation to the
datastore. Total latency = kernel latency + device
latency.

Key: datastore|totalWriteLatency_average

Demand.

Key: datastore|demand

OIlO for datastore.

Key: datastoreldemand_oio

This metric displays the average number of read
commands issued per second during the collection
interval.

Use this metric when the total IOPS is higher than
expected. See if the metric is read or write dominated.
This helps determine the cause of the high IOPS. Certain
workloads such as backups, anti-virus scans, and
Windows updates carry a Read/Write pattern. For
example, an anti-virus scan is heavy on read since it is
mostly reading the file system.

Key: datastorelnumberReadAveraged_average
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Metric Name Description

Datastore|Write IOPS This metric displays the average number of write
commands issued per second during the collection
interval.

Use this metric when the total IOPS is higher than
expected. Drill down to see if the metric is read or write
dominated. This helps determine the cause of the high
IOPS. Certain workloads such as backups, anti-virus
scans, and Windows updates carry a Read/Write pattern.
For example, an anti-virus scan is heavy on read since it
is mostly reading the file system.

Key: datastorelnumberWriteAveraged_average

Datastore|Read Throughput (KBps) This metric displays the amount of data read in the
performance interval.

Key: datastorelread_average

Datastore|Write Throughput (KBps) This metric displays the amount of data written to disk in
the performance interval.

Key: datastore|write_average

About Datastore Metrics for Virtual SAN

The metric named datastore|oio|workload is not supported on Virtual SAN datastores. This
metric depends on datastore|demand_oio, which is supported for Virtual SAN datastores.

The metric named datastore|demand_oio also depends on several other metrics for Virtual SAN
datastores, one of which is not supported.

m  The metrics named devices|numberReadAveraged_average and devices|
numberWriteAveraged_average are supported.

m  The metric named devices|totalLatency_average is nhot supported.
As a result, vRealize Operations Manager does not collect the metric named datastore|oio|

workload for Virtual SAN datastores.

Disk Space Metrics for Datastores

Disk space metrics provide information about disk space use.

Metric Name Description

Diskspace|Number of Virtual Disk Number of virtual disks.

Key: diskspacelnumvmdisk

Diskspacel|Provisioned Space (GB) Provisioned space in gigabytes.

Key: diskspacelprovisioned

Diskspace|Shared Used (GB) Shared used space in gigabytes.
Key: diskspacelshared
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Metric Name

DiskspacelSnapshot Space (GB)

DiskspacelVirtual Disk Used (GB)
Diskspace|Virtual machine used (GB)

Diskspace|Total disk space used

Diskspacel|Total disk space
Diskspacel|Total used (GB)
Diskspace|Swap File Space (GB)
Diskspace|Other VM Space (GB)
Diskspace|Freespace (GB)
Diskspace|Capacity (GB)

Diskspace|Overhead

Summary Metrics for Datastores

Description
This metric shows the amount of space taken by
snapshots on a given database.

Use this metric to know how much storage space is being
used by virtual machine snapshots on the datastore.

Check that the snapshot is using O GB or minimal space.
Anything over 1 GB should trigger a warning. The actual
value depends on how |O intensive the virtual machines in
the datastore are. Run a DT on them to detect anomaly.
Clear the snapshot within 24 hours, preferably when you
have finished backing up, or patching.

Key: diskspacelsnapshot

Virtual disk used space in gigabytes.

Key: diskspace|diskused

Virtual machine used space in gigabytes.

Key: diskspacelused

Total disk space used on all datastores visible to this
object.

Key: diskspaceltotal_usage

Total disk space on all datastores visible to this object.
Key: diskspaceltotal_capacity
Total used space in gigabytes.

Key: diskspaceldisktotal

Swap file space in gigabytes.

Key: diskspacelswap

Other virtual machine space in gigabytes.

Key: diskspace|otherused

Unused space available on datastore.

Key: diskspacelfreespace

Total capacity of datastore in gigabytes.

Key: diskspacelcapacity

Amount of disk space that is overhead.

Key: diskspacel|overhead

Summary metrics provide information about overall performance.
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Metric Name

Summary|Number of Hosts

Summary|Total Number of VMs

Summary|Maximum Number of VMs
Summary|Workload Indicator

Summary|Number of Clusters

Summary|Number of VM Templates

Template Metrics for Datastores

Description

This metric shows the number of hosts that the datastore
is connected to.

Use this metric to know how many clusters the datastore
is attached to.

The number should not be too high, as a datastore should
not be mounted by every host. The datastore and cluster
should be paired to keep operations simple.

Key: summaryltotal_number_hosts

This metric shows the number of virtual machines which
save their VMDK files on the datastore. If a VM has four
VMDKs stored in four datastores, the VM is counted on
each datastore.

Use this metric to know how many VMs have at least one
VMDK on a specific datastore.

The number of VMs should be within your Concentration
Risk policy.

You should also expect the datastore to be well used. If
only a few VMs are using the datastore, this is not
considered a good use.

Key: summaryltotal_number_vms

Maximum number of virtual machines.

Key: summary|max_number_vms

Workload indicator.

Key: summary|workload_indicator

This metric shows the number of clusters that the
datastore is connected to.

Key: summaryltotal_number_clusters

Number of VM Templates.

Key: Summary|Number of VM Templates

Metric Name

Template|Virtual Machine used

Template|Access Time

Cost Metrics for Datastores

Cost metrics provides information about the cost.

VMware, Inc.

Description

Space used by virtual machine files.

Key: template|used

Last access time.

Key: templatelaccessTime
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Metric Name Description
Monthly Disk Space Base Rate Disk space base rate for datastore displays the cost of 1 GB
storage.

Key: cost|storageRate

Monthly Total Cost Monthly total cost, computed by multiplying datastore
capacity with monthly storage rate.

Key: costltotalCost

Cost|Allocation|Disk Space Base Rate (Currency) Monthly storage rate for datastore displays the cost of 1 GB
storage when the overcommit ratio is set in policy.

costl|storageRate

Cost|Allocation|Monthly Datastore Allocated Monthly allocated cost as compared to the total cost of the
Cost(Currency/Month) datastore

Cost|Allocation|Monthly Datastore Unallocated Monthly unallocated cost as compared to the total cost of
Cost(Currency/Month) the datastore.

Reclaimable Metrics

Reclaimable metrics provide information about reclaimable resources.

Metric Name Description
Reclaimable|Orphaned Disks|Disk Space (GB) Summary of storage used by all orphaned VMDKs on the
datastore.

Key: reclaimablelorphaned_disk|diskspace

Reclaimable|Orphaned Disks|Potential Savings (Currency) Potential saving after reclamation of storage by removing
orphaned VMDks from the datastore.

Key: reclaimablelorphaned_disk|cost

Disabled Metrics

The following metrics are disabled in this version of vRealize Operations Manager . This means
that they do not collect data by default.

You can enable these metrics in the Policy workspace. For more information, in VMware Docs
search for Collect Metrics and Properties Details.

Metric Name Key

Capacity|Data Store Capacity Contention (%) capacity|contention

Datastore I/O|Demand Indicator datastoreldemand_indicator
Datastore I/O|Max Observed Number of Outstanding 10 datastorelmaxObserved_OIO
Operations

Datastore I/O|Max Observed Read Latency (msec) datastorelmaxObserved_Read
Datastore I/O|Max Observed Read Latency (msec) datastorelmaxObserved_ReadLatency
Datastore I/O|Max Observed datastorelmaxObserved_NumberRead
Datastore I/O|Max Observed Write Latency (msec) datastorelmaxObserved_Write
Datastore I/O|Max Observed Write Latency (msec) datastorelmaxObserved_WriteLatency
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Metric Name
Datastore I/O|Max Observed Writes per second

Datastore|Demand Indicator

Diskspace|Not Shared (GB)

Key
datastorelmaxObserved_NumberWrite

Demand Indicator.

Key: datastore|ldemand_indicator

Unshared space in gigabytes.

Key: diskspace|notshared

Cluster Compute Metrics for Allocation Model

vRealize Operations Manager collects configuration, disk space, CPU use, disk, memory, network,
power, and summary metrics for cluster compute resources.

Cost Metrics for Cluster Compute Resources

Cost metrics provide information about the cost.

Metric Name

Cluster CPU Base Rate

Cluster Memory Base Rate

Monthly Cluster Allocated Cost

Monthly Cluster Unallocated Cost

Monthly Storage Rate

Description

Base rate for Cluster CPU calculated by dividing the
monthly total cluster CPU cost by cluster CPU over-commit
ratio.

Key:Cost|Allocation|ClusterCPUBaseRate

Cluster memory base rate calculated by dividing the
monthly total cluster memory cost b cost by cluster
memory over-commit ratio.

Key: Cost|Allocation|ClusterMemoryBaseRate

Sum of of monthly cluster CPU, Memory, and Storage costs

Key: Cost|Allocation|MonthlyClusterAllocatedCost

Monthly cluster unallocated cost calculated by subtracting
the monthly cluster allocated cost from the monthly cluster
total cost.

Key: Cost|Allocation| MonthlyClusterUnallocatedCost

Datastore base rate is calculated by dividing Storage base
rate based on utilization by over commit ratio.

Key:Cost|Allocation|Monthly Storage Rate

Virtual Machine Metrics for Allocation Model

vRealize Operations Manager collects configuration, disk space, CPU use, disk, memory, network,
power, and summary metrics for virtual machine resources.

Cost Metrics for Virtual Machines

Cost metrics provide information about the cost.

VMware, Inc.
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Metric Name Description

MTD VM CPU Cost Month to date virtual machine CPU cost.
Key: Cost|Allocation|MTD VM CPU Cost

MTD VM Memory Cost Month to date virtual machine memory cost.
Key: Cost|Allocation|MTD VM Memory Cost

MTD VM Storage Cost Month to date storage cost of the virtual machine.
Key: Cost|AllocationIMTD VM Storage Cost

MTD VM Total Cost Addition of CPU ,Memory ,Storage, and Direct cost.
Key: Cost|Allocation|[MTD VM Total Cost

Metrics for Namespace

vRealize Operations Manager collects metrics for Namspace through the vCenter adapter and
uses formulas to derive statistics from those metrics. You can use metrics to troubleshoot

problems in your environment.

Table 1-9. Metrics for Namespace

Metric Key Localized Name
cpulusagemhz_average CPU|Usage
cpuldemandmhz CPU|Demand
cpulcapacity_contentionPct CPU|Contention
cpuleffective_limit CPU|Effective limit
cpulreservation_used CPU|Reservation Used
cpulestimated_entitlement CPU|Estimated entitlement
cpuldynamic_entitlement CPU|Dynamic entitlement
cpulcapacity_contention CPU|Overall CPU Contention

cpulcapacity_demandEntitlementPct  CPU|Capacity Demand

Entitlement
memlusage_average Memory|Usage
mem|guest_provisioned Memory|Total Capacity
mem|active_average Memory|Guest Active
mem|granted_average Memory|Granted
mem|shared_average Memory|Shared
mem|overhead_average Memory|VM Overhead
mem|consumed_average Memory|Consumed
mem|host_contentionPct Memory|Contention
mem|guest_usage Memory|Guest Usage

VMware, Inc.

Description
Average CPU usage in MHZ.
Demand(MHz).

Percent of time descendant virtual machines

are unable to run because they are contending

for access to the physical CPU(s).
CPU Effective limit.

CPU Reservation Used.

CPU Estimated entitlement.

CPU Dynamic Entitlement.
Overall CPU Contention (ms).

CPU Capacity Demand Entitlement
Percentage.

Memory currently in use as a percentage of
total available memory.

Total Capacity.

Amount of memory that is actively used.
Amount of memory available for use.
Amount of shared memory.

Memory overhead reported by host.

Amount of host memory consumed by the
virtual machine for guest memory.

Machine Contention Percentage.

Guest Memory Entitlement.
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Table 1-9. Metrics for Namespace (continued)

Metric Key
mem|guest_demand
memlreservation_used
mem|effective_limit

mem|swapinRate_average

mem|swapoutRate_average

memlvmmemctl_average

meml|zero_average
mem|swapped_average
mem|zipped_latest
mem|compressionRate_average
mem|decompressionRate_average
mem|swapin_average
mem|swapout_average
mem|swapused_average
mem/|host_contention
mem|dynamic_entitlement

diskspaceltotal_usage

summary|configStatus

summaryltotal_number_pods

summary|/numberKubernetesClusters

summary|/number_running_vms

summaryltotal_number_vms

summaryliowait

Localized Name
Memory|Guest Demand
Memory|Reservation Used
Memory|Effective limit

Memory|Swap In Rate

Memory|Swap Out Rate

Memory|Balloon

Memory|Zero
Memory|Swapped
Memory|Zipped
Memory|Compression Rate
Memory|Decompression Rate
Memory|Swap In
Memory|Swap Out
Memory|Swap Used
Memory|Contention
Memory|Dynamic Entitlement

Disk SpacelUtilization

Summary|Config Status
Summary|Number of Pods

Summary|Number of
Kubernetes clusters

Summary|Number of Running
VMs

Summary|Total Number of VMs

SummaryllO Wait

Metrics for Tanzu Kubernetes cluster

Description

Guest Memory Entitlement.
Memory Reservation Used.
Memory Effective limit.

Rate at which memory is swapped from disk
into active memory during the collection
interval. This can impact performance.

Rate at which memory is being swapped from
active memory to disk during the current
interval.

Amount of memory currently used by the
virtual machine memory control.

Amount of memory that is all O.

Amount of unreserved memory.

N/A

N/A

N/A

Amount of memory swapped in.

Amount of memory swapped out.
Amount of memory used for swap space.
Machine Contention.

Memory Dynamic Entitlement.

Storage space utilized on connected vSphere
Datastores.

Workload Management Configuration Status.
Number of Pods.

Number of Kubernetes clusters.

Number of Running VMs.

Total Number of VMs.

1O Wait.

vRealize Operations Manager collects metrics for Tanzu Kubernetes cluster through the vCenter
adapter and uses formulas to derive statistics from those metrics. You can use metrics to
troubleshoot problems in your environment.

VMware, Inc.
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Table 1-10. Metrics for Tanzu Kubernetes clusters

Metric Key
cpulusagemhz_average
cpuldemandmhz

cpulcapacity_contentionPct

cpuleffective_limit
cpulreservation_used
cpulestimated_entitlement
cpuldynamic_entitlement

cpulcapacity_contention

cpulcapacity_demandEntitlementPct

memlusage_average

mem|guest_provisioned
memlactive_average
meml|granted_average
mem|shared_average
mem|overhead_average

memlconsumed_average

mem|host_contentionPct
mem|guest_usage
mem|guest_demand
memi|reservation_used
mem|effective_limit

mem|swapinRate_average

mem|swapoutRate_average

memlvmmemctl_average

mem|zero_average
mem|swapped_average
meml|zipped_latest

meml|compressionRate_average

VMware, Inc.

Localized Name
CPU|Usage
CPU|Demand

CPU|Contention

CPU|Effective limit
CPU|Reservation Used
CPU|Estimated entitlement

CPU|Dynamic entitlement

CPU|Overall CPU Contention

CPU|Capacity Demand
Entitlement

Memory|Usage

Memory|Total Capacity
Memory|Guest Active
Memory|Granted
Memory|Shared
Memory|VM Overhead

Memory|Consumed

Memory|Contention
Memory|Guest Usage
Memory|Guest Demand
Memory|Reservation Used
Memory|Effective limit

Memory|Swap In Rate

Memory|Swap Out Rate

Memory|Balloon

Memory|Zero
Memory|Swapped
Memory|Zipped

Memory|Compression Rate

Description
Average CPU usage in MHZ
Demand(MHz)

Percent of time descendant virtual machines
are unable to run because they are contending
for access to the physical CPU(s).

CPU Effective limit

CPU Reservation Used

CPU Estimated entitlement
CPU Dynamic Entitlement
Overall CPU Contention (ms)

CPU Capacity Demand Entitlement Percentage

Memory currently in use as a percentage of
total available memory

Total Capacity

Amount of memory that is actively used
Amount of memory available for use
Amount of shared memory

Memory overhead reported by host

Amount of host memory consumed by the
virtual machine for guest memory

Machine Contention Percentage
Guest Memory Entitlement
Guest Memory Entitlement
Memory Reservation Used
Memory Effective limit

Rate at which memory is swapped from disk
into active memory during the collection
interval. This can impact performance.

Rate at which memory is being swapped from
active memory to disk during the current
interval

Amount of memory currently used by the
virtual machine memory control

Amount of memory that is all O
Amount of unreserved memory
N/A

N/A
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Table 1-10. Metrics for Tanzu Kubernetes clusters (continued)

Metric Key
mem|decompressionRate_average
mem|swapin_average
mem|swapout_average
mem|swapused_average
memlhost_contention
mem|dynamic_entitlement

summarylnumber_running_vms

summaryltotal_number_vms

summaryliowait

Localized Name
Memory|Decompression Rate
Memory|Swap In
Memory|Swap Out
Memory|Swap Used
Memory|Contention
Memory|Dynamic Entitlement

Summary|Number of Running
VMs

Summary|Total Number of VMs

Summary|lO Wait

Metrics for vSphere Pods

Description

N/A

Amount of memory swapped in

Amount of memory swapped out
Amount of memory used for swap space
Machine Contention

Memory Dynamic Entitlement

Number of Running VMs

Total Number of VMs

IO Wait

vRealize Operations Manager collects metrics for vSphere Pods through the vCenter adapter and
uses formulas to derive statistics from those metrics. You can use metrics to troubleshoot

problems in your environment.

Table 1-11. Metrics for vSphere Pods

Metric Key

configlhardwarelnum_Cpu

configlhardwareldisk_Space

configlhardwarelthin_Enabled

configlcpuAllocation|slotSize

configlmemoryAllocationl|slotSize

cpulusage_average

cpulusagemhz_average

cpulusagemhz_average_mtd

cpulreadyPct

VMware, Inc.

Metric Name

Configuration|Hardware|Number

of CPUs

Configuration|Hardware|Disk
Space

Configuration|Hardware|Thin
Provisioned Disk

Configuration|CPU Resource
Allocation|HA Slot Size

Configuration|Memory Resource

Allocation|HA Slot Size

CPU|Usage

CPU|Usage

CPU|Usage average MTD

CPU|Ready

Description

Number of CPUs. It counts both the vSocket
and vCore. A VM with 2 vSockets x 4 vCores
each has 8 vCPU.

Disk space metrics

Thin Provisioned Disk

vSphere HA Slot Size for CPU

vSphere HA Slot Size for Memory

CPU Usage divided by VM CPU Configuration
in MHz

Amount of actively used virtual CPU. This is
the host's view of the CPU usage, not the
guest operating system view.

Month to date average CPU usage in MHZ

Percentage of CPU the VM is ready to run, but
unable due to ESXi has no ready physical core
to run it. High Ready value impacts VM
performance

10
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Table 1-11. Metrics for vSphere Pods (continued)

Metric Key

cpulcapacity_contentionPct

cpulcorecount_provisioned

cpulvm_capacity_provisioned

cpuldemandmhz

cpuldemandPct

cpulreservation_used

cpuleffective_limit

cpuliowaitPct

cpulswapwaitPct

cpulcostopPct

cpulsystem_summation
cpulwait_summation
cpulready_summation
cpulused_summation
cpuliowait

cpulwait

cpulcapacity_demandEntitlementPct

cpulhost_demand_for_aggregation

cpuldynamic_entitlement
cpulcapacity_contention
cpulestimated_entitlement

cpulidlePct

VMware, Inc.

Metric Name

CPU|Contention

CPU|Provisioned vCPU(s)

CPU|Total Capacity

CPU|Demand

CPU|Demand (%)

CPU|Reservation Used

CPU|Effective limit

CPUIIO Wait

CPU|Swap wait

CPU|Co-stop (%)

CPU|System
CPU|Wait
CPU|Ready
CPU|Used
CPUIIO Wait
CPUITotal Wait

CPU|Capacity Demand
Entitlement

CPU|Host Demand For
Aggregation

CPU|Dynamic entitlement
CPU|Overall CPU Contention
CPU|Estimated entitlement

CPUlldle

Description

Percentage of time VM is not getting the CPU
resource it demanded. Impacted by Ready,
Co-Stop, Hyper Threading and Power
Management

Number of CPUs. It counts both the vSocket
and vCore. A VM with 2 vSockets x 4 vCores
each has 8 vCPU.

Configured Capacity in MHz, based on nominal
(static) frequency of the CPU

The amount of CPU resources virtual machine
would use if there were no CPU contention or
CPU limit.

The percentage of CPU resources virtual
machine would use if there were no CPU
contention or CPU limit.

CPU Reserved for the VM. It's guaranteed to
be available when the VM demands it.

Limit placed on the VM by vSphere. Avoid
using limit as it impacts VM performance

Percentage of time VM CPU is waiting for IO.
Formula is Wait - Idle - Swap Wait. High value
indicates slow storage subsystem

Percentage of time CPU is waiting on data
swap-in. Mapped to vCenter CPU Swap wait

Percentage of time the VM is ready to run, but
is unable to due to co-scheduling constraints.
VM with less vCPU have lower co-stop value.

CPU time spent on system processes
Total CPU time spent in wait state
CPU time spent on ready state

CPU time that is used

IO Wait

CPU time spent on idle state

CPU Capacity Demand Entitlement Percentage

Host demand for aggregation

CPU Dynamic entitlement
Overall CPU Contention (ms)
CPU Estimated entitlement

% CPU time that is idle
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Table 1-11. Metrics for vSphere Pods (continued)

Metric Key
cpulwaitPct
cpulsystemSummationPct

cpuldemandOverLimit

cpuldemandOverCapacity

cpulperCpuCoStopPct

cpulswapwait_summation

cpulcostop_summation

cpulidle_summation

cpullatency_average

cpulmaxlimited_summation

cpuloverlap_summation

cpulrun_summation

cpulentitlement_latest

cpuldemandEntitlementRatio_latest

cpulreadiness_average

rescpulactavi_latest

rescpul

actavb_latestswapinRate_average

rescpulactavs_latest

rescpulactavis_latest

rescpulactpkl_latest

rescpulactpk5_latest

rescpulactpkl5_latest

VMware, Inc.

Metric Name
CPU|Wait
CPUI|System

CPU|Demand Over Limit

CPU|Demand Over Capacity

CPUINormalized Co-stop

CPU|Swap Wait

CPU|Co-stop

CPUlldle

CPU|Latency

CPU|Max Limited

CPU|Overlap

CPUIRun
CPUIEntitlement Latest

CPU|Demand-to-entitlement
Ratio

CPU|Readiness

CPU Utilization for Resources|
CPU Active (1 min. average)

CPU Utilization for Resources]|
CPU Active (5 min. average)

CPU Utilization for Resources]|
CPU Active (5 min. average)

CPU Utilization for Resources]|
CPU Active (15 min. average)

CPU Utilization for Resources]|
CPU Active (1 min. peak)

CPU Utilization for Resources|
CPU Active (5 min. peak)

CPU Utilization for Resources|
CPU Active (15 min. peak)

Description
% Total CPU time spent in wait state
% CPU time spent on system processes

Amount of CPU Demand that is over the
configured CPU Limit

Amount of CPU Demand that is over the
configured CPU Capacity

Percentage of co-stop time, normalized across
all vCPUs

Amount of time waiting on swap.

Time the VM is ready to run, but is unable to
due to co-scheduling constraints.

CPU time that is idle.

Percentage of time the VM is unable to run
because it is contending for access to the
physical CPUs.

Time the VM is ready to run, but is not run due
to maxing out its CPU limit setting.

Time the VM was interrupted to perform
system services on behalf of that VM or other
VMs.

Time the VM is scheduled to run.
Entitlement Latest.

CPU resource entitlement to CPU demand
ratio (in percents)

Percentage of time that the virtual machine
was ready, but could not get scheduled to run
on the physical CPU.

The average active time for the CPU over the
past minute

The average active time for the CPU over the
past five minutes.

The average active time for the CPU over the
past five minutes

The average active time for the CPU over the
past fifteen minutes

The peak active time for the CPU over the past
minute

The peak active time for the CPU over the past
five minutes

The peak active time for the CPU over the past
fifteen minutes
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Table 1-11. Metrics for vSphere Pods (continued)

Metric Key

rescpulrunavi_latest

rescpulrunavs_latest

rescpulrunavis_latest

rescpulrunpki_latest

rescpulrunpk5_latest

rescpulrunpki5_latest

rescpulmaxLimitedl_latest

rescpulmaxLimited5_latest

rescpulmaxLimited15_latest

rescpulsampleCount_latest

rescpulsamplePeriod_latest

memlusage_average

mem|balloonPct

mem|swapped_average

memlconsumed_average

mem|consumed_average_mtd

mem|consumedPct

VMware, Inc.

Metric Name

CPU Utilization for Resources|
CPU Running (1 min. average)

CPU Utilization for Resources|
CPU Running (5 min. average)

CPU Utilization for Resources]|
CPU Running (15 min. average)

CPU Utilization for Resources|
CPU Running (1 min. peak)

CPU Utilization for Resources|
CPU Running (5 min. peak)

CPU Utilization for Resources|
CPU Running (15 min. peak)

CPU Utilization for Resources|
CPU Throttled (1 min. average)

CPU Utilization for Resources|
CPU Throttled (5 min. average)

CPU Utilization for Resources|
CPU Throttled (15 min. average)

CPU Utilization for Resources|
Group CPU Sample Count

CPU Utilization for Resources|
Group CPU Sample Period

Memory|Usage

Memory|Balloon

Memory|Swapped

Memory|Consumed

Memory|Consumed average
MTD

Memory|Consumed (%)

Description

The average runtime for the CPU over the past
minute

The average runtime for the CPU over the past
five minutes

The average runtime for the CPU over the past
fifteen minutes

The peak active time for the CPU over the past
minute

The peak active time for the CPU over the past
five minutes

The peak active time for the CPU over the past
fifteen minutes

The scheduling limit over the past minute

The scheduling limit over the past five minutes

The scheduling limit over the past fifteen
minutes

The sample CPU count

The sample period

Memory currently in use as a percentage of
total available memory

Percentage of guest physical memory that is
currently claimed from the virtual machine
through ballooning. This is the percentage of
guest physical memory that has been
allocated and pinned by the balloon driver.
Balloon does not necessarily mean the VM
performance is affected.

Amount of unreserved memory

Amount of ESXi Host memory mapped/
consumed by the virtual machine for guest
memory

average MTD Amount of host memory
consumed by the virtual machine for guest
memory

Amount of host memory consumed by the
virtual machine for guest memory. Consumed
memory does not include overhead memory. It
includes shared memory and memory that
might be reserved, but not actually used.
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Table 1-11. Metrics for vSphere Pods (continued)

Metric Key

mem|overhead_average

memlhost_contentionPct

mem|guest_provisioned

mem|guest_usage
mem|guest_demand
mem|host_demand
meml|reservation_used
meml|effective_limit

mem|vmMemoryDemand

memlnonzero_active

mem|swapinRate_average

mem|swapoutRate_average

meml|compressed_average

mem|overheadMax_average

mem|vmmemctl_average

memlactive_average
memlgranted_average
memlshared_average
memlzero_average
mem|swaptarget_average
mem|swapin_average
mem|swapout_average

memlvmmemctltarget_average

memlhost_dynamic_entitlement

VMware, Inc.

Metric Name

Memory|Overhead

Memory|Contention

Memory|Total Capacity

Memory|Guest Usage
Memory|Guest Demand
Memory|Host Demand
Memory|Reservation Used
Memory|Effective limit

Memory|Utilization

Memory|Non Zero Active

Memory|Swap In Rate

Memory|Swap Out Rate

Memory|Compressed

Memory|Overhead Max

Memory|Balloon

Memory|Guest Active
Memory|Granted
Memory|Shared
Memory|Zero
Memory|Swap Target
Memory|Swap In
Memory|Swap Out

Memory|Balloon Target

Memory|Host Dynamic
Entitlement

Description

Amount of overhead memory used by ESXi to
run the Virtual Machine.

Percentage of time the VM has contended for
memory.

Memory resources allocated to the Virtual
Machine

Guest Memory Entitlement
Guest Memory Entitlement
Memory Demand in KB
Memory Reservation Used
Memory Effective limit

Amount of memory utilized by the Virtual
Machine. Reflects the guest OS memory
required (for certain vSphere and VMTools
versions) or Virtual Machine consumption

Non Zero Active Memory

Rate at which memory is swapped from disk
into active memory during the collection
interval. This can impact performance.

Rate at which memory is being swapped from
active memory to disk during the current
interval.

Percentage of total memory that has been
compressed by vSphere. If and only if the
page is accessed by the Guest OS, will
performance be affected.

N/A

Amount of memory currently used by the
virtual machine memory control

Amount of memory that is actively used
Amount of memory available for use
Amount of shared memory

Amount of memory that is all O

Amount of memory that can be swapped
Amount of memory swapped in

Amount of memory swapped out

Amount of memory that can be used by the
virtual machine memory control

Mem Machine Dynamic Entitlement
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Table 1-11. Metrics for vSphere Pods (continued)

Metric Key
memlhost_active
memlhost_usage
mem|host_contention

mem|guest_activePct

mem|guest_dynamic_entitlement

mem|host_demand_reservation

mem|host_nonpageable_estimate

mem|guest_nonpageable_estimate

memlestimated_entitlement

mem|host_demand_for_aggregation

mem|demandOverLimit

mem|demandOverCapacity

memlactivewrite_average
mem|compressionRate_average
mem|decompressionRate_average
mem|zipSaved_latest
meml|zipped_latest
memlentitlement_average

memllatency_average

mem|capacity.contention_average

meml|liSwaplnRate_average

mem|liISwapOutRate_average

meml|liSwapUsed_average

mem|overheadTouched_average

VMware, Inc.

Metric Name

Memory|Host Active
Memory|Host Usage
Memory|Contention

Memory|Guest Active Memory

Memory|Guest Dynamic
Entitlement

Memory|Host Demand with
Reservation

Memory|Guest Non Pageable
Memory

Memory|Host Non Pageable
Memory

Memory|Estimated entitlement

Memory|Host Demand For
Aggregation

Memory|Demand Over Limit

Memory|Demand Over Capacity

Memory|Active Write
Memory|Compression Rate
Memory|Decompression Rate
Memory|Zip Saved
Memory|Zipped

Memory|Entitlement

Memory|Latency

Memory|Capacity Contention

Memory|Swap In Rate from Host
Cache

Memory|Swap Out Rate to Host
Cache

Memory|Swap Space Used in
Host Cache

Memory|Overhead Touched

Description
Machine Active
Machine Usage
Machine Contention

Guest active memory as percentage of
configured

Guest Memory Dynamic Entitlement

Memory Demand with Reservation considered
in KB

Guest Non Pageable Memory Estimates

Guest Non Pageable Memory Estimates

Memory Estimated entitlement

Host demand for aggregation

Amount of Memory Demand that is over the
configured Memory Limit

Amount of Memory Demand that is over the
configured Memory Capacity

N/A
N/A
N/A
N/A
N/A

Amount of host physical memory the VM is
entitled to, as determined by the ESX
schedule.

Percentage of time the VM is waiting to access
swapped or compressed memory.

Capacity Contention.

Rate at which memory is being swapped from
host cache into active memory.

Rate at which memory is being swapped to
host cache from active memory.

Space used for caching swapped pages in the
host cache.

Actively touched overhead memory (KB)
reserved for use as the virtualization overhead
for the VM.
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Table 1-11. Metrics for vSphere Pods (continued)

Metric Key

netlusage_average

netltransmitted_average

netlreceived_average

netldroppedTx_summation

netldroppedPct

netldropped

netlbroadcastTx_summation

netlmulticastTx_summation

netlidle
netlusage_capacity

netlmaxObserved_KBps

netlmaxObserved_Tx_KBps

netlmaxObserved_Rx_KBps

net|packetsRx_summation

net|packetsTx_summation

net/demand

netlpacketsRxPerSec

netlpacketsTxPerSec

netlpacketsPerSec

netldroppedRx_summation

netlbroadcastRx_summation

VMware, Inc.

Metric Name

Network|Usage Rate

Network|Data Transmit Rate

Network|Data Receive Rate

Network|Transmitted Packets
Dropped

Network|Packets Dropped (%)

Network|Packets Dropped

Network|Broadcast Packets
Transmitted

Network|Multicast Packets
Transmitted

Networklidle
Network]|l/O Usage Capacity

Network|Max Observed
Throughput

Network|Max Observed
Transmitted Throughput

Network|Max Observed
Received Throughput

Network|Packets Received

Network|Packets Transmitted

Network|Demand

Network|Packets Received per
second

Network|Packets Transmitted
per second

Network|Packets per second

Network|Received Packets
Dropped

Network|Broadcast Packets
Received

Description

The sum of the data transmitted and received
for all the NIC instances of the host or virtual
machine

Average amount of data transmitted per
second

Average amount of data received per second

Number of outgoing packets dropped in the
performance interval. Investigate if the number
is not O

Percentage of packets dropped

Number of packets dropped in the
performance interval

Total number of broadcast packets
transmitted. Investigate further if this number
is high

Number of multicast packets transmitted.
Investigate further if this number is high

N/A
I/O Usage Capacity

Max observed rate of network throughput

Max observed transmitted rate of network
throughput

Max observed received rate of network
throughput

Number of packets received in the
performance interval

Number of packets transmitted in the
performance interval

N/A

Number of packets received in the
performance interval

Number of packets transmitted in the
performance interval

Number of packets transmitted and received
per second

Number of received packets dropped in the
performance interval

Number of broadcast packets received during
the sampling interval
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Table 1-11. Metrics for vSphere Pods (continued)

Metric Key

netlmulticastRx_summation

netlbytesRx_average

netlbytesTx_average

netlhost_transmitted_average

netlhost_received_average

netlhost_usage_average

netlhost_maxObserved_Tx_KBps

netlhost_maxObserved_Rx_KBps

netlhost_maxObserved_KBps

net|transmit_demand_average

net|receive_demand_average

disk|usage_average

disk|read_average

disk|write_average

disklusage_capacity

disklbusResets_summation

disklcommandsAborted_summation

disk|diskoio

disk|diskqueued

disk|diskdemand

VMware, Inc.

Metric Name

Network|Multicast Packets
Received

Network|bytesRx

Network|bytesTx

Network|VM to Host Data
Transmit Rate

Network|VM to Host Data
Receive Rate

Network|VM to Host Usage Rate

Network|VM to Host Max
Observed Transmitted
Throughput

Network|VM to Host Max
Observed Received Throughput

Network|VM to Host Max
Observed Throughput

Network|Data Transmit Demand
Rate

Network|Data Receive Demand
Rate

Physical Disk|Total Throughput

Physical Disk|Read Throughput

Physical Disk|Write Throughput

Physical Diskll/O Usage
Capacity

Physical Disk|Bus Resets

Physical Disk|Commands
Aborted

Physical DiskINumber of
Outstanding IO Operations

Physical Disk|Queued
Operations

Physical Disk|IDemand

Description

Number of multicast packets received

Average amount of data received per second

Average amount of data transmitted per
second

Average amount of data transmitted per
second between VM and host

Average amount of data received per second
between VM and host

The sum of the data transmitted and received
for all the NIC instances between VM and host

Max observed transmitted rate of network
throughput between VM and host

Max observed received rate of network
throughput between VM and host

Max observed rate of network throughput
between VM and host

Data Transmit Demand Rate

Data Receive Demand Rate

Amount of data read from/written to storage
in a second. This is averaged over the
reporting period

Amount of data read from storage in a
second. This is averaged over the reporting
period

Amount of data written to storage in a second.
This is averaged over the reporting period

I/O Usage Capacity
The number of bus resets in the performance

interval

The number of disk commands aborted in the
performance interval
Number of Outstanding IO Operations

Queued Operations

Demand
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Table 1-11. Metrics for vSphere Pods (continued)

Metric Key

disk|sum_queued_oio

disklmax_observed

disklnumberReadAveraged_average

diskInumberWriteAveraged_average

disklmaxTotalLatency_latest

disk|

scsiReservationConflicts_summation

diskl|totalReadLatency_average

disk|totalWriteLatency_average

disk|totalLatency_average

syslpoweredOn

syslosUptime_latest

sysluptime_latest

syslheartbeat_summation

syslvmotionEnabled
syslproductString

syslheartbeat_latest

summarylrunning
summary|desktop_status

summary|poweredOff

summarylidle
summaryloversized
summary|undersized

summary|snapshotSpace

summary|oversized|vcpus

summary|oversized|memory

VMware, Inc.

Metric Name

Physical Disk|Total Queued
Outstanding operations

Physical DiskIMax Observed OIO

Physical Disk|Read IOPS

Physical Disk|Write IOPS

Physical Disk|Highest Latency

Physical Disk|SCSI Reservation
Conflicts

Physical Disk|Read Latency

Physical Disk|Write Latency

Physical Disk|Total Latency

System|Powered ON

System|OS Uptime

System|Uptime

System|Heartbeat

System|vMotion Enabled
Systeml|Product String

System|Heartbeat Latest

Summary|Running
Summary|Desktop Status

Summary|Reclaimable Powered
Off

Summary|Reclaimable Idle
Summary|ls Oversized
Summarylls Undersized

Summary|Reclaimable Snapshot
Space

Summary|Oversized|Virtual
CPUs

Summary|Oversized|Memory

Description

Sum of Queued Operation and Outstanding
Operations.

Max Observed IO for a disk.

Number of read operations per second. This is
averaged over the reporting period.

Number of write operations per second. This is
averaged over the reporting period.

Highest Latency.

SCSI Reservation Conflicts.

Average amount of time for a read operation
by the storage adapter.

Average amount of time for a write operation
by the storage adapter.

Total Latency.

1if the VM is connected (available for
management) and powered on, otherwise O.

Total time elapsed, in seconds, since last
operating system boot-up

Number of seconds since system startup

Number of heart beats from the virtual
machine in the defined interval

1if vMotion enabled, O if not enabled
VMware product string

Number of heartbeats issued per virtual
machine during the interval

Running
Horizon View Desktop Status

Powered Off = 1. Not powered off = O

Idle = 1. Not idle = 0
Oversized = 1. Not oversized = O
Is Undersized

Reclaimable Snapshot Space

Virtual CPUs

Memory
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Table 1-11. Metrics for vSphere Pods (continued)

Metric Key

summarylundersized|vcpus

summarylundersizedlmemory

summary|meteringlvalue

summary|metering|storage

summary|meteringlmemory

summary|meteringlcpu

summary|meteringladditional

summary|metering|partialPrice

summary|workload_indicator
summaryl|cpu_shares
summary|mem_shares
summary|number_datastore
summary|/number_network

gquestfilesystem|capacity

guestfilesystem|percentage

guestfilesystem|usage

guestfilesystem|capacity_total

guestfilesystem|percentage_total

guestfilesystem|usage_total

guestfilesysteml|freespace

guestfilesystem|capacity_property

guestfilesystemlfreespace_total

guestfilesystem|

capacity_property_total

guestlmem.free_latest

VMware, Inc.

Metric Name

Summary|Undersized|Virtual
CPUs

Summary|Undersized|Memory

Summary|Metering|Total price

Summary|Metering|Storage
price

Summary|Metering|Memory
price

Summary|Metering|CPU price

Summary|Metering|Additional
price

Summary|Metering|Partial price

Summary|Workload Indicator
Summary|CPU Shares
Summary|Memory Shares
Summary|Number of Datastores
Summary|Number of Networks

Guest File System|Partition
Capacity

Guest File System|Partition
Utilization (%)

Guest File System|Partition
Utilization

Guest File System|Total
Capacity

Guest File System|Utilization (%)

Guest File System|Utilization

Guest File System|Guest File
System Free

Guest File System|Guest File
System Capacity Property

Guest File System|Total Guest
File System Free

Guest File System|Total
Capacity Property

Guest|Free Memory

Description

Virtual CPUs

Memory

Total price of the resource(Sum of all price
components)

Price of Storage related components of the
resource

Price of Memory related components of the
resource

Price of CPU related components of the
resource

Price of additional components of the
resource

Shows whether the calculated price is partial
for the resource

Workload Indicator
CPU Shares

Memory Shares
Number of Datastores
Number of Networks

Disk space capacity on guest file system
partition.

Guest file system partition space utilization in
percentage

Guest file system partition space utilization

Disk space capacity on guest file system

Guest file system disk space utilization in
percentage

Guest file system disk space utilization

Total free space on guest file system

Total capacity of guest file system as a
property

Total free space on guest file system

Total capacity of guest file system as a
property

Free Memory
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Table 1-11. Metrics for vSphere Pods (continued)

Metric Key
guestlmem.needed_latest
guestlmem.physUsable_latest
guest|page.inRate_latest
guest|page.size_latest
guest|swap.spaceRemaining_latest

guest|cpu_queue

guest|disk_queue

guest|contextSwapRate_latest

guest|lhugePage.size_latest
guest|lhugePage.total_latest
guestimem.activeFileCache_latest

guest|page.outRate_latest

guest|disk_queue_latest

virtualDisk|
numberReadAveraged_average

virtualDisk|
numberWriteAveraged_average

virtualDisk|read_average

virtualDisk|
totalReadLatency_average

virtualDisk|
totalWriteLatency_average

virtualDisk|write_average

virtualDisklusage

virtualDisk|totalLatency

virtualDisk|
commandsAveraged_average

VMware, Inc.

Metric Name

Guest|Needed Memory
Guest|Physically Usable Memory
Guest|Page In Rate per second
Guest|Page Size
Guest|Remaining Swap Space

Guest|CPU Queue

Guest|Disk Queue
Guest|Context Swap Rate per
second

Guest|Huge Page Size
Guest|Total Huge Pages
Guest|Active File Cache Memory

Guest|Page Out Rate per

second

Guest|Disk Queue Latest

Virtual Disk|Read IOPS

Virtual Disk|Write IOPS

Virtual Disk|Read Throughput

Virtual Disk|Read Latency

Virtual Disk|Write Latency

Virtual Disk|Write Throughput

Virtual Disk|Total Throughput

Virtual Disk|Total Latency

Virtual Disk|Total IOPS

Description

Needed Memory
Physically Usable Memory
Page In Rate per second
Page Size

Remaining Swap Space

The number of ready threads queuing in the
CPU. Linux includes threads in running state. A
number greater than 2 for prolong period
indicates CPU core bottleneck.

The number of outstanding requests + 10
currently in progress.

Context Swap Rate per second

Huge Page Size
Total Huge Pages
Active File Cache Memory

Page Out Rate per second

The number of outstanding requests + 10
currently in progress.

Number of read operations per second. This is
averaged over the reporting period

Number of write operations per second. This is
averaged over the reporting period

Amount of data read from storage in a
second. This is averaged over the reporting
period

Average amount of time for a read operation
by the storage adapter.

Average amount of time for a write operation
by the storage adapter.

Amount of data written to storage in a second.
This is averaged over the reporting period

Amount of data read from/written to storage
in a second. This is averaged over the
reporting period

Total Latency

Number of read/write operations per second.
This is averaged over the reporting period
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Table 1-11. Metrics for vSphere Pods (continued)

Metric Key

virtualDisk|vDiskOIO

virtualDisklactualUsage

virtualDisk|busResets_summation
virtualDisk|
commandsAborted_summation

virtualDisk|readLoadMetric_latest

virtualDisk|readOIO_latest

virtualDisk|writeLoadMetric_latest

virtualDisk|writeOIO_latest

virtualDisk|smallSeeks_latest

virtualDisklmediumSeeks_latest

virtualDiskl|largeSeeks_latest

virtualDisk|readLatencyUS_latest

virtualDisk|writeLatencyUS_latest

virtualDisk|readlOSize_latest

virtualDisk|writelOSize_latest

diskspacelpod_used

diskspacelprovisionedSpace

diskspacelnotshared

diskspacelactiveNotShared

diskspacelperDsUsed

diskspaceltotal_usage

diskspaceltotal_capacity

VMware, Inc.

Metric Name

Virtual Disk|Outstanding 10
requests

Virtual Disk|Used Disk Space

Virtual Disk|Bus Resets

Virtual Disk|Commands Aborted

Virtual Disk|Read Load

Virtual Disk|Outstanding Read
Requests

Virtual Disk|Write Load

Virtual Disk|Outstanding Write
Requests

Virtual DiskINumber of Small
Seeks

Virtual DiskINumber of Medium
Seeks

Virtual DiskINumber of Large
Seeks

Virtual Disk|Read Latency
(microseconds)

Virtual Disk|Write Latency
(microseconds)

Virtual Disk|Average Read
request size

Virtual Disk|Average Write
request size

Disk Spacel|Pod used

Disk SpacelProvisioned Space

for Pod

Disk SpacelNot Shared

Disk SpacelActive not shared

Disk SpacelPod used

Disk SpacelUtilization

Disk Spacel|Total Capacity

Description

OIO for datastore.

Virtual Disk space usage

The number of bus resets in the performance
interval

The number of disk commands aborted in the
performance interval

Storage DRS virtual disk metric read load

Average number of outstanding read requests
to the virtual disk

Storage DRS virtual disk write load

Average number of outstanding write requests
to the virtual disk

Small Seeks

Medium Seeks

Large Seeks

Read latency in microseconds

Write Latency in microseconds

Read IO size

Write 10 size

Space used by Pod files

Provisioned space for Pod. In thin provisioned,
it is the full space allocated (which may not be
used yet).

Space used by VM that is not shared with
other VM

Unshared disk space used by VMs excluding
snapshot

Space used by all files of the Pod on the
datastore (disks, snapshots, configs, logs, etc).

Total disk space used on all datastores visible
to this object

Total disk space on all datastores visible to this
object
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Table 1-11. Metrics for vSphere Pods (continued)

Metric Key
diskspaceldiskused
diskspacelsnapshot
diskspacelshared
diskspacelprovisioned

diskspacelsnapshot|used

diskspacelsnapshotlaccessTime

storageltotalReadlLatency_average
storageltotalWriteLatency_average
storagelread_average
storagelwrite_average
storagelusage_average

storagel|
numberReadAveraged_average

storagel|
numberWriteAveraged_average

storagel|
commandsAveraged_average

storageltotalLatency_average
storageldemandKBps
storagelcontention
cost|monthlyTotalCost

costmonthlyProjectedCost

costlcompTotalCost

costldirectCost

costlcpuCost

costlmemoryCost

cost|storageCost

VMware, Inc.

Metric Name

Disk SpacelVirtual Disk Used
Disk Spacel|Snapshot Space
Disk Space|Shared Used

Disk Space|Provisioned Space

Disk Spacel|Snapshot|Pod used

Disk Spacel|Snapshot|Access
Time

Storage|Read Latency
Storage|Write Latency
Storage|Read Rate
Storage|Write Rate
Storage|Total Usage

Storage|Reads per second

Storage|Writes per second

StoragelCommands per second

Storagel|Total Latency
Storage|Demand
Storage|Contention percentage
CostIMTD Total Cost

Cost|Monthly Projected Total
Cost

CostIMTD Compute Total Cost

Cost|Monthly Direct Cost

CostIMTD CPU Cost

CostIMTD Memory Cost

CostIMTD Disk Space Cost

Description

Space used by virtual disks
Space used by snapshots
Shared space used
Provisioned space

Disk space used by the Pod snapshot files.
This is the space that can be potentially
reclaimed if the snapshot is removed.

The date and time the snapshot was taken.

Average amount of time for a read operation.
Average amount of time for a write operation.
Read throughput rate
Write throughput rate
Total throughput rate

Average number of read commands issued
per second during the collection interval

Average number of write commands issued
per second during the collection interval

Average number of commands issued per
second during the collection interval

Total latency

N/A

N/A

Month To Date Cost of Virtual Machine

Virtual Machine cost projected for full month

Month to Date Total Compute Cost (Including
CPU and Memory) of Virtual Machine

Monthly Direct Cost (comprising of OS Labor,
VI Labor and any windows desktop instance
license) of Virtual Machine

Month to Date Virtual Machine CPU Cost. It is
based on utilization. The more the VM uses,
the higher its cost.

Month to Date Memory Cost of Virtual
Machine. It is based on utilization. The more
the VM uses, the higher its cost.

Month to Date Disk Space Cost of Virtual
Machine
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Table 1-11. Metrics for vSphere Pods (continued)

Metric Key
costlreclaimableCost

costlosLaborTotalCost

costlviLaborTotalCost

costleffectiveTotalCost

costleffectiveProjectedTotalCost

costlallocation|
allocationBasedCpuMTDCost

costlallocation|
allocationBasedMemoryMTDCost

costlallocation|
allocationBasedStorageMTDCost

costlallocationl|
allocationBasedTotalMTDCost

costlallocation|
allocationBasedTotalCost

datastoreldemand_oio

datastorel|
numberReadAveraged_average

datastorel|
numberWriteAveraged_average

datastorelread_average

datastorel|
totalReadLatency_average

datastorel|
totalWriteLatency_average

datastore|write_average

datastore|totalLatency_average

VMware, Inc.

Metric Name
Cost|Potential Savings

Cost|Monthly OS Labor Cost

Cost|Monthly VI Labor Cost

CostIMTD Effective Total Cost
Cost|Monthly Effective

Projected Total Cost

Cost|Allocation|MTD CPU Cost

Cost|Allocation|MTD Memory
Cost

Cost|Allocation|MTD Disk Space
Cost

Cost|Allocation|MTD Total Cost
Costl|Allocation|Monthly
Projected Total Cost
Datastore|Outstanding 10
requests

Datastore|Read IOPS

Datastore|Write IOPS

Datastore|Read Throughput

Datastore|Read Latency

Datastore|Write Latency

Datastore|Write Throughput

Datastore|Total Latency

Description
Potential Savings

Operating System Labor Cost of Virtual
Machine for full month

Monthly VI Labor Cost

Month to Date Cost of Virtual Machine
considering the allocation and demand model

Virtual Machine cost projected for full month
considering the allocation and demand model

Month to Date Virtual Machine CPU Cost. It is
based on utilization. The more the VM uses,
the higher its cost.

Month to Date Memory Cost of Virtual
Machine. It is based on utilization. The more
the VM uses, the higher its cost.

Month to Date Disk Space Cost of Virtual
Machine

Month To Date Cost of Virtual Machine

Virtual Machine cost projected for full month

Amount of 10 waiting in the queue to be
executed. High 10, coupled with high latency,
impacts performance.

Number of read operations per second. This is
averaged over the reporting period.

Number of write operations per second. This is
averaged over the reporting period.

Amount of data read from storage in a
second. This is averaged over the reporting
period.

Average amount of time for a read operation
at the datastore level. It's an average of all the
VMs in the datastore.

Average amount of time for a write operation
by the storage adapter.

Amount of data written from storage in a
second. This is averaged over the reporting
period.

Normalized Latency, taking into account the
read/write ratio.
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Table 1-11. Metrics for vSphere Pods (continued)

Metric Key

datastorelusage_average

datastorel|
commandsAveraged_average

datastorelused

datastoreldemand

datastore|lmaxTotalLatency_latest
datastoreltotalLatency_max
datastore|
maxObserved_NumberRead

datastore|maxObserved_Read

datastore|
maxObserved_NumberWrite

datastorelmaxObserved_Write

datastore|maxObserved_0OIO

Metric Name

Datastore|Total Throughput

Datastore|Total IOPS

Datastore|Used Space

Datastore|Demand

Datastore|Highest Latency
Datastore|Total Latency Max

Datastore|Max Observed Reads
per second

Datastore|Max Observed Read
Rate

Datastore|Max Observed Writes
per second

Datastore|Max Observed Write
Rate

Datastore|Max Observed
Number of Outstanding IO
Operations

Operating System Metrics

Description

Amount of data read from/written to storage
in a second. This is averaged over the
reporting period.

Number of read/write operations per second.
This is averaged over the reporting period.

Used Space.

Max of datastore "Reads Per Sec", "Writes Per
Sec", "Read Rate", "Write Rate", "OIO Per Sec"
percentages.

Highest Latency.
Total Latency Max (ms).

Max observed average number of read
commands issued per second during the
collection interval.

Max observed rate of reading data from the
datastore.

Max observed average number of write
commands issued per second during the
collection interval.

Max observed rate of writing data from the
datastore.

N/A

Metrics are collected for Linux and Windows operating systems.

Linux Platforms

The following metrics are collected for Linux operating systems:

Table 1-12. Metrics for Linux

Metric

Usage Idle

Usage 10-Wait

Usage System

<Instance name>|Time Active
<Instance name>|Time Guest

<Instance name>|Time Guest Nice

VMware, Inc.

Metric Category
CPU
CPU
CPU
CPU
CPU

CPU

KPI

False

False

False

True

False

False
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Table 1-12. Metrics for Linux (continued)

Metric

<Instance name>|Time Idle
<Instance name>|Time |O-Wait
<Instance name>|Time IRQ
<Instance name>|Time Nice
<Instance name>|Time Soft IRQ
<Instance name>|Time Steal
<Instance name>|Time System
<Instance name>|Time User
<Instance name>|Usage Active (%)

<Instance name>|Usage Guest (%)

<Instance name>|Usage Guest Nice (%)

<Instance name>|Usage IRQ (%)
<Instance name>|Usage Nice (%)
<Instance name>|Usage Soft IRQ (%)
<Instance name>|Usage Steal (%)
<Instance name>|Usage System (%)
<Instance name>|Usage User (%)
10 Time

Read Time

Reads

Write Time

Writes

<Instance name>|Disk Free
<Instance name>|Disk Total
<Instance name>|Disk Used (%)
Cached

Free

Inactive

Total

Used

Used Percent

Blocked

Dead

Running

VMware, Inc.

Metric Category
CPU
CPU
CPU
CPU
CPU
CPU
CPU
CPU
CPU
CPU
CPU
CPU
CPU
CPU
CPU
CPU
CPU
Disk
Disk
Disk
Disk
Disk
Disk
Disk
Disk
Memory
Memory
Memory
Memory
Memory
Memory
Processes
Processes

Processes

KPI

False

False

True

False

True

False

False

True

True

False

False

True

False

True

False

True

True

False

False

False

False

False

False

False

False

False

False

False

True

True

True

True

False

False
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Table 1-12. Metrics for Linux (continued)

Metric Metric Category KPI

Sleeping Processes False
Stopped Processes False
Zombies Processes False
Free Swap False
In Swap False
Out Swap False
Total Swap True
Used Swap True
Used Percent Swap True

Windows Platforms

The following metrics are collected for Windows operating systems:

Table 1-13. Metrics for Windows

Metric Metric Category KPI

Idle Time CPU False
Interrupt Time CPU False
Interrupts persec CPU True
Privileged Time CPU False
Processor Time CPU False
User Time CPU False
Avg. Disk Bytes Read Disk False
Avg. Disk sec Read Disk False
Avg. Disk sec Write Disk False
Avg. Disk Write Queue Length Disk False
Avg. Disk Read Queue Length Disk False
Disk Read Time Disk False
Disk Write Time Disk False
Free Megabytes Disk False
Free Space Disk False
Idle Time Disk False
Split 10 persec Disk False
Available Bytes Memory True
Cache Bytes Memory False
Cache Faults persec Memory False

VMware, Inc.
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Table 1-13. Metrics for Windows (continued)

Metric Metric Category KPI

Committed Bytes Memory True
Demand Zero Faults persec Memory False
Page Faults persec Memory True
Pages persec Memory False
Pool Nonpaged Bytes Memory True
Pool Paged Bytes Memory False
Transition Faults persec Memory False
Elapsed Time Process False
Handle Count Process False
10 Read Bytes persec Process False
10 Read Operations persec Process False
10 Write Bytes persec Process False
10 Write Operations persec Process False
Privileged Time Process False
Processor Time Process False
Thread Count Process False
User Time Process False
Context Switches persec System False
Processes System False
Processor Queue Length System False
System Calls persec System False
System Up Time System False
Threads System False

Application Service Metrics

Metrics are collected for 20 application services.

Active Directory Metrics
Metrics are collected for the Active Directory application service.

Table 1-14. Active Directory Metrics

Metric Name Category KPI
Database Cache % Hit (%) Active Directory Database True
Database Cache Page Faults/sec Active Directory Database True

VMware, Inc.
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Table 1-14. Active Directory Metrics (continued)

Metric Name

Database Cache Size
Data Lookups

Database Commits

Avg Response Time
Requests Failed

Requests Processed
Dynamic Update Received
Dynamic Update Rejected
Recursive Queries
Recursive Queries Failure
Secure Update Failure
Total Query Received
Total Response Sent

Digest Authentications

Kerberos Authentications

NTLM Authentications

Directory Services:<InstanceName>|
Base Searches persec

Directory Services:<InstanceName>|
Database adds persec

Directory Services:<InstanceName>|
Database deletes persec

Directory Services<InstanceName>|
Database modifys/sec

Directory Services<InstanceName>|
Database recycles/sec

Directory Services<InstanceName>|
DRA Inbound Bytes Total/sec

Directory Services<InstanceName>|
DRA Inbound Objects/sec

Directory Services<InstanceName>|
DRA Outbound Bytes Total/sec

Directory Services<InstanceName>|
DRA Outbound Objects/sec

Directory Services<InstanceName>|
DRA Pending Replication Operations

VMware, Inc.

Category

Active Directory Database
Active Directory DFS Replication
Active Directory DFS Replication
Active Directory DFSN

Active Directory DFSN

Active Directory DFSN

Active Directory DNS

Active Directory DNS

Active Directory DNS

Active Directory DNS

Active Directory DNS

Active Directory DNS

Active Directory DNS

Active Directory Security System-
Wide Statistics

Active Directory Security System-
Wide Statistics

Active Directory Security System-

Wide Statistics

Active Directory Services

Active Directory Services

Active Directory Services

Active Directory Services

Active Directory Services

Active Directory Services

Active Directory Services

Active Directory Services

Active Directory Services

Active Directory Services

KPI

False

False

True

True

False

False

False

False

False

False

False

True

True

True

True

True

False

False

False

False

False

False

False

False

False

False
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Table 1-14. Active Directory Metrics (continued)

Metric Name

Directory Services<InstanceName>|
DRA Pending Replication
Synchronizations

Directory Services<InstanceName>|
DRA Sync Requests Made

Directory Services<InstanceName>|
DRA Sync Requests Successful

Directory Services<InstanceName>|DS
Client Binds/sec

Directory Services<InstanceName>|DS
Directory Reads/sec

Directory Services<InstanceName>|DS
Directory Searches/sec

Directory Services<InstanceName>|DS
Server Binds/sec

Directory Services<InstanceName>|DS
Threads in Use

Directory Services:<InstanceName>|
LDAP Active Threads

Directory Services:<InstanceName>|
LDAP Client Sessions

Directory Services<InstanceName>|
LDAP Closed Connections/sec

Directory Services<InstanceName>|
LDAP New Connections/sec

Directory Services<InstanceName>|
LDAP Searches/sec

Directory Services<InstanceName>|
LDAP Successful Binds/sec

Directory Services<InstanceName>|
LDAP UDP operations/sec

Directory Services:<InstanceName>|
LDAP Writes/sec

No metrics are collected for the category Active Directory.

ActiveMQ Metrics

Metrics are collected for the ActiveMQ application service.

VMware, Inc.

Category

Active Directory Services

Active Directory Services

Active Directory Services

Active Directory Services

Active Directory Services

Active Directory Services

Active Directory Services

Active Directory Services

Active Directory Services

Active Directory Services

Active Directory Services

Active Directory Services

Active Directory Services

Active Directory Services

Active Directory Services

Active Directory Services

KPI

False

False

False

True

False

True

True

True

False

True

False

True

True

False

False

False
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Table 1-15. ActiveMQ Metrics

Metric Name

Buffer Pool<InstanceName>|
Count

Buffer Pool<InstanceName>|
Memory Used

Buffer Pool<InstanceName>|
Total Capacity

Class Loading|Loaded Class
Count

Class Loading|Unloaded
Class Count

Class Loading|Total Loaded
Class Count

File Descriptor Usage|Max
File Descriptor Count

File Descriptor Usage|Open
File Descriptor Count

Garbage
Collection<instanceName>|
Total Collection Count

Garbage
Collection<instanceName>|
Total Collection Time

JVM Memory
Pool<InstanceName>|Peak
Usage|Committed Memory

JVM Memory
Pool<instanceName>|Peak
Usagellnitial Memory

JVM Memory
Pool<InstanceName>|Peak
Usage|Maximum Memory

JVM Memory
Pool<instanceName>|Peak
Usage|Used Memory

JVM Memory
Pool<InstanceName>|Usage|
Committed Memory

JVM Memory
Pool<InstanceName>|Usage|
Initial Memory

JVM Memory
Pool<instanceName>|Usagel|
Maximum Memory

VMware, Inc.

Category

Active MQ

Active MQ

Active MQ

Active MQ

Active MQ

Active MQ

Active MQ

Active MQ

Active MQ

Active MQ

Active MQ

Active MQ

Active MQ

Active MQ

Active MQ

Active MQ

Active MQ

KPI

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False
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Table 1-15. ActiveMQ Metrics (continued)

Metric Name

JVM Memory
Pool<InstanceName>|Usagel|
Used Memory

Threading|Thread Count
Uptime

UTILIZATIONI|Process
CpulLoad

UTILIZATION|Memory Limit

UTILIZATION|Memory
Percent Usage (%)

UTILIZATION|Store Limit

UTILIZATION|Store Percent
Usage (%)

UTILIZATION|Temp Limit

UTILIZATION|Temp Percent
Usage (%)

UTILIZATIONI|Total
Consumer Count

UTILIZATION|Total Dequeue
Count

UTILIZATION|Total Enqueue
Count

UTILIZATION|Total Message
Count

JVM Memory|Heap Memory
Usagellnitial Memory

JVM Memory|Heap Memory
Usage|Committed Memory

JVM Memory|Heap Memory
Usage|Maximum Memory

JVM Memory|Heap Memory
UsagelUsed Memory

JVM Memory|INon Heap
Memory Usage|Committed
Memory

JVM Memory|Non Heap
Memory Usagellnitial
Memory

JVM Memory|Non Heap
Memory UsagelMaximum
Memory

VMware, Inc.

Category

Active MQ

Active MQ
Active MQ

Active MQ

ActiveMQ Broker

ActiveMQ Broker

ActiveMQ Broker

ActiveMQ Broker

ActiveMQ Broker

ActiveMQ Broker

ActiveMQ Broker

ActiveMQ Broker

ActiveMQ Broker

ActiveMQ Broker

ActiveMQ JVM Memory Usage

ActiveMQ JVM Memory Usage

ActiveMQ JVM Memory Usage

ActiveMQ JVM Memory Usage

ActiveMQ JVM Memory Usage

ActiveMQ JVM Memory Usage

ActiveMQ JVM Memory Usage

KPI

False

False

False

False

True

True

False

False

False

False

True

True

True

True

False

False

False

False

False

False
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Table 1-15. ActiveMQ Metrics (continued)

Metric Name

JVM Memory|Non Heap
Memory Usage|Used
Memory

JVM Memory|Object
Pending FinalizationCount

UTILIZATIONI|Process
CpulLoad

UTILIZATION|System Cpu
Load

UTILIZATION|Consumer
Count

UTILIZATION|Dequeue
Count

UTILIZATION|Enqueue Count
UTILIZATION|Queue Size

UTILIZATION|Producer
Count

Category

ActiveMQ JVM Memory Usage

ActiveMQ JVM Memory Usage

ActiveMQ OS

ActiveMQ OS

ActiveMQ Topic

ActiveMQ Topic

ActiveMQ Topic
ActiveMQ Topic

ActiveMQ Topic

Apache HTTPD Metrics

Metrics are collected for the Apache HTTPD application service.

KPI

False

False

False

False

True

True

True

True

False

Note Metrics are collected for the Events MPM. Metrics are not collected for the other MPMs.

Table 1-16. Apache HTTPD Metrics

Metric Name
UTILIZATION|Busy Workers
UTILIZATION|Bytes Per Req
UTILIZATION|Bytes Per Sec
UTILIZATIONI|CPU Load
UTILIZATIONI|CPU User

UTILIZATIONIIdle Workers

Category

Apache HTTPD
Apache HTTPD
Apache HTTPD
Apache HTTPD
Apache HTTPD

Apache HTTPD

UTILIZATION|Request Per Sec
UTILIZATIONI|SCBoard Closing
UTILIZATION|SCBoard DNS Lookup
UTILIZATIONI|SCBoard Finishing
UTILIZATIONI|SCBoard Idle Cleanup
UTILIZATIONI|SCBoard Keep Alive

UTILIZATION|SCBoard Logging

VMware, Inc.

Apache HTTPD
Apache HTTPD
Apache HTTPD
Apache HTTPD
Apache HTTPD
Apache HTTPD

Apache HTTPD

KPI

True

False

False

True

False

True

True

False

False

False

False

False

False
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Table 1-16. Apache HTTPD Metrics (continued)

Metric Name Category KPI
UTILIZATION|SCBoard Open Apache HTTPD False
UTILIZATION|SCBoard Reading Apache HTTPD False
UTILIZATION|SCBoard Sending Apache HTTPD False
UTILIZATION|SCBoard Starting Apache HTTPD False
UTILIZATION|SCBoard Waiting Apache HTTPD False
UTILIZATION|Total Accesses Apache HTTPD False
UTILIZATION|Total Bytes Apache HTTPD True
UTILIZATION|Total Connections Apache HTTPD False
UTILIZATION|Uptime Apache HTTPD True
UTILIZATION|Asynchronous Closing Apache HTTPD False
Connections

UTILIZATION|Asynchronous Keep Alive  Apache HTTPD False
Connections

UTILIZATION|Asynchronous Writing Apache HTTPD False
Connections

UTILIZATION|ServerUptimeSeconds Apache HTTPD False
UTILIZATION|Load1 Apache HTTPD False
UTILIZATION|Load5 Apache HTTPD False
UTILIZATION]| Apache HTTPD False
ParentServerConfigGeneration

UTILIZATION]| Apache HTTPD False
ParentServerMPMGeneration

Apache Tomcat

Metrics are collected for the Apache Tomcat application service.
Table 1-17. Apache Tomcat

Metric Name Category KPI
Buffer Pool<InstanceName>|Count Tomcat Server False
Buffer Pool<instanceName>|Memory Tomcat Server False
Used

Buffer Pool<InstanceName>|Total Tomcat Server False
Capacity

Class Loading|Loaded Class Count Tomcat Server False
Class Loading|Total Loaded Class Tomcat Server False
Count

Class Loading|Unloaded Class Count Tomcat Server False

VMware, Inc.
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Table 1-17. Apache Tomcat (continued)

Metric Name

File Descriptor UsagelMax File
Descriptor Count

File Descriptor Usage|Open File
Descriptor Count

Garbage Collection:<InstanceName>|
Total Collection Count

Garbage Collection:<InstanceName>|
Total Collection Time

JVM Memory|Heap Memory Usagel|
Committed Memory

JVM Memory|Heap Memory Usagel|
Initial Memory

JVM Memory|Heap Memory Usagel|
Maximum Memory

JVM Memory|Heap Memory Usagel|
Used Memory

JVM Memory|Non Heap Memory
Usage|Committed Memory

JVM Memory|Non Heap Memory
Usagellnitial Memory

JVM Memory|Non Heap Memory
Usage|Maximum Memory

JVM Memory|Non Heap Memory
Usage|Used Memory

JVM Memory|Number of Object
Pending Finalization Count

JVM Memory|Pool:<InstanceName>|
Peak Usage|Committed Memory

JVM Memory|Pool:<InstanceName>|
Peak Usagellnitial Memory

JVM Memory|Pool:<InstanceName>|
Peak Usage|Maximum Memory

JVM Memory|Pool:<InstanceName>|
Peak Usage|lUsed Memory

JVM Memory|Pool:<InstanceName>|
Usage|Committed Memory

JVM Memory|Pool:<InstanceName>|
Usagellnitial Memory

JVM Memory|Pool:<InstanceName>|
Usage|Maximum Memory
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Category

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

KPI

False

False

False

True

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False
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Table 1-17. Apache Tomcat (continued)

Metric Name

JVM Memory|Pool:<InstanceName>|
UsagelUsed Memory

Process CPU Usage (%)
System CPU Usage (%)
System Load Average (%)
Threading|Thread Count
Uptime

JSP Count

JSP Reload Count

JSP Unload Count

Servlet:<InstanceName>|Total Request
Count

Servlet:<InstanceName>|Total Request
Error Count

Servlet:<InstanceName>|Total Request
Processing Time

Cache : Hit Count
Cache : Lookup Count

Current Thread Count
Current Threads Busy
errorRate

Total Request Bytes Received
Total Request Bytes Sent
Total Request Count

Total Request Error Count

Total Request Processing Time

IIS Metrics

Category

Tomcat Server

Tomcat Server
Tomcat Server
Tomcat Server
Tomcat Server
Tomcat Server
Tomcat Server Web Module
Tomcat Server Web Module
Tomcat Server Web Module

Tomcat Server Web Module

Tomcat Server Web Module

Tomcat Server Web Module

Tomcat Server Web Module
Tomcat Server Web Module

Tomcat Server Global Request
Processor

Tomcat Server Global Request
Processor

Tomcat Server Global Request
Processor

Tomcat Server Global Request
Processor

Tomcat Server Global Request
Processor

Tomcat Server Global Request
Processor

Tomcat Server Global Request
Processor

Tomcat Server Global Request
Processor

Metrics are collected for the lIS application service.
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KPI

False

True

True

True

False

True

False

False

False

False

False

False

False

False

True

True

False

False

False

True

True
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Table 1-18. lIS Metrics

Metric Name

HTTP Service Request
Queues<InstanceName>AppPool|
CurrentQueueSize

HTTP Service Request
Queues<InstanceName>AppPooll
RejectedRequests

Web Services<lnstanceName> Web
Site|Bytes Received

Web Services<lnstanceName> Web
Site|Bytes Sent/sec

Web Services<lnstanceName> Web
Site|Bytes Total/sec

Web Services<lnstanceName> Web
Site|Connection Attempts/sec

Web Services<lnstanceName> Web
Site|Current Connections

Web Services<lnstanceName> Web
Site|Get Requests/sec

Web Services<InstanceName> Web
Site|Locked Errors/sec

Web Services<InstanceName> Web
Site|Not Found Errors/sec

Web Services<InstanceName> Web
Site|Post Requests/sec

Web Services<lnstanceName> Web
Site|Service Uptime

Web Services<lnstanceName> Web
Site|Total Bytes Sent

Web Services<lnstanceName> Web
Site|Total Get Requests

Web Services<InstanceName> Web
Site|Total Post Requests

Web Services<lnstanceName> Web
Site|Total Put Requests

Current File Cache Memory Usage
(bytes)

File Cache Hits Percent (%)
Kernel URI Cache Hits Percent (%)
Kernel URI Cache Misses

Total Flushed URIs

URI Cache Hits
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Category

IIS HTTP Service Request Queues

IIS HTTP Service Request Queues

IIS Web Services

IIS Web Services

IIS Web Services

IIS Web Services

IIS Web Services

IIS Web Services

IIS Web Services

IIS Web Services

IIS Web Services

IIS Web Services

IIS Web Services

IIS Web Services

IIS Web Services

IIS Web Services

IIS Web Services Cache

IIS Web Services Cache
IIS Web Services Cache
IIS Web Services Cache
IIS Web Services Cache

IIS Web Services Cache

KPI

True

False

False

False

False

False

False

False

False

False

False

False

False

True

True

False

False

False

False

False

False

False
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Table 1-18. IIS Metrics (continued)

Metric Name
URI Cache Hits Percent (%)

URI Cache Misses

Category

IIS Web Services Cache

IIS Web Services Cache

Java Application Metrics

Metrics are collected for the Java application service.

Table 1-19. Java Application Metrics

KPI

False

False

Metric Name
Buffer Pool<InstanceName>|Count

Buffer Pool<InstanceName>|Memory
Used

Buffer Pool<InstanceName>|Total
Capacity

Class Loading|Loaded Class Count

Class Loading|Total Loaded Class
Count

Class Loading|Unloaded Class Count

Garbage Collection<InstanceName>|
Total Collection Count

Garbage Collection<InstanceName>|
Total Collection Time

JVM Memory|Heap Memory Usagel|
Committed Memory

JVM Memory|Heap Memory Usagel|
Initial Memory

JVM Memory|Heap Memory Usagel|
Maximum Memory

JVM Memory|Heap Memory Usagel|
Used Memory

JVM Memory|JVM Memory
Pool<instanceName>|Peak Usagel|
Committed Memory

JVM Memory|JVM Memory

Pool<InstanceName>|Peak Usagellnitial

Memory

JVM Memory|JVM Memory
Pool<instanceName>|Peak Usagel|
Maximum Memory

JVM Memory|JVM Memory

Pool<instanceName>|Peak Usage|Used

Memory
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Category
Java Application

Java Application

Java Application

Java Application

Java Application

Java Application

Java Application

Java Application

Java Application

Java Application

Java Application

Java Application

Java Application

Java Application

Java Application

Java Application

KPI

False

False

False

True

False

False

False

False

False

False

False

False

False

False

False

False
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Table 1-19. Java Application Metrics (continued)

Metric Name Category KPI
JVM Memory|JVM Memory Java Application False
Pool<InstanceName>|Usagel|

Committed Memory

JVM Memory|JVM Memory Java Application False
Pool<InstanceName>|Usagellnitial

Memory

JVM Memory|JVM Memory Java Application False
Pool<InstanceName>|Usage|Maximum

Memory

JVM Memory|JVM Memory Java Application False
Pool<InstanceName>|Usage|Used

Memory

JVM Memory|Non Heap Memory Java Application False
Usage|Committed Memory

JVM Memory|Non Heap Memory Java Application False
Usagellnitial Memory

JVM Memory|Non Heap Memory Java Application False
Usage|Maximum Memory

JVM Memory|Non Heap Memory Java Application False
Usage|Used Memory

JVM Memory|Object Pending Java Application False
Finalization Count

Uptime Java Application True
Threading|Thread Count Java Application True
Process CPU Usage % Java Application False
System CPU Usage % Java Application False
System Load Average % Java Application False
JBoss EAP Metrics

Metrics are collected for the JBoss EAP application service.

Table 1-20. JBoss EAP Metrics

Metric Name Category KPI
Buffer Pool<InstanceName>|Count Jboss Server False
Buffer Pool<IinstanceName>|Memory Jboss Server False
Used

Buffer Pool<InstanceName>|Total Jboss Server False
Capacity

Class Loading|Loaded Class Count Jboss Server False
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Table 1-20. JBoss EAP Metrics (continued)

Metric Name

Class Loading|Total Loaded Class
Count

Class Loading|Unloaded Class Count

File Descriptor UsagelMax File
Descriptor Count

File Descriptor Usage|Open File
Descriptor Count

Http Listener<instanceName>|Bytes
Received

Http Listener<instanceName>|Bytes
Sent

Http Listener<instanceName>|Error
Count

Http Listener<instanceName>|Request
Count

Https Listener<instanceName>|Bytes
Received

Https Listener<instanceName>|Bytes
Sent

Https Listener<instanceName>|Error
Count

Https Listener<instanceName>|
Request Count

Process CPU Usage (%)

System CPU Usage (%)

System Load Average (%)
Threading|Daemon Thread Count
Threading|Peak Thread Count
Threading|Thread Count
Threading|Total Started Thread Count
Uptime

UTILIZATION|Heap Memory Usage

Garbage Collection<instanceName>|
Total Collection Count

Garbage Collection<instanceName>|
Total Collection Time

JVM Memory|Heap Memory Usagel|
Committed Memory
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Category

Jboss Server

Jboss Server

Jboss Server

Jboss Server

Jboss Server

Jboss Server

Jboss Server

Jboss Server

Jboss Server

Jboss Server

Jboss Server

Jboss Server

Jboss Server
Jboss Server
Jboss Server
Jboss Server
Jboss Server
Jboss Server
Jboss Server
Jboss Server

Jboss Server

Jboss JVM Garbage Collector

Jboss JVM Garbage Collector

Jboss JVM Memory

KPI

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False
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Table 1-20. JBoss EAP Metrics (continued)

Metric Name

JVM Memory|Heap Memory Usagel|
Initial Memory

JVM Memory|Heap Memory Usagel|
Maximum Memory

JVM Memory|Heap Memory Usagel|
Used Memory

JVM Memory|Non Heap Memory
Usage|Committed Memory

JVM Memory|Non Heap Memory
Usagellnitial Memory

JVM Memory|Non Heap Memory
Usage|Maximum Memory

JVM Memory|Non Heap Memory
Usage|Used Memory

JVM Memory|Object Pending
Finalization Count

UTILIZATION|Active Count
UTILIZATION|Available Count

JVM Memory Pool<instanceName>|
Collection Usage|Committed Memory

JVM Memory Pool<InstanceName>|
Collection Usagellnitial Memory

JVM Memory Pool<instanceName>|
Collection Usage|Used Memory

JVM Memory Pool<instanceName>|
Collection Usage|Maximum Memory

JVM Memory Pool<instanceName>|
Peak Usage|Committed Memory

JVM Memory Pool<instanceName>|
Peak Usagellnitial Memory

JVM Memory Pool<instanceName>|
Peak Usage|Maximum Memory

JVM Memory Pool<instanceName>|
Peak Usage|Used Memory

JVM Memory Pool<instanceName>|
Usage|Committed Memory

JVM Memory Pool<instanceName>|
Usagellnitial Memory
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Category

Jboss JVM Memory

Jboss JVM Memory

Jboss JVM Memory

Jboss JVM Memory

Jboss JVM Memory

Jboss JVM Memory

Jboss JVM Memory

Jboss JVM Memory

Jboss Datasource Pool
Jboss Datasource Pool

Jboss JVM Memory Pool

Jboss JVM Memory Pool

Jboss JVM Memory Pool

Jboss JVM Memory Pool

Jboss JVM Memory Pool

Jboss JVM Memory Pool

Jboss JVM Memory Pool

Jboss JVM Memory Pool

Jboss JVM Memory Pool

Jboss JVM Memory Pool

KPI

False

False

True

False

False

False

False

True

False

False

False

False

False

False

False

False

False

False

False

False
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Table 1-20. JBoss EAP Metrics (continued)

Metric Name Category KPI
JVM Memory Pool<instanceName>| Jboss JVM Memory Pool False
Usage|Maximum Memory

JVM Memory Pool<instanceName>| Jboss JVM Memory Pool False
UsagelUsed Memory

MongoDB Metrics

Metrics are collected for the MongoDB application service.

Table 1-21. MongoDB Metrics

Metric Name Category KPI
UTILIZATION|Active Reads MongoDB True
UTILIZATION|Active Writes MongoDB True
UTILIZATION|Connections Available MongoDB False
UTILIZATION|Connections Total MongoDB False
Created

UTILIZATION|Current Connections MongoDB True
UTILIZATION|Cursor Timed Out MongoDB True
UTILIZATION|Deletes Per Sec MongoDB False
UTILIZATION|Document Inserted MongoDB False
UTILIZATION|Document Deleted MongoDB False
UTILIZATIONI|Flushes Per Sec MongoDB False
UTILIZATION]Inserts Per Sec MongoDB False
UTILIZATION|Net Input Bytes MongoDB False
UTILIZATION|Open Connections MongoDB True
UTILIZATION|Page Faults Per Second MongoDB False
UTILIZATION|Net Output Bytes MongoDB False
UTILIZATION|Queries Per Sec MongoDB False
UTILIZATION|Queued Reads MongoDB True
UTILIZATION|Queued Writes MongoDB True
UTILIZATION|Total Available MongoDB False
UTILIZATION|Total Deletes Per Sec MongoDB False
UTILIZATION|Total Passes Per Sec MongoDB False
UTILIZATIONI|Total Refreshing MongoDB False
UTILIZATION|Updates Per Sec MongoDB False
UTILIZATION|Volume Size MB MongoDB False
UTILIZATIONICollection Stats MongoDB DataBases False
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Table 1-21. MongoDB Metrics (continued)

Metric Name
UTILIZATION|Data Index Stats
UTILIZATION|Data Indexes
UTILIZATION|Data Size Stats

UTILIZATION|Average Object Size
stats

UTILIZATION|INum Extents Stats

Category

MongoDB DataBases
MongoDB DataBases
MongoDB DataBases

MongoDB DataBases

MongoDB DataBases

MS Exchange Server Metrics

KPI

True

False

True

False

False

Metrics are collected for the MS Exchange Server application service.

Table 1-22. MS Exchange Server Metrics

Metric Name

Active Manager Server|Active Manager
Role

Active Manager Server|Database State
Info Writes per second

Active Manager Server|
GetServerForDatabase Server-Side
Calls

Active Manager Server|Server-Side
Calls per second

Active Manager Server|Total Number
of Databases

ActiveSync|Average Request Time
ActiveSync|Current Requests
ActiveSync|Mailbox Search Total
ActiveSync|Ping Commands Pending
ActiveSync|Requests per second

ActiveSync|Sync Commands per
second

ASP.NET|Application Restarts
ASP.NET|Request Wait Time
ASP.NET|Worker Process Restarts

Autodiscover Service|lRequests per
second

Availability ServicelAverage Time to
Process a Free Busy Request

Outlook Web Access|Average Search
Time
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Category

MS Exchange

MS Exchange

MS Exchange

MS Exchange

MS Exchange

MS Exchange
MS Exchange
MS Exchange
MS Exchange
MS Exchange

MS Exchange

MS Exchange
MS Exchange
MS Exchange

MS Exchange

MS Exchange

MS Exchange

KPI

False

False

False

True

True

True

False

False

False

True

True

False

True

False

True

True

True
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Table 1-22. MS Exchange Server Metrics (continued)

Metric Name

Outlook Web Access|Requests per
second

Outlook Web Access|Current Unique
Users

Performance|Database Cache Hit (%)

Performance|Database Page Fault
Stalls per second

Performancell/O Database Reads
Average Latency

Performancell/O Database Writes
Average Latency

Performancell/O Log Reads Average
Latency

Performancell/O Log Writes Average
Latency

PerformancelLog Record Stalls per
second

PerformancelLog Threads Waiting

Performancell/O Database Reads
Average Latency

Performancell/O Database Writes
Average Latency

PerformancelLog Record Stalls per
second

PerformancelLog Threads Waiting
Performance|LDAP Read Time
Performance|lLDAP Search Time

Performance|LDAP Searches Timed
Out per minute

PerformancelLong Running LDAP
Operations per minute

Performance|Connection Attempts per
second

Performance|Current Connections

Performance|Other Request Methods
per second

Process|Handle Count
Process|Memory Allocated

Process|Processor Time (%)
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Category

MS Exchange

MS Exchange

MS Exchange Database

MS Exchange Database

MS Exchange Database

MS Exchange Database

MS Exchange Database

MS Exchange Database

MS Exchange Database

MS Exchange Database

MS Exchange Database Instance

MS Exchange Database Instance

MS Exchange Database Instance

MS Exchange Database Instance
MS Exchange Domain Controller
MS Exchange Domain Controller

MS Exchange Domain Controller

MS Exchange Domain Controller

MS Exchange Web Server

MS Exchange Web Server

MS Exchange Web Server

MS Exchange Windows Service
MS Exchange Windows Service

MS Exchange Windows Service

KPI

False

False

False

True

True

True

False

False

False

False

False

False

False

False

False

False

False

False

True

False

False

False

False

True
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Table 1-22. MS Exchange Server Metrics (continued)

Metric Name Category KPI
Process|Thread Count MS Exchange Windows Service False
Process|Virtual Memory Used MS Exchange Windows Service False
Process|Working Set MS Exchange Windows Service False
MS SQL Metrics

Metrics are collected for the MS SQL application service.

Table 1-23. MS SQL Metrics

Metric Name Category KPI
CPU<InstanceName>|CPU Usage (%) Microsoft SQL Server False
Database IO|Rows Reads Bytes/Sec Microsoft SQL Server False
Database IO|Rows Reads/Sec Microsoft SQL Server False
Database IO|Rows Writes Bytes/Sec Microsoft SQL Server False
Database IO|Rows Writes/Sec Microsoft SQL Server False
Performance|Access Methods|Full Microsoft SQL Server False
Scans per second

Performance|Access Methods|Index Microsoft SQL Server False
Searches

Performance|Access Methods|Page Microsoft SQL Server False
Splits per second

Performance|Broker Activation|Stored Microsoft SQL Server False
Procedures Invoked per second

Performance|Buffer Manager|Buffer Microsoft SQL Server True
cache hit ratio (%)

Performance|Buffer Manager]| Microsoft SQL Server True
Checkpoint Pages/sec

Performance|Buffer Manager|Lazy Microsoft SQL Server True
writes per second

Performance|Buffer Manager|Page life Microsoft SQL Server True
expectancy

Performance|Buffer Manager|Page Microsoft SQL Server False
lookups per second

Performance|Buffer Manager|Page Microsoft SQL Server False
reads per second

Performance|Buffer Manager|Page Microsoft SQL Server False
writes per second

Performance|Databases|Active Microsoft SQL Server True

Transactions
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Table 1-23. MS SQL Metrics (continued)

Metric Name

Performance|Databases|Data File(s)
Size

Performance|Databases|Log Bytes
Flushed/Sec

Performance|Databases|Log File(s)
Size

Performance|Databases|Log File(s)
Used Size

Performance|Databases|Log Flush
Wait Time

Performance|Databases|Log Flushes
per second

Performance|Databases|Transactions
per second

Performance|Databases|Write
Transactions per second

Performance|Databases|XTP Memory
Used

Performance|General Statistics|Active
temp Tables

Performance|General Statistics|Logins
per second

Performance|General Statistics|
Logouts per second

Performance|General Statistics|
Processes Blocked

Performance|General Statistics|Temp
Tables Creation Rate

Performance|General Statistics|User
Connections

PerformancelLocks|Average Wait Time

Performance|Locks|Lock Requests per
second

Performance|Locks|Lock Wait Time

Performancel|Locks|Lock Waits per
second

PerformancelLocksINumber of
Deadlocks per second

Performance|Memory Managerl|
Connection Memory
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Category

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

KPI

True

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

True

True

True

False
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Table 1-23. MS SQL Metrics (continued)

Metric Name

PerformancelMemory Manager|Lock
Memory

PerformancelMemory Manager|Log
Pool Memory

PerformancelMemory Manager|
Memory Grants Pending

PerformancelMemory Manager|SQL
Cache Memory

PerformancelMemory Manager|Target
Server Memory

PerformancelMemory Manager|Total
Server Memory

Performance|Resource Pool Stats|
internallActive memory grant amount

Performance|Resource Pool Stats|
internallCPU Usage Percentage (%)

Performance|Resource Pool Stats|
internal|Disk Read Bytes per second

Performance|Resource Pool Stats|
internallDisk Read 10

Wait Stats:<InstanceName>|Wait Time
(ms)

Wait Stats<InstanceName>|Number of
Waiting tasks (ms)

Performance|Resource Pool Stats|
internal|Disk Read 10 Throttled Per
Second

Performance|Resource Pool Stats|
internal|Disk Write Bytes per second
(Bps)

Performance|Resource Pool Stats|

internal|Disk Write 10 Throttled per
second

Performance|Resource Pool Stats|
internallUsed Memory

PerformancelSQL Statistics | Batch
Requests Per Second

Performance|SQL Statistics | SQL
Compilations per second

Performancel|SQL Statistics | SQL Re-
Compilations per second
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Category

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

KPI

False

False

True

False

True

True

False

False

False

False

False

False

False

False

False

False

False

False

False
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Table 1-23. MS SQL Metrics (continued)

Metric Name Category KPI

Performancel|Transactions | Free space  Microsoft SQL Server False
in tempdb (KB)

Performance|Transactions | Microsoft SQL Server False
Transactions

Performance|Transactions | Version Microsoft SQL Server False
Store Size (KB)

Performance|User Countable Counter |  Microsoft SQL Server False
User Counter O to 10

PerformancelWorkload Group Stats| Microsoft SQL Server False
internallActive Requests

Performance|Workload Group Stats| Microsoft SQL Server False
internallBlocked Tasks

PerformancelWorkload Group Stats| Microsoft SQL Server False
internal|CpU Usage (%)

Performance|Workload Group Stats| Microsoft SQL Server False
internallQueued Requests

Performance|Workload Group Stats| Microsoft SQL Server False
internallRequest Completed/sec

There are no metrics collected for Microsoft SQL Server Database.

MySQL Metrics
Metrics are collected for the MySQL application service.

Table 1-24. MySQL Metrics

Metric Name Category KPI
Aborted connection count MySQL True
Connection count MySQL True
Event wait average time MySQL False
Event wait count MySQL False
Binary Files|Binary Files Count MySQL False
Binary Files|Binary Size Bytes MySQL False
Global Status|Aborted Clients MySQL False
Global Status|Binlog Cache Disk Use MySQL False
Global Status|Bytes Received MySQL False
Global Status|Bytes Sent MySQL False
Global Status|Connection Errors MySQL False
Accept
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Table 1-24. MySQL Metrics (continued)

Metric Name

Global Status|Connection Errors
Internal

Global Status|Connection Errors Max
Connections

Global Status|Queries

Global Status|Threads Cached
Global Status|Threads Connected
Global Status|Threads Running
Global Status|Uptime

Global Variables|Delayed Insert Limit

Global Variables|Delayed Insert
Timeout

Global Variables|Delayed Queue Size
Global Variables|Max Connect Errors
Global Variables|Max Connections
Global Variables|Max Delayed Threads
Global Variables|Max Error Count
InnoDBIJAIl deadlock count
InnoDB|Buffer Pool Bytes Data
InnoDB|Buffer Pool Bytes Data
InnoDB|Buffer Pool Bytes Dirty
InnoDB|Buffer Pool Dump Status
InnoDBIBuffer Pool Load Status
InnoDB|Buffer Pool Pages Data
InnoDB|Buffer Pool Pages Dirty
InnoDB|Buffer Pool Pages Flushed
InnoDB|Buffer pool size
InnoDBIChecksums

InnoDBJ|Open file count

InnoDBJIRow lock average time
InnoDBIRow lock current waits
InnoDBIRow lock maximum time
InnoDBIRow lock time

InnoDBIRow lock waits

InnoDBITable lock count
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Category

MySQL

MySQL

MySQL
MySQL
MySQL
MySQL
MySQL
MySQL

MySQL

MySQL
MySQL
MySQL
MySQL
MySQL
MySQL
MySQL
MySQL
MySQL
MySQL
MySQL
MySQL
MySQL
MySQL
MySQL
MySQL
MySQL
MySQL
MySQL
MySQL
MySQL
MySQL

MySQL

KPI

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

True

False

False

False

False

False

False

True

False
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Table 1-24. MySQL Metrics (continued)

Metric Name Category KPI
Performance Table IO Waits|lO Waits MySQL False
Total Delete

Performance Table IO Waits|lO Waits MySQL False
Total Fetch

Performance Table IO Waits|lO Waits MySQL False
Total Insert

Performance Table IO Waits|lO Waits MySQL False
Total Update

Process List|Connections MySQL False
10 waits average time MySQL Database False
10 waits count MySQL Database True
Read high priority average time MySQL Database False
Read high priority count MySQL Database False
Write concurrent insert average time MySQL Database False
Write concurrent insert count MySQL Database False
NGINX Metrics

Metrics are collected for the NGINX application service.

Table 1-25. NGINX Metrics

Metric Name Category KPI
HTTP Status InfolAccepts Nginx True
HTTP Status InfolActive connections Nginx False
HTTP Status InfolHandled Nginx True
HTTP Status Info|Reading Nginx False
HTTP Status Info|Requests Nginx False
HTTP Status Info|Waiting Nginx True
HTTP Status Info|Writing Nginx False
NTPD Metrics

Metrics are collected for the NTPD application service.

Table 1-26. NTPD Metrics

Metric Name Category KPI
ntpd |delay Network Time Protocol True
ntpd | jitter Network Time Protocol True
ntpd | offset Network Time Protocol True
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Table 1-26. NTPD Metrics (continued)

Metric Name Category KPI

ntpd | poll Network Time Protocol False
ntpd | reach Network Time Protocol True
ntpd | when Network Time Protocol False

Oracle Weblogic Metrics
Metrics are collected for the Oracle Weblogic application service.

Table 1-27. Oracle Weblogic Metrics

Metric Name Category KPI
UTILIZATIONI|Process Cpu Load Oracle WeblLogic Server True
UTILIZATION|System Cpu Load Oracle WebLogic Server False
UTILIZATION|System Load Average Oracle WebLogic Server False
UTILIZATION|Collection Time Weblogic Garbage Collector True
UTILIZATION|Connections HighCount Weblogic JMS Runtime True
UTILIZATION|JMS Servers TotalCount Weblogic JMS Runtime False
UTILIZATION|Active Total Count Used Weblogic JTA Runtime False
UTILIZATION]Active Transactions Weblogic JTA Runtime False
TotalCount

UTILIZATION|Transaction Abandoned Weblogic JTA Runtime True
TotalCount

UTILIZATION|Transaction RolledBack Weblogic JTA Runtime True

App TotalCount

UTILIZATION|Heap Memory Usage Weblogic JVM Memory True
UTILIZATION|Non Heap Memory Weblogic JVM Memory False
Usage

UTILIZATION|Peak Usage Weblogic JVM Memory Pool True
UTILIZATION|Usage Weblogic JVM Memory Pool False
UTILIZATION|UpTime Weblogic JVM Runtime False

Pivotal TC Server Metrics

Metrics are collected for the Pivotal TC Server application service.

Table 1-28. Pivotal TC Server Metrics

Metric Name Category KPI
Buffer Pool<InstanceName>|Count Pivotal TC Server False
Buffer Pool<InstanceName>|Memory Pivotal TC Server False
Used
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Table 1-28. Pivotal TC Server Metrics (continued)

Metric Name

Buffer Pool<InstanceName>|Total
Capacity

Class Loading|Loaded Class Count

Class Loading|Total Loaded Class
Count

Class Loading|Unloaded Class Count

File Descriptor Usagel|Max File
Descriptor Count

File Descriptor Usage|Open File
Descriptor Count

Garbage Collection:<InstanceName>|
Total Collection Count

Garbage Collection:<InstanceName>|
Total Collection Time

Process CPU Usage (%)

JVM Memory|Heap Memory Usagel|
Committed Memory

JVM Memory|Heap Memory Usagel|
Initial Memory

JVM Memory|Heap Memory Usagel|
Maximum Memory

JVM Memory|Heap Memory Usagel|
Used Memory

JVM Memory|Non Heap Memory
Usage|Committed Memory

JVM Memory|Non Heap Memory
Usagellnitial Memory

JVM Memory|Non Heap Memory
Usage|Maximum Memory

JVM Memory|Non Heap Memory
UsagelUsed Memory

JVM Memory|Number of Object
Pending Finalization Count

JVM Memory|Pool:<InstanceName>|
Peak Usage|Committed Memory

JVM Memory|Pool:<InstanceName>|
Peak Usagellnitial Memory

JVM Memory|Pool:<instanceName>|
Peak Usage|Maximum Memory

JVM Memory|Pool:<instanceName>|
Peak UsagelUsed Memory
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Category

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

KPI

False

False

False

False

False

False

False

False

True

True

False

False

True

True

False

False

True

True

False

False

False

False
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Table 1-28. Pivotal TC Server Metrics (continued)

Metric Name Category KPI
JVM Memory|Pool:<InstanceName>| Pivotal TC Server False
Usage|Committed Memory

JVM Memory|Pool:<instanceName>| Pivotal TC Server False
Usagellnitial Memory

JVM Memory|Pool:<instanceName>| Pivotal TC Server False
Usage|Maximum Memory

JVM Memory|Pool:<instanceName>| Pivotal TC Server False
Usage|Used Memory

Process CPU Usage (%) Pivotal TC Server True
System CPU Usage (%) Pivotal TC Server True
Uptime Pivotal TC Server True
Threading|Thread Count Pivotal TC Server False
System Load Average Pivotal TC Server False
Current Thread Count Pivotal TC Server Thread Pool False
Current Threads Busy Pivotal TC Server Thread Pool True
Total Request Bytes Received Pivotal TC Server Thread Pool False
Total Request Bytes Sent Pivotal TC Server Thread Pool False
Total Request Count Pivotal TC Server Thread Pool True
Total Request Error Count Pivotal TC Server Thread Pool True
Total Request Processing Time Pivotal TC Server Thread Pool True
JSP Count Pivotal TC Server Web Module False
JSP Reload Count Pivotal TC Server Web Module False
JSP Unload Count Pivotal TC Server Web Module False
PostgresSQL

Metrics are collected for the PostgresSQL application service.

Table 1-29. PostgresSQL

Metric Name Category KPI
Buffers|Buffers Allocated PostgresSQL False
Buffers|Buffers Written by Backend PostgresSQL True
Buffers|Buffers Written by Background PostgresSQL True
Writer

Buffers|Buffers Written During PostgresSQL True
Checkpoints

Buffers|fsync Call Executed by PostgresSQL False

Backend
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Table 1-29. PostgresSQL (continued)

Metric Name Category KPI
Checkpoints|Checkpoints sync time PostgresSQL False
Checkpoints|Checkpoints write time PostgresSQL False
Checkpoints|Requested checkpoints PostgresSQL False
performed count

Checkpoints|Scheduled checkpoints PostgresSQL False
performed count

Clean scan stopped count PostgresSQL False
Disk Blocks|Blocks Cache Hits PostgresSQL Database False
Disk Blocks|Blocks Read PostgresSQL Database False
Disk Blocks|Blocks Read Time PostgresSQL Database False
Disk Blocks|Blocks Write Time PostgresSQL Database False
Statistics|Backends Connected PostgresSQL Database False
Statistics|Data Written by Queries PostgresSQL Database True
Statistics|Deadlocks Detected PostgresSQL Database True
Statistics|Queries Cancelled PostgresSQL Database True
Statistics|Temp Files Created by PostgresSQL Database False
Queries

Transactions|Transactions Committed PostgresSQL Database True
Transactions|Transactions Rolled Back PostgresSQL Database True
Tuples|Tuples Deleted PostgresSQL Database True
Tuples|Tuples Fetched PostgresSQL Database True
Tuples|Tuples Inserted PostgresSQL Database True
Tuples|Tuples Returned PostgresSQL Database True
Tuples|Tuples Updated PostgresSQL Database True
RabbitMQ Metrics

Metrics are collected for the RabbitMQ application service.

Table 1-30. RabbitMQ Metrics

Metric Name Category KPI
CPUILIimit RabbitMQ False
CPU|Used RabbitMQ True
Disk|Free RabbitMQ False
Diskl|Free limit RabbitMQ False
FileDescriptor|Total RabbitMQ False
FileDescriptor|Used RabbitMQ False
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Table 1-30. RabbitMQ Metrics (continued)

Metric Name
Memory|Limit
Memory|Used
Messages|Acked
Messages|Delivered
Messages|Delivered get
Messages|Published
Messages|Ready
Messages|Unacked
Socket|Limit
Socket|Used
UTILIZATIONI|Channels
UTILIZATION|Connections
UTILIZATION|Consumers
UTILIZATION|Exchanges
UTILIZATION|Messages
UTILIZATION|Queues
Messages|Publish in
Messages|Publish out
Consumer Utilisation
Consumers

Memory

Messages|Ack
Messages|Ack rate
Messages|Deliver
Messages|Deliver get
Messages|Persist
Messages|Publish
Messages|Publish rate
Messages|Ram
Messages|Ready
Messages|Redeliver
Messages|Redeliver rate
Messages|Space

Messages|Unack
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Category
RabbitMQ
RabbitMQ
RabbitMQ
RabbitMQ
RabbitMQ
RabbitMQ
RabbitMQ
RabbitMQ
RabbitMQ
RabbitMQ
RabbitMQ
RabbitMQ
RabbitMQ
RabbitMQ
RabbitMQ

RabbitMQ

RabbitMQ Exchange

RabbitMQ Exchange

RabbitMQ Queue

RabbitMQ Queue

RabbitMQ Queue

RabbitMQ Queue

RabbitMQ Queue

RabbitMQ Queue

RabbitMQ Queue

RabbitMQ Queue

RabbitMQ Queue

RabbitMQ Queue

RabbitMQ Queue

RabbitMQ Queue

RabbitMQ Queue

RabbitMQ Queue

RabbitMQ Queue

RabbitMQ Queue

KPI

False

True

False

False

False

False

False

False

False

True

True

True

True

True

True

True

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False
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Table 1-30. RabbitMQ Metrics (continued)

Metric Name Category KPI
Messages|Unacked RabbitMQ Queue False
Messages RabbitMQ Queue False

There are no metrics collected for RabbitMQ Virtual Host.

Riak Metrics
Metrics are collected for the Riak application service.

Table 1-31. Riak Metrics

Metric Name Category KPI

UTILIZATION|CPU Average Riak KV False
UTILIZATION|Memory Processes Riak KV False
UTILIZATION|Memory Total Riak KV False
UTILIZATION|Node GETs Riak KV True
UTILIZATION|Node GETs Total Riak KV False
UTILIZATIONINode PUTs Riak KV True
UTILIZATION|Node PUTs Total Riak KV False
UTILIZATIONIPBC Active Riak KV True
UTILIZATIONIPBC Connects Riak KV True
UTILIZATION|Read Repairs Riak KV True
UTILIZATION|VNODE Index Reads Riak KV True
UTILIZATION|VNODE Index Writes Riak KV True

Sharepoint Metrics

Metrics are collected for the Sharepoint application service.

Table 1-32. Sharepoint Metrics

Metric Name Category KPI
Sharepoint Foundation|Active Threads  SharePoint Server True
Sharepoint Foundation|Current Page SharePoint Server False
Requests

Sharepoint Foundation|Executing SQL SharePoint Server False
Queries

Sharepoint Foundation|Executing SharePoint Server True

Time/Page Request

Sharepoint Foundation|incoming Page SharePoint Server False
Requests Rate
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Table 1-32. Sharepoint Metrics (continued)

Metric Name

Sharepoint Foundation|Object Cache

Hit Count

Sharepoint Foundation|Reject Page

Requests Rate

Sharepoint Foundation|Responded

Page Requests Rate

SQL query executing time
Network|Received Data Rate
Network|Sent Data Rate
Process|Processor Time (%)

Process|Threads

WebSphere Metrics

Metrics are collected for the WebSphere application service.

Table 1-33. WebSphere Metrics

Category

SharePoint Server

SharePoint Server

SharePoint Server

SharePoint Server
SharePoint Web Server
SharePoint Web Server
SharePoint Windows Service

SharePoint Windows Service

KPI

False

False

True

False

True

True

False

False

Metric Name

Thread Pool|Active Count]|
Current

Thread Pool|Active Count]|
High

Thread PoollActive Count]|
Low

Thread PoollActive Count]|
Lower

Thread PoollActive Count|
Upper

JDBC|Close Count
JDBC|Create Count

JDBC|JDBC Pool Sizel|
Average

JDBC|JDBC Pool Size|
Current

JDBC|JDBC Pool Size|lLower
JDBCI|JDBC Pool SizelUpper

Garbage
Collection<instanceName>|
Total Collection Count
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Category

Thread Pool

Thread Pool

Thread Pool

Thread Pool

Thread Pool

JDBC

JDBC

JDBC

JDBC

JDBC

JDBC

WebSphere

KPI

False

False

False

False

False

False

False

False

False

False

False

False
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Table 1-33. WebSphere Metrics (continued)

Metric Name

Garbage
Collection<instanceName>|
Total Collection Time

JVM MemorylHeap Memory
Usage|Committed Memory

JVM MemorylHeap Memory
Usagellnitial Memory

JVM MemorylHeap Memory
Usage|/Maximum Memory

JVM MemorylHeap Memory
Usage|Used Memory

JVM Memory|Non Heap
Memory Usage|Committed
Memory

JVM Memory|Non Heap
Memory Usagellnitial
Memory

JVM Memory|Non Heap
Memory Usage|Maximum
Memory

JVM Memory|Non Heap
Memory Usage|Used
Memory

JVM Memory|Number of
Object Pending Finalization
Count

JVM Memory]|
Pool<InstanceName>|Peak
Usage|Committed Memory

JVM Memory|
Pool<instanceName>|Peak
Usagellnitial Memory

JVM Memory|
Pool<instanceName>|Peak
Usage|Maximum Memory

JVM Memory|
Pool<instanceName>|Peak
Usage|Used Memory

JVM Memory|
Pool<InstanceName>|Usage|
Committed Memory

JVM Memory|
Pool<InstanceName>|Usage|
Initial Memory
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Category

WebSphere

WebSphere

WebSphere

WebSphere

WebSphere

WebSphere

WebSphere

WebSphere

WebSphere

WebSphere

WebSphere

WebSphere

WebSphere

WebSphere

WebSphere

WebSphere

KPI

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False
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Table 1-33. WebSphere Metrics (continued)

Metric Name Category KPI

JVM Memory| WebSphere False
Pool<InstanceName>|Usagel|
Maximum Memory

JVM Memory| WebSphere False
Pool<InstanceName>|Usagel|
Used Memory

Process Cpu Load WebSphere False
System Cpu Load WebSphere False
System Load Average WebSphere False

Remote Check Metrics

Metrics are collected for object types such as HTTP, ICMP, TCP, and UDP.

HTTP Metrics

VRealize Operations Manager discovers metrics for HTTP remote checks.

HTTP Metrics
Table 1-34. HTTP Metrics

Metric Name KPI

Availability False
Response Code False
Response Time True
Result Code False

ICMP Metrics

vRealize Operations Manager discovers metrics for the ICMP object type.

Table 1-35. ICMP Metrics

Metric Name KPI

Availability False
Average Response Time True
Packet Loss (%) False
Packets Received False
Packets Transmitted False
Result Code False
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TCP Metrics

vRealize Operations Manager discovers metrics for the TCP object type.

Table 1-36. TCP Metrics

Metric Name KPI
Availability False
Response Time True
Result Code False
UDP Metrics

vRealize Operations Manager discovers metrics for the UDP object type.

Table 1-37. UDP Metrics

Metric Name KPI

Availability False
Response Time True
Result Code False

Service Discovery Metrics

Service discovery discovers metrics for several objects. It also discovers CPU and memory
metrics for discovered services.

Virtual Machine Metrics

Service Discovery discovers metrics for virtual machines.

Table 1-38. Virtual Machine Metrics

Metric Name Description

Guest OS Services|Total Number of Services Number of out-of-the-box and user-defined services
discovered in the VM.

Guest OS ServicesINumber of User Defined Services Number of user-defined services discovered in the VM.
Guest OS Services|INumber of OOTB Services Number of out-of-the-box services discovered in the VM.
Guest OS Services|Number of Outgoing Connections Number of outgoing connection counts from the

discovered services.

Guest OS Services|Number of Incoming Connections Number of incoming connection counts to the discovered
services.

Service Summary Metrics

Service discovery discovers summary metrics for the service object. The object is a single service
object.
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Table 1-39. Service Summary Metrics

Metric Name Description

Summarylincoming Connections Count Number of incoming connections.
Summary|Outgoing Connections Count Number of outgoing connections.
Summary|Connections Count Number of incoming and outgoing connections.
Summary|Pid Process ID.

Service Performance Metrics

Service discovery discovers performance metrics for the service object. The object is a single
service object.

Table 1-40. Service Performance Metrics

Metric Name Description

Performance metrics group|CPU CPU usage in percentage.
Performance metrics group|Memory Memory usage in KB.
Performance metrics groupllO Read Throughput 10 read throughput in KBps.
Performance metrics groupllO Write Throughput 10 write throughput in KBps.

Service Type Metrics
Service discovery discovers metrics for service type objects.

Table 1-41. Service Type Metrics

Metric Name Description

Number of instances Number of instances of this service type.

Calculated Metrics

vRealize Operations Manager calculates metrics for capacity, badges, and the health of the
system. Calculated metrics apply to a subset of objects found in the describe.xml file that
describes each adapter.

From data that the vCenter adapter collects, vRealize Operations Manager calculates metrics for
objects of type:

= vSphere World
m  Virtual Machine
m  Host System

m  Datastore
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From data that the vRealize Operations Manager adapter collects, vRealize Operations Manager
calculates metrics for objects of type:

s Node

m  Cluster

Capacity Analytics Generated Metrics

The capacity engine computes and publishes metrics that can be found in the Capacity Analytics
Generated group. These metrics help you to plan your resource use based on consumer demand.

Capacity Analytics Generated Metrics Group

Capacity analytics uses the capacity engine to analyze historical utilization and generate
projected utilization. The engine takes the Demand and Usable Capacity (Total Capacity - HA -
buffer) metrics as input and calculates the output metrics that belong to the capacity analytics
generated metrics group.

The capacity analytics generated metrics group contains containers and each container contains
three output metrics, which are Capacity Remaining, Recommended Size, and Recommended
Total Capacity. It also contains the Capacity Remaining Percentage and Time Remaining metrics,
which show the most constrained values of the containers.

For the capacity metrics group, full metric names include the name of the resource container. For
example, if recommended size metrics are computed for CPU or memory, the actual metric
names appear as cpuldemand|recommendedSize or mem|demand|recommendedSize.

Table 1-42. Capacity Metrics Group

Metric Name Description

Time Remaining (Day(s)) The number of days remaining till the projected utilization crosses the threshold
for the usable capacity.

Key: timeRemaining
Capacity Remaining Capacity remaining is the maximum point between the usable capacity now and

the projected utilization for 3 days into the future. If the projected utilization is
above 100% of the usable capacity, Capacity Remaining is O.

Key: capacityRemaining

Capacity Remaining Percentage (%) The percentage of Capacity Remaining of the most constrained resource with
respect to the usable capacity.
Key: capacityRemainingPercentage

Recommended Size The maximum projected utilization for the projection period from the current time
to 30 days after the warning threshold value for time remaining. The warning

threshold is the period during which the time remaining is green. Recommended
Size excludes HA settings.

Key: recommendedSize
Recommended Total Capacity The maximum projected utilization for the projection period from the current time

to 30 days after the warning threshold value for time remaining. Recommended
Total Capacity excludes HA settings.

Key: recommendedTotalCapacity
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Capacity Analytics Generated Allocation Metrics

Capacity allocation metrics provide information about the allotment of capacity for Cluster

Compute and Datastore Cluster Resources.

Metric Name

Capacity Analytics Generated|CPU|Allocation|Capacity
Remaining (vCPUs)

Capacity Analytics Generated|CPU|Allocation|
Recommended Total Capacity (Cores)

Capacity Analytics Generated|CPU|Allocation|Time
Remaining (Day(s))

CPUJAllocation|Usable Capacity after HA and Buffer
(vCPUs)

Capacity Analytics Generated|CPUJAllocation|
Recommended Size (Cores)

vRealize Operations Manager Generated Properties|CPU]|
Allocation|Overcommit Ratio Setting

vRealize Operations Manager Generated Properties|CPU]|
Allocation|Buffer (%)

Capacity Analytics Generated|Memory|Allocation|Capacity
Remaining (KB)

Capacity Analytics Generated|Memory|Allocation|
Recommended Total Capacity (KB)

VMware, Inc.

Description

For vSphere objects published on Cluster Compute
Resource only. Capacity Remaining based on overcommit
ratio (if configured in effective policy).

Key: OnlineCapacity Analytics|cpulalloc|capacityRemaining

For vSphere objects published on Cluster Compute
Resource only. The recommended level of total capacity, to
maintain a green state for time remaining for the given
object.

Key: OnlineCapacity Analytics|cpulalloc|
recommendedTotalSize

For vSphere objects published on Cluster Compute
Resource only. The number of days remaining is calculated
for both group and container. It calculates the time
remaining before the resources run out.

Key: OnlineCapacity Analytics|cpulalloc|timeRemaining

For vSphere objects published on Cluster Compute
Resource only. The usable capacity (total capacity - HA)
based on configured overcommit ratio.

Key: cpulalloclusableCapacity

For vSphere objects published on Cluster Compute
Resource only. The recommended level of usable capacity
(total capacity - HA), to maintain a green state for time
remaining for the given object.

Key: OnlineCapacity Analytics|cpulalloclrecommendedSize

For vSphere objects published on Cluster Compute
Resource only. This property shows the allocation
overcommit ratio for CPU provided in effective policy.

Key: System Properties|cpulalloclovercommitRatioSetting

CPU buffer percent defined by policy setting for allocation
based capacity computation.

Key: Properties|cpulalloclbufferSetting

For vSphere objects published on Cluster Compute
Resource only. Capacity Remaining based on overcommit
ratio (if configured in effective policy).

Key: OnlineCapacity Analyticsimemlalloc|capacityRemaining

For vSphere objects published on Cluster Compute
Resource only. The recommended level of total capacity, to
maintain a green state for time remaining for the given
object.

Key: OnlineCapacityAnalyticsimemlalloc|
recommendedTotalSize
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Metric Name

Capacity Analytics Generated|Memory|Allocation|Time
Remaining (Day(s))

Memory|Allocation|Usable Capacity (KB)

Capacity Analytics Generated|Memory|Allocation|
Recommended Size (KB)

vRealize Operations Manager Generated Properties|
Memory/|Allocation|Overcommit Ratio Setting

vRealize Operations Manager Generated Properties|

Memory/|Allocation|Buffer (%)

Capacity Analytics Generated|Disk Spacel|Allocation|
Capacity Remaining (GB)

Capacity Analytics Generated|Disk Space|Allocation|
Recommended Size (GB)

Capacity Analytics Generated|Disk Space|Allocation|Time

Remaining (Day(s))

Disk Space|Allocation|Usable Capacity (GB)
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Description

For vSphere objects published on Cluster Compute
Resource only. The number of days remaining is calculated
for both group and container. It calculates the time
remaining before the resources run out.

Key: OnlineCapacity Analytics|memlalloc|timeRemaining

For vSphere objects published on Cluster Compute
Resource only. The usable capacity (total capacity - HA)
based on configured overcommit ratio.

Key: memlalloclusableCapacity

For vSphere objects published on Cluster Compute
Resource only. The recommended level of usable capacity
(total capacity - HA), to maintain a green state for time
remaining for the given object.

Key: OnlineCapacity Analyticsimeml|allocl[recommendedSize

For vSphere objects published on Cluster Compute
Resource only. This property shows the allocation
overcommit ratio for Memory provided in effective policy.

Key: System PropertiesImemlalloclovercommitRatioSetting

Memory buffer percent defined by policy setting for
allocation based capacity computation.

Key: System Propertieslmemlalloc|bufferSetting

For vSphere objects published on Cluster Compute
Resource and Datastore Cluster Resource. Capacity
Remaining based on overcommit ratio (if configured in
effective policy).

Key: OnlineCapacity Analytics|diskspacelalloc|
capacityRemaining

For vSphere objects published on Cluster Compute
Resource and Datastore Cluster Resource. The
recommended level of total capacity to maintain a green
state for time remaining for the given object.

Key: OnlineCapacity Analytics|diskspacelalloc|
recommendedSize

For vSphere objects published on Cluster Compute
Resource and Datastore Cluster Resource. The number of
days remaining is calculated for both group and container.
It calculates the time remaining before the resources run
out.

Key: OnlineCapacityAnalytics|diskspacelalloc|
timeRemaining

For vSphere objects published on Cluster Compute
Resource and Datastore Cluster Resource. Usable capacity
based on overcommit ratio (if configured in effective
policy).

Key: diskspacelalloclusableCapacity
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Metric Name

VvRealize Operations Manager Generated Properties|Disk
SpacelAllocation|Overcommit Ratio Setting

vRealize Operations Manager Generated Properties|Disk
SpacelAllocation|Buffer (%)

Description

For vSphere objects published on Cluster Compute
Resource and Datastore Cluster Resource. This property
shows the allocation overcommit ratio for Disk Space
provided in effective policy.

key: System Properties|diskspacelalloc|
overcommitRatioSetting

Disk Space buffer percent defined by policy setting for
allocation based capacity computation.

Key: System Properties|diskspacelalloc|bufferSetting

Capacity Analytics Generated Profiles Metrics

Profiles metrics provide information about the profile specific capacity for Cluster Compute,
Datastore Cluster, Data Center, Custom Data Center, and vCenter Server resources.

Metric Name

Capacity Analytics Generated|Capacity Remaining (Profile)

Capacity Analytics Generated|Capacity Remaining (Profile)

Capacity Analytics Generated|Capacity Remaining (Profile)

Capacity Demand Model Metrics

Description

Published on Cluster Compute Resource. Calculated as a
minimum of all Profiles|capacityRemainingProfile_<profile
uuid> metrics.

Key: OnlineCapacityAnalytics|capacityRemainingProfile
Published on Datastore Cluster Resource. Calculated as a

minimum of all Profiles|capacityRemainingProfile_<profile
uuid> metrics.

Key: OnlineCapacity Analytics|capacityRemainingProfile
Published on Data Center, Custom Data Center and
vCenter Server Resources. Computed as a sum of

OnlineCapacity Analytics|capacityRemainingProfile metric of
descendant Cluster Compute Resources.

Key: OnlineCapacity Analytics|capacityRemainingProfile

Demand model metrics provide information about the usable capacity and projected utilization of
resources across VMs, Host Systems, Cluster Compute, Datastore Cluster, Data Center, Custom

Data Center, and vCenter Server resources.

Metric Name

Capacity Analytics Generated|CPU|Capacity Remaining
(MHz)

Capacity Analytics Generated|CPU|Recommended Size
(MHz)

VMware, Inc.

Description

Published on Virtual Machine. The max point between the
usable capacity and the projected utilization between now
and three days.

Key: OnlineCapacity Analytics|cpulcapacityRemaining
Published on Virtual Machine. The recommended level of

usable capacity (total capacity - HA) to maintain a green
state for the remaining time.

Key: OnlineCapacity Analytics|cpulrecommendedSize
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Metric Name

Capacity Analytics Generated|CPU|Time Remaining (Day(s))

Capacity Analytics Generated|Disk Space|Capacity
Remaining (GB)

Capacity Analytics Generated|Disk Space|lRecommended
Size (GB)

Capacity Analytics Generated|Disk Space|Time Remaining
(Day(s))

Capacity Analytics Generated|Memory|Capacity Remaining
(KB)

Capacity Analytics Generated|Memory|Recommended Size
(KB)

Capacity Analytics Generated|Memory|Time Remaining
(Day(s))

Capacity Analytics Generated|CPU|Demand|Capacity
Remaining (MHz)

vRealize Operations Manager Generated Properties|CPU|
Demand|Buffer (%)

Capacity Analytics Generated|CPU|Demand|Recommended
Size (MHz)

Capacity Analytics Generated|CPU|Demand|Time
Remaining (Day(s))
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Description

Published on Virtual Machine. The number of days
remaining till the projected utilization crosses the threshold
for the usable capacity.

Key: OnlineCapacity Analytics|cpultimeRemaining

Published on Virtual Machine. The max point between the
usable capacity and the projected utilization between now
and three days into the future.

Key: OnlineCapacity Analytics|diskspace|capacityRemaining

Published on Virtual Machine. The recommended level of
usable capacity (total capacity - HA) to maintain a green
state for the remaining time.

Key: OnlineCapacity Analytics|diskspacelrecommendedSize

Published on Virtual Machine. The number of days
remaining till the projected utilization crosses the threshold
for the usable capacity.

Key: OnlineCapacity Analytics|diskspaceltimeRemaining

Published on Virtual Machine. The max point between the
usable capacity and the projected utilization between now
and three days into the future.

Key: OnlineCapacity Analyticslmem|capacityRemaining

Published on Virtual Machine. The recommended level of
usable capacity (total capacity - HA) to maintain a green
state for the remaining time.

Key: OnlineCapacity Analyticsimem|recommendedSize

Published on Virtual Machine. The number of days
remaining till the projected utilization crosses the threshold
for the usable capacity.

Key: OnlineCapacityAnalytics|memltimeRemaining

Published on Host System. The max point between the
usable capacity and the projected utilization between now
and three days into the future.

Key: OnlineCapacityAnalytics|cpuldemand]|
capacityRemaining

CPU buffer percent defined by policy setting for demand
based capacity computation.

Key: System Properties|cpuldemand|bufferSetting

Published on Host System. The recommended level of
usable capacity (total capacity - HA) to maintain a green
state for the remaining time.

Key: OnlineCapacityAnalytics|cpuldemand]|
recommendedSize

Published on Host System. The number of days remaining
till the projected utilization crosses the threshold for the
usable capacity.

Key: OnlineCapacity Analytics|cpuldemand|timeRemaining
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Metric Name

Capacity Analytics Generated|Disk Space|Demand|Capacity
Remaining (GB)

vRealize Operations Manager Generated Properties|Disk
Space|Demand|Buffer (%)

Capacity Analytics Generated|Disk Space|Demand]|
Recommended Size (GB)

Capacity Analytics Generated|Disk Space|Demand|Time
Remaining (Day(s))

Capacity Analytics Generated|Memory|Demand|Capacity
Remaining (KB)

vRealize Operations Manager Generated Properties|
Memory|Demand|Buffer (%)

Capacity Analytics Generated|Memory|Demand|
Recommended Size (KB)

Capacity Analytics Generated|Memory|Demand|Time
Remaining (Day(s))

Capacity Analytics Generated|Disk Space|Usage|Capacity

Remaining (GB)

Capacity Analytics Generated|Disk Space|Usagel|

Recommended Size (GB)

VMware, Inc.

Description

Published on Host System. The max point between the
usable capacity and the projected utilization between now
and three days into the future.

Key: OnlineCapacity Analytics|diskspaceldemand|
capacityRemaining

Disk Space buffer percent defined by policy setting for
demand based capacity computation.

System Properties|diskspaceldemand|bufferSetting

Published on Host System. The recommended level of
usable capacity (total capacity - HA) to maintain a green
state for the remaining time.

Key: OnlineCapacity Analytics|diskspaceldemand|
recommendedSize

Published on Host System. The number of days remaining
till the projected utilization crosses the threshold for the
usable capacity.

Key: OnlineCapacity Analytics|diskspaceldemand|
timeRemaining

Published on Host System. The max point between the
usable capacity and the projected utilization between now
and three days into the future.

Key: OnlineCapacity Analytics/mem|demand]|
capacityRemaining

Memory buffer percent defined by policy setting for
demand based capacity computation.

Key: System Propertieslmem|demand|bufferSetting

Published on Host System. The recommended level of
usable capacity (total capacity - HA) to maintain a green
state for the remaining time.

Key: OnlineCapacity Analyticsimem|demand|
recommendedSize

Published on Host System. The number of days remaining
till the projected utilization crosses the threshold for the
usable capacity.

Key: OnlineCapacity Analyticsimem|demand|timeRemaining

Published on Datastore. The max point between the usable
capacity and the projected utilization between now and
three days into the future.

Key: OnlineCapacity Analytics|diskspaceltotall
capacityRemaining

Published on Datastore. The recommended level of usable
capacity (total capacity - HA) to maintain a green state for
the remaining time.

Key: OnlineCapacityAnalytics|diskspaceltotall
recommendedSize
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Metric Name

Capacity Analytics Generated|Disk Space|lUsage|Time
Remaining (Day(s))

Capacity Analytics Generated|CPU|Demand|Capacity
Remaining (MHz)

Capacity Analytics Generated|CPU|Demand|Recommended
Size (MHz)

Capacity Analytics Generated|CPU|Demand|Recommended
Total Capacity (MHz)

Capacity Analytics Generated|CPU|Demand|Time
Remaining (Day(s))

Capacity Analytics Generated|Disk Space|Demand|Capacity
Remaining (GB)

Capacity Analytics Generated|Disk Space|Demand|
Recommended Size (GB)

Capacity Analytics Generated|Disk Space|Demand|Time
Remaining (Day(s))

Capacity Analytics Generated|Memory|Demand|Capacity
Remaining (KB)

VMware, Inc.

Description

Published on Datastore. The number of days remaining till
the projected utilization crosses the threshold for the
usable capacity.

Key: OnlineCapacity Analytics|diskspaceltotall
timeRemaining

Published on Cluster Compute Resource. The max point
between the usable capacity and the projected utilization
between now and three days into the future.

Key: OnlineCapacityAnalytics|cpuldemand]|
capacityRemaining

Published on Cluster Compute Resource. The
recommended level of usable capacity (total capacity - HA)
to maintain a green state for the remaining time.

Key: OnlineCapacityAnalyticslcpuldemand|
recommendedSize

Published on Cluster Compute Resource. The
recommended level of total capacity to maintain a green
state for the time remaining.

Key: OnlineCapacityAnalytics|cpuldemand|
recommendedTotalSize

Published on Cluster Compute Resource. The number of
days remaining till the projected utilization crosses the
threshold for the usable capacity.

Key: OnlineCapacityAnalytics|cpuldemand|timeRemaining

Published on Cluster Compute Resource. The max point
between the usable capacity and the projected utilization
between now and three days into the future.

Key: OnlineCapacity Analytics|diskspaceldemand|
capacityRemaining

Published on Cluster Compute Resource. The
recommended level of usable capacity (total capacity - HA)
to maintain a green state for the time remaining.

Key: OnlineCapacityAnalytics|diskspaceldemand|
recommendedSize

Published on Cluster Compute Resource. The number of
days remaining till the projected utilization crosses the
threshold for the usable capacity.

Key: OnlineCapacityAnalytics|diskspaceldemand|
timeRemaining

Published on Cluster Compute Resource. The max point
between the usable capacity and the projected utilization
between now and three days into the future.

Key: OnlineCapacity Analyticsimem|demand|
capacityRemaining
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Metric Name

Capacity Analytics Generated|Memory|Demand|
Recommended Size (KB)

Capacity Analytics Generated|Memory|Demand|
Recommended Total Capacity (KB)

Capacity Analytics Generated|Memory|Demand|Time
Remaining (Day(s))

Capacity Analytics Generated|Disk Space|Usage|Capacity
Remaining (GB)

Capacity Analytics Generated|Disk SpacelUsagel|
Recommended Size (GB)

Capacity Analytics Generated|Disk Space|lUsage|Time
Remaining (Day(s))

Capacity Analytics Generated|CPU|Demand|Capacity
Remaining (MHz)

Capacity Analytics Generated|CPU|Demand|Recommended
Size (MHz)

Capacity Analytics Generated|CPU|Demand|Recommended
Total Capacity (MHz)
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Description

Published on Cluster Compute Resource. The
recommended level of usable capacity (total capacity - HA)
to maintain a green state for the time remaining.

Key: OnlineCapacity Analyticsimem|demand|
recommendedSize

Published on Cluster Compute Resource. The
recommended level of total capacity to maintain a green
state for the time remaining.

Key: OnlineCapacity Analyticsimem|demand|
recommendedTotalSize

Published on Cluster Compute Resource. The number of
days remaining till the projected utilization crosses the
threshold for the usable capacity.

Key: OnlineCapacity Analyticsilmem|demand|timeRemaining

Published on Datastore Cluster. The max point between
the usable capacity and the projected utilization between
now and three days into the future.

Key: OnlineCapacity Analytics|diskspaceltotall
capacityRemaining

Published on Datastore Cluster. The recommended level of
usable capacity (total capacity - HA) to maintain a green
state for the time remaining.

Key: OnlineCapacityAnalytics|diskspaceltotall
recommendedSize

Published on Datastore Cluster. The number of days
remaining till the projected utilization crosses the threshold
for the usable capacity.

Key: OnlineCapacityAnalytics|diskspaceltotall
timeRemaining

Published on Datacenter, Custom Datacenter, vCenter. The
max point between the usable capacity and the projected
utilization between now and three days into the future.
Key: OnlineCapacity Analytics|cpuldemand|
capacityRemaining

Published on Datacenter, Custom Datacenter, vCenter. The
recommended level of usable capacity (total capacity - HA)
to maintain a green state for the time remaining.

Key: OnlineCapacityAnalytics|cpuldemand]|
recommendedSize

Published on Datacenter, Custom Datacenter, vCenter. The
recommended level of total capacity to maintain a green
state for the time remaining.

Key: OnlineCapacityAnalytics|cpuldemand|
recommendedTotalSize
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Metric Name

Capacity Analytics Generated|CPU|Demand|Time
Remaining (Day(s))

Capacity Analytics Generated|Disk Space|Demand|Capacity
Remaining (GB)

Capacity Analytics Generated|Disk Space|Demand]|
Recommended Size (GB)

Capacity Analytics Generated|Disk Space|Demand|Time
Remaining (Day(s))

Capacity Analytics Generated|Memory|Demand|Capacity
Remaining (KB)

Capacity Analytics Generated|Memory|Demand|
Recommended Size (KB)

Capacity Analytics Generated|Memory|Demand|
Recommended Total Capacity (KB)

Capacity Analytics Generated|Memory|Demand|Time
Remaining (Day(s))

Badge Metrics

Description

Published on Datacenter, Custom Datacenter, vCenter. The
number of days remaining till the projected utilization
crosses the threshold for the usable capacity.

Key: OnlineCapacity Analytics|cpuldemand|timeRemaining

Published on Datacenter, Custom Datacenter, vCenter. The
max point between the usable capacity and the projected
utilization between now and three days into the future.
Key: OnlineCapacityAnalytics|diskspaceldemand|
capacityRemaining

Published on Datacenter, Custom Datacenter, vCenter. The
recommended level of usable capacity (total capacity - HA)
to maintain a green state for the time remaining.

Key: OnlineCapacity Analytics|diskspaceldemand|
recommendedSize

Published on Datacenter, Custom Datacenter, vCenter. The
number of days remaining till the projected utilization
crosses the threshold for the usable capacity.

Key: OnlineCapacity Analytics|diskspaceldemand|
timeRemaining

Published on Datacenter, Custom Datacenter, vCenter. The
max point between the usable capacity and the projected
utilization between now and three days into the future.
Key: OnlineCapacity AnalyticsImem|demand]|
capacityRemaining

Published on Datacenter, Custom Datacenter, vCenter. The
recommended level of usable capacity (total capacity - HA)
to maintain a green state for the time remaining.

Key: OnlineCapacity Analyticsimem|demand|
recommendedSize

Published on Datacenter, Custom Datacenter, vCenter. The
recommended level of total capacity to maintain a green
state for the time remaining.

Key: OnlineCapacity Analyticsimem|demand|
recommendedTotalSize

Published on Datacenter, Custom Datacenter, vCenter. The
number of days remaining till the projected utilization
crosses the threshold for the usable capacity.

Key: OnlineCapacity Analyticsimem|demand|timeRemaining

Badge metrics provide information for badges in the user interface. They report the health, risk,

and efficiency of objects in your environment.

vRealize Operations Manager 6.x analyzes badge metric data at five-minute averages, instead of
hourly. As a result, you might find that efficiency and risk badge calculations are more sensitive
than in previous versions. Badge metrics continue to be published nightly.

VMware, Inc.
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Table 1-43. Badge Metrics

Metric Name
Badgel|Compliance

BadgelEfficiency

BadgelHealth

BadgelRisk

System Metrics

Description
Overall score for compliance, on a scale of 100.

Overall score for efficiency. The final score is between 1-100. Where
Green - 100, Yellow - 75, Orange - 50, Red - 25, Unknown: -1. The
score is derived from the criticality of alerts in the Efficiency
category.

Overall score for health. The final score is between 1-100. Where
Green - 100, Yellow - 75, Orange - 50, Red - 25, Unknown: -1. The
score is derived from the criticality of alerts in the Health category.

Overall score for risk. The final score is between 1-100. Where Green
- 0, Yellow - 25, Orange - 50, Red - 75, Unknown: -1. The score is
derived from the criticality of alerts in the Risk category.

System metrics provide information used to monitor the health of the system. They help you to

identify problems in your environment.

Table 1-44. System Metrics

Metric Name

vRealize Operations Generated|Self - Health Score

vRealize Operations Generated|Self - Metric Count

vRealize Operations Generated|Total Anomalies

Description

This metric displays the system health score of self
resource. The value ranges from O to 100 depending on
noise and the number of alarms.

Key: System Attributes|health

This metric displays the number of metrics that the adapter
generates for the given object. This value does not include
the number of metrics generated by vRealize Operations
Manager , such as, Badge metrics, vRealize Operations
Generated metrics and metrics generated by Capacity
Engine

Key: System Attributes|all_metrics

This metric displays the number of active anomalies
(symptoms, events, DT violations) on the object and its
children.

In previous versions of vRealize Operations Manager, this
metric used to be named vRealize Operations Generated|
Self - Total Anomalies.

Key: System Attributes|total_alarms

vRealize Operations Generated|Full Set - Metric Count This metric displays the number of metrics that the adapter

vRealize Operations Generated|Availability

VMware, Inc.

of the children of the given object generates.
Key: System Attributes|child_all_metrics
This metric value is computed based on the adapter

instance statuses monitoring the resource. Resource
availability is displayed as O-down, 1-Up, -1-Unknown.

Key: System Attributes|availability
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Table 1-44. System Metrics (continued)

Metric Name

vRealize Operations Generated|Alert Count Critical

vRealize Operations Generated|Alert Count Immediate

vRealize Operations Generated|Alert Count Warning

vRealize Operations Generated|Alert Count Info

vRealize Operations Generated|Total Alert Count

vRealize Operations Generated|Self-Alert Count

Log Insight Generated Metrics

Description

This metric displays the number of critical alerts on the
object and its children.

Key: System Attributes|alert_count_critical

This metric displays the number of immediate alerts on the
object and its children.

Key: System Attributes|alert_count_immediate

This metric displays the number of active warning alerts on
the object and its children.

Key: System Attributes|alert_count_warning

This metric displays the number of active info alerts on the
object and its children.

Key: System Attributes|alert_count_info

This metric displays the sum of all alert count metrics.

In previous versions of vRealize Operations Manager, this
metric was named VvRealize Operations Generated|Full Set -
Alert Count.

Key: System Attributes|total_alert_count

This metric displays the number of all alerts on the object.

Key: System Attributes|self_alert_count

The metrics in the Log Insight Generated group provide information that you can use to observe
or troubleshoot vRealize Operations Manager for failures and to monitor performance.

When vRealize Operations Manager is integrated with Log Insight and metric calculation is
enabled, Log Insight calculates the number of logs corresponding to different queries and sends
them as metrics to vRealize Operations Manager. These metrics are calculated for vCenter
objects, host objects, and virtual machine objects. The metrics can be mapped to a vRealize
Operations Manager object based on the Log Insight field vmw_vrops_id, which is constructed

based on hostname or source fields.

Table 1-45. Log Insight Generated Metrics

Metric Name

Log Insight Generated|Error Count

Log Insight Generated|Total Log Count

Log Insight Generated|Warning Count

VMware, Inc.

Description

The number of error logs for the selected object.

Key: log_insight_generated|error_count

The total number of logs for the selected object.

Key: log_insight_generated|total_log_count

The number of warning logs for the selected object.

Key: log_insight_generated|warning_count
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Self-Monitoring Metrics for vRealize Operations Manager

vRealize Operations Manager uses the vRealize Operations Manager adapter to collect metrics
that monitor its own performance. These self-monitoring metrics drive capacity models for
vRealize Operations Manager objects and are useful for diagnosing problems with vRealize

Operations Manager .

Analytics Metrics

vRealize Operations Manager collects metrics for the vRealize Operations Manager analytics
service, including threshold checking metrics.

Table 1-46. Analytics Metrics

Metric Key
ActiveAlarms
ActiveAlerts
PrimaryResourcesCount
LocalResourcesCount
PrimaryMetricsCount
LocalMetricsCount
ReceivedResourceCount
ReceivedMetricCount

LocalFDSize

LocalPrimaryFDSize

LocalFDAItSize

LocalPrimaryFDAItSize

CurrentHeapSize
MaxHeapSize
CommittedMemory
CPUUsage

Threads

UpStatus
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Metric Name

Active DT Symptoms
Active Alerts

Number of primary objects
Number of local objects
Number of primary metrics
Number of local metrics
Number of received objects
Number of received metrics

Number of forward data entries

Number of primary forward data
entries

Number of alternative forward data
entries

Number of alternative primary forward
data entries

Current heap size
Max heap size
Committed memory
CPU usage

Threads

Threads

Description

Active DT Symptoms.
Active alerts.

Number of primary objects
Number of local objects
Number of primary metrics
Number of local metrics
Number of received objects
Number of received metrics

Number of locally stored primary
and redundant entries in forward
data region.

Number of locally stored primary
entries in forward data region.

Number of locally stored primary
and redundant entries in
alternative forward data region.

Number of locally stored primary
entries in alternative forward data
region.

Current heap size.
Max heap size
Committed memory
CPU usage

Threads

Threads
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Overall Threshold Checking Metrics for the Analytics Service

Overall threshold checking captures various metrics for work items used to process incoming
observation data. All metrics keys for the overall threshold checking metrics begin with
OverallThresholdChecking, as in OverallThresholdChecking|Count or
OverallThresholdChecking|CheckThresholdAndHealth|OutcomeObservationsSize|TotalCount.

Table 1-47. Overall Threshold Checking Metrics for the Analytics Service

Metric Key Metric Name Description

Count Count Count
Duration|TotalDuration Total Total length of duration (ms)
Duration|AvgDuration Average Average duration (ms)
Duration|MinDuration Minimum Minimum duration (ms)
Duration|MaxDuration Maximum Maximum duration (ms)
IncomingObservationsSize|TotalCount Total Total
IncomingObservationsSize| AvgCount Average Average
IncomingObservationsSize|MinCount Minimal Minimal
IncomingObservationsSize|MaxCount Maximal Maximal
CheckThresholdAndHealth|Count Count Count
CheckThresholdAndHealth|Duration| Total Total length of duration (ms)

TotalDuration

CheckThresholdAndHealth|Duration| Average Average duration (ms)

AvgDuration

CheckThresholdAndHealth|Duration| Minimum Minimum duration (ms)
MinDuration

CheckThresholdAndHealth|Duration| Maximum Maximum duration (ms)

MaxDuration

CheckThresholdAndHealth| Total Total
OutcomeObservationsSize|TotalCount

CheckThresholdAndHealth| Average Average
OutcomeObservationsSize| AvgCount

CheckThresholdAndHealth| Minimal Minimal
OutcomeObservationsSize|MinCount

CheckThresholdAndHealthl| Maximal Maximal
OutcomeObservationsSize|MaxCount

SuperMetricComputation|Count Count Count

SuperMetricComputation|Duration| Total Total length of duration (ms)
TotalDuration

SuperMetricComputation|Durationl| Average Average duration (ms)
AvgDuration
SuperMetricComputation|Durationl| Minimum Minimum duration (ms)
MinDuration
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Table 1-47. Overall Threshold Checking Metrics for the Analytics Service (continued)

Metric Key

SuperMetricComputation|Duration|
MaxDuration

SuperMetricComputationl|
SuperMetricsCount|TotalCount

SuperMetricComputation|SuperMetricsCount
[AvgCount

SuperMetricComputation|SuperMetricsCount
[MinCount

SuperMetricComputation|SuperMetricsCount
[MaxCount

StoreObservationToFSDB|Count

StoreObservationToFSDB|Duration|
TotalDuration

StoreObservationToFSDB|Duration|
AvgDuration

StoreObservationToFSDB|Duration|
MinDuration

StoreObservationToFSDB|Duration|
MaxDuration

StoreObservationToFSDB]|
StoredObservationsSize|TotalCount

StoreObservationToFSDB|
StoredObservationsSize| AvgCount

StoreObservationToFSDB]|
StoredObservationsSize|MinCount

StoreObservationToFSDB]|
StoredObservationsSize|MaxCount

UpdateResourceCache|Count

UpdateResourceCache|Duration|
TotalDuration

UpdateResourceCache|Duration|
AvgDuration

UpdateResourceCache|Duration|MinDuration

UpdateResourceCache|Duration|
MaxDuration

UpdateResourceCachel|
ModifcationEstimateCount|TotalCount

UpdateResourceCachel|
ModifcationEstimateCount|AvgCount

VMware, Inc.

Metric Name

Maximum

Total

Average

Minimal

Maximal

Count

Total

Average

Minimum

Maximum

Total

Average

Minimal

Maximal

Count

Total

Average

Minimum

Maximum

Total

Average

Description

Maximum duration (ms)

Total

Average

Minimal

Maximal

Count

Total length of duration (ms)

Average duration (ms)

Minimum duration (ms)

Maximum duration (ms)

Total

Average

Minimal

Maximal

Count

Total

Average

Minimum

Maximum

The number of estimated
modifications done during each
resource cache object update.

Average
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Table 1-47. Overall Threshold Checking Metrics for the Analytics Service (continued)

Metric Key

UpdateResourceCachel
ModifcationEstimateCount/MinCount

UpdateResourceCachel|
ModifcationEstimateCount/MaxCount

ManageAlerts|Count

ManageAlerts|Duration|TotalDuration

ManageAlerts|Duration|AvgDuration
ManageAlerts|Duration|MinDuration
ManageAlerts|Duration|MaxDuration

UpdateSymptoms|Count

UpdateSymptoms|Duration|TotalDuration

UpdateSymptoms|Duration|AvgDuration
UpdateSymptoms|Duration|MinDuration

UpdateSymptoms|Duration|MaxDuration

Metric Name

Minimal

Maximal

Count

Total

Average
Minimum
Maximum

Count

Total

Average
Minimum

Maximum

Description

Minimal

Maximal

The total number of times the
threshold checking work items
perform alert updates.

The duration for the alert updates
operations.

Average
Minimum
Maximum

The total number of times the
threshold checking work items
check and build symptoms.

The duration for the check and
build symptoms operation.

Average
Minimum

Maximum

Dynamic Threshold Calculation Metrics for the Analytics Service

All metrics keys for the dynamic threshold calculation metrics begin with DtCalculation, as in
DtCalculation|DtDataWrite|WriteOperationCount or DtCalculation|DtAnalyze|

AnalyzeOperationCount.

Table 1-48. Dynamic Threshold Calculation Metrics for the Analytics Service

Metric Key
DtDataWrite|WriteOperationCount
DtDataWrite|Duration|TotalDuration
DtDataWrite|Duration|AvgDuration
DtDataWrite|Duration|MinDuration
DtDataWrite|Duration|MaxDuration

DtDataWrite|SavedDtObjectCount]|
TotalCount

DtDataWrite|SavedDtObjectCount|AvgCount
DtDataWrite|SavedDtObjectCount|MinCount

DtDataWrite|SavedDtObjectCount|MaxCount

VMware, Inc.

Metric Name

Write operation count
Total

Average

Minimum

Maximum

Total

Average
Minimal

Maximal

Description

Write operation count

Total length of duration (ms)
Average duration (ms)
Minimum duration (ms)
Maximum duration (ms)

Total

Average
Minimal

Maximal
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Table 1-48. Dynamic Threshold Calculation Metrics for the Analytics Service (continued)

Metric Key
DtAnalyze|AnalyzeOperationCount
DtAnalyze|Duration|TotalDuration
DtAnalyze|Duration|AvgDuration
DtAnalyze|Duration|MinDuration
DtAnalyze|Duration|MaxDuration

DtAnalyze|AnalyzedMetricsCount|
TotalCount

DtAnalyze|AnalyzedMetricsCount|AvgCount
DtAnalyze|AnalyzedMetricsCount|MinCount
DtAnalyzelAnalyzedMetricsCount|MaxCount

DtDataRead|ReadOperationsCount

Metric Name

Analyze Operation Count
Total

Average

Minimum

Maximum

Total

Average
Minimal
Maximal

Read Operation Count

Description

Analyze Operation Count
Total length of duration (ms)
Average duration (ms)
Minimum duration (ms)
Maximum duration (ms)

Total

Average
Minimal
Maximal

Read Operation Count

DtDataRead|Duration|TotalDuration Total Total length of duration (ms)
DtDataRead|Duration|AvgDuration Average Average duration (ms)
DtDataRead|Duration|MinDuration Minimum Minimum duration (ms)
DtDataRead|Duration|MaxDuration Maximum Maximum duration (ms)
DtDataRead|ReadDataPointsCount| Total Total

TotalCount

DtDataRead|ReadDataPointsCount| Average Average

AvgCount

DtDataRead|ReadDataPointsCount|MinCount ~ Minimal Minimal
DtDataRead|ReadDataPointsCount]| Maximal Maximal

MaxCount

Table 1-49. Function Call Metrics for the Analytics Service

Metric Key Metric Name Description

FunctionCalls|Count
FunctionCalls|AvgDuration

FunctionCalls|MaxDuration

Collector Metrics

Number of function calls
Average execution time

Max execution time

Number of function calls
Average execution time

Max execution time

vRealize Operations Manager collects metrics for the vRealize Operations Manager Collector

service objects.

Table 1-50. Collector Metrics

Metric Key
ThreadpoolThreadsCount

RejectedFDCount

VMware, Inc.

Metric Name
Number of pool threads

Number of rejected forward data

Description
Number of pool threads.

Number of rejected forward data
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Table 1-50. Collector Metrics (continued)

Metric Key

RejectedFDAItCount

SentFDCount
SentFDAItCount
CurrentHeapSize
MaxHeapsize
CommittedMemory
CPUUsage

Threads

UpStatus

Controller Metrics

Metric Name

Number of rejected alternative
forward data

Number of sent objects

Number of alternative sent objects
Current heap size (MB)

Max heap size (MB)

Committed memory (MB)

CPU usage

Threads

Up Status

Description

Number of rejected alternative
forward data

Number of sent objects

Number of alternative sent objects
Current heap size.

Maximum heap size.

Amount of committed memory.
CPU usage.

Number of threads.

Up Status

vRealize Operations Manager collects metrics for the vRealize Operations Manager Controller

objects.

Table 1-51. Controller Metrics

Metric Key
RequestedMetricCount
ApiCallsCount

NewDiscoveredResourcesCount

FSDB Metrics

Metric Name
Number of requested metrics
Number of API calls

Number of discovered objects

Description
Number of requested metrics
Number of API calls

Number of discovered objects

vRealize Operations Manager collects metrics for the vRealize Operations Manager file system

database (FSDB) objects.

Table 1-52. FSDB Metrics

Metric Key
StoragePoolElementsCount
FsdbState
StoredResourcesCount

StoredMetricsCount

Metric Name

Number of storage work items
Fsdb state

Number of stored objects

Number of stored metrics

Table 1-53. Storage Thread Pool Metrics for FSDB

Description

Number of storage work items
Fsdb state

Number of stored objects

Number of stored metrics

Metric Key
StoreOperationsCount

StorageThreadPool|Duration|
TotalDuration

VMware, Inc.

Metric Name
Store operations count

Total

Description
Store operations count

Total number of duration (ms)
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Table 1-53. Storage Thread Pool Metrics for FSDB (continued)

Metric Key

StorageThreadPool|Duration|AvgDuration
StorageThreadPool|Duration|MinDuration
StorageThreadPool|Duration|MaxDuration

StorageThreadPool|SavedMetricsCount|
TotalCount

StorageThreadPool|SavedMetricsCount|
AvgCount

StorageThreadPool|SavedMetricsCount|
MinCount

StorageThreadPool|SavedMetricsCount|
MaxCount

Product Ul Metrics

Metric Name
Average
Minimum
Maximum

Total

Average

Minimal

Maximal

Description

Average duration (ms)

Minimum duration (ms)

Maximum duration (ms)

Total

Average

Minimal

Maximal

vRealize Operations Manager collects metrics for the vRealize Operations Manager product user

interface objects.

Table 1-54. Product Ul Metrics

Metric Key
ActiveSessionsCount
CurrentHeapSize
MaxHeapsize
CommittedMemory
CPUUsage

Threads
SessionCount

SelfMonitoringQueueSize

Metric Name

Active sessions

Current heap size

Max heap size

Committed memory

CPU usage

Threads

Number of active sessions

Self Monitoring queue size

Table 1-55. API Call Metrics for the Product Ul

Description

Active sessions

Current heap size.

Maximum heap size.

Amount of committed memory.
Percent CPU use.

Number of threads.

Number of active sessions

Self Monitoring queue size

Metric Key
APICalls|[HTTPRequesterRequestCount

APICalls|AvgHTTPRequesterRequestTime

APICalls|FailedAuthenticationCount
APICalls|AvgAlertRequestTime
APICalls|AlertRequestCount

APICalls|AvgMetricPickerRequestTime
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Metric Name
HTTPRequester request count

HTTPRequester average request
time

Failed Authentication Count
Average alert request time
Alert request count

Average metric-picker request time

Description
HTTPRequester request count

HTTPRequester average request time
(ms)

Failed Authentication Count
Average alert request time (ms)
Alert request count

Average metric-picker request time
(ms)
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Table 1-55. API Call Metrics for the Product Ul (continued)

Metric Key
APICalls|MetricPickerRequestCount
APICalls|HeatmapRequestCount
APICalls|AvgHeatmapRequestTime
APICallsIMashupChartRequestCount

APICalls|AvgMashupChartRequestTime

APICalls|TopNRequestCount
APICalls|AvgTopNRequestTime
APICalls|MetricChartRequestCount

APICalls|AvgMetricChartRequestTime

Admin Ul Metrics

Metric Name

Metric picker request count
Heatmap request count
Average HeatMap request time
Mashup Chart request count

Average Mashup Chart request
time

Top N request count
Average Top N request time
Metric Chart request count

Average MetricChart request time

Description

Metric picker request count
Heatmap request count

Average HeatMap request time (ms)
Mashup Chart request count

Average Mashup Chart request time
(ms)

Top N request count
Average Top N request time (ms)
Metric Chart request count

Average MetricChart request time
(ms)

vRealize Operations Manager collects metrics for the vRealize Operations Manager administration

user interface objects.

Table 1-56. Admin Ul Metrics

Metric Key
CurrentHeapSize
MaxHeapsize
CommittedMemory
CPUUsage

Threads
SessionCount

SelfMonitoringQueueSize

Metric Name

Current heap size

Max heap size

Committed memory

CPU usage

Threads

Number of active sessions

Self Monitoring queue size

Table 1-57. API Call Metrics for the Admin Ul

Description

Current heap size (MB).

Maximum heap size (MB).

Amount of committed memory (MB) .
CPU usage (%).

Number of threads.

Number of active sessions

Self Monitoring queue size

Metric Key

APICalls|[HTTPRequesterRequestCount

APICalls|AvgHTTPRequesterRequestTime

Suite API Metrics

Metric Name
HTTPRequester request count

HTTPRequester average request
time

Description
HTTPRequester request count

HTTPRequester average request time
(ms)

vRealize Operations Manager collects metrics for the vRealize Operations Manager API objects.

VMware, Inc.
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Table 1-58. Suite API Metrics

Metric Key

UsersCount
ActiveSessionsCount
GemfireClientReconnects
GemfireClientCurrentCalls
CurrentHeapSize
MaxHeapsize
CommittedMemory
CPUUsage
CPUProcessTime
CPUProcessTimeCapacity

Threads

Metric Name

Number of users

Active sessions

Gemfire Client Reconnects

Gemfire Client Total Outstanding

Current heap size

Max heap size

Committed memory

CPU usage

CPU process time

CPU process time capacity

Threads

Table 1-59. Gemfire Client Call Metrics for the Suite API

Description

Number of users

Active sessions

Gemfire Client Reconnects
Gemfire Client Total Outstanding
Current heap size (MB) .
Maximum heap size (MB) .
Amount of committed memory (MB).
CPU usage (%) .

CPU process time (ms)

CPU process time capacity (ms)

Number of threads.

Metric Key
GemfireClientCalls|TotalRequests
GemfireClientCalls| AvgResponseTime
GemfireClientCalls|MinResponseTime
GemfireClientCalls|MaxResponseTime
GemfireClientCalls|RequestsPerSecond
GemfireClientCalls|CurrentRequests
GemfireClientCalls|RequestsCount

GemfireClientCalls|ResponsesCount

Metric Name

Total Requests

Average Response Time
Minimum Response Time
Maximum Response Time
Requests per Second
Current Requests
Requests Count

Responses Count

Table 1-60. API Call Metrics for the Suite API

Description

Total Requests

Average Response Time (ms)
Minimum Response Time (ms)
Maximum Response Time
Requests per Second

Current Requests

Requests Count

Responses Count

Metric Key

APICalls|TotalRequests
APICalls|AvgResponseTime
APICalls|IMinResponseTime
APICalls|MaxResponseTime
APICalls|ServerErrorResponseCount
APICalls|FailedAuthenticationCount
APICalls|FailedAuthorizationCount
APICalls|RequestsPerSecond
APICalls|CurrentRequests

APICalls|ResponsesPerSecond

VMware, Inc.

Metric Name

Total Requests

Average Response Time (ms)

Minimum Response Time (ms)

Maximum Response Time

Server Error Response Count

Failed Authentication Count
Failed Authorization Count
Requests per Second
Current Requests

Responses per Second

Description

Total Requests

Average Response Time (ms)
Minimum Response Time (ms)
Maximum Response Time
Server Error Response Count
Failed Authentication Count
Failed Authorization Count
Requests per Second

Current Requests

Responses per Second

180



vRealize Operations Definitions for Metrics, Properties, and Alerts

Table 1-60. API Call Metrics for the Suite API (continued)

Metric Key Metric Name Description
APICalls|RequestsCount Requests Count Requests Count
APICalls|ResponsesCount Responses Count Responses Count

Cluster and Slice Administration Metrics

vRealize Operations Manager collects metrics for vRealize Operations Manager Cluster and Slice
Administration (CaSA) objects.

Table 1-61. Cluster and Slice Administration Metrics

Metric Key Metric Name Description

CurrentHeapSize Current heap size Current heap size (MB).
MaxHeapsize Max heap size Maximum heap size (MB).
CommittedMemory Committed memory Amount of committed memory (MB).
CPUUsage CPU usage CPU usage (%)

Threads Threads Number of threads.

Table 1-62. API Call Metrics for Cluster and Slice Administration

Metric Key Metric Name Description

API Calls|TotalRequests Total Requests Total Requests

API Calls|AvgResponseTime Average Response Time Average Response Time (ms)
API Calls|MinResponseTime Minimum Response Time Minimum Response Time (ms)
API Calls|MaxResponseTime Maximum Response Time Maximum Response Time (ms)
API Calls|ServerErrorResponseCount Server Error Response Count Server Error Response Count
API Calls|FailedAuthenticationCount Failed Authentication Count Failed Authentication Count
API Calls|FailedAuthorizationCount Minimum Response Time Minimum Response Time (ms)

Watchdog Metrics

vRealize Operations Manager collects watchdog metrics to ensure that the vRealize Operations
Manager services are running and responsive.

Watchdog Metrics
The watchdog metric provides the total service count.

Table 1-63. Watchdog Metrics

Metric Key Metric Name Description

ServiceCount Service Count Service Count
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Service Metrics

Service metrics provide information about watchdog activity.

Table 1-64. Metrics for the vRealize Operations Manager Watchdog Service

Metric Key
ServicelEnabled

Service|Restarts

Service|Starts

Service|Stops

Node Metrics

Metric Name

Enabled

Restarts

Starts

Stops

Description
Enabled

Number of times the process has
been unresponsive and been
restarted by Watchdog.

Number of times the process has
been revived by Watchdog.

Number of times the process has
been stopped by Watchdog.

vRealize Operations Manager collects metrics for the vRealize Operations Manager node objects.

Metrics can be calculated for node objects. See Calculated Metrics.

Table 1-65. Node Metrics

Metric Key

Component Count

PrimaryResourcesCount
LocalResourcesCount
PrimaryMetricsCount
LocalMetricsCount
PercentDBStorageAvailable

PercentLogStorageAvailable

Metric Name

Component count

Number of primary objects
Number of local objects

Number of primary metrics
Number of local metrics

Percent disk available /storage/db

Percent disk available /storage/log

Table 1-66. Memory Metrics for the Node

Description

The number of vRealize Operations
Manager objects reporting for this
node

Number of primary objects
Number of local objects

Number of primary metrics
Number of local metrics

Percent disk available /storage/db

Percent disk available /storage/log

Metric Key
memlactualFree
memlactualUsed
meml|free
mem|used
memltotal

mem|demand_gb

VMware, Inc.

Metric Name
Actual Free
Actual Used
Free

Used

Total

Estimated memory demand

Description
Actual Free
Actual Used
Free)
Used
Total

Estimated memory demand
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Table 1-67. Swap Metrics for the Node

Metric Key Metric Name Description
swapltotal Total Total
swaplfree Free Free
swaplused Used Used
swaplpageln Page in Page in
swaplpageOut Page out Page out
Table 1-68. Resource Limit Metrics for the Node

Metric Key Metric Name Description

resourcelLimitinumProcesses
resourcelLimit|openFiles

resourcelLimitlopenFilesMax

resourceLimitlnumProcessesMax

Number of processes
Number of open files

Number of open files maximum limit

Number of processes maximum limit

Table 1-69. Network Metrics for the Node

Number of processes
Number of open files

Number of open files maximum
limit

Number of processes maximum
limit

Metric Key
netlallinboundTotal
netlallOutboundTotal
netltcpBound

netltcpClose

net|tcpCloseWait

netltcpClosing

netltcpEstablished

netltcpldle

netltcpinboundTotal
net|tcpOutboundTotal

netltcpLastAck

net|tcpListen

netltcpSynRecv
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Metric Name

All inbound connections

All outbound connections

TCP bound

TCP state CLOSE

TCP state CLOSE WAIT

TCP state CLOSING

TCP state ESTABLISHED

TCP state IDLE

TCP inbound connections

TCP outbound connections

TCP state LAST ACK

TCP state LISTEN

TCP state SYN RCVD

Description

All inbound total
All outbound total
TCP bound

Number of connections in TCP
CLOSE

Number of connections in TCP
state CLOSE WAIT

Number of connections in TCP
state CLOSING

Number of connections in TCP
state ESTABLISHED

Number of connections in TCP
state IDLE

TCP inbound connections
TCP outbound connections

Number of connections in TCP
state LAST ACK

Number of connections in TCP
state LISTEN

Number of connections in TCP
state SYN RCVD
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Table 1-69. Network Metrics for the Node (continued)

Metric Key

netltcpSynSent

netltcpTimeWait

Metric Name

TCP state SYN_SENT

TCP state TIME WAIT

Table 1-70. Network Interface Metrics for the Node

Description

Number of connections in TCP
state SYN_SENT

Number of connections in TCP
state TIME WAIT

Metric Key
netlifacelspeed
netlifacelrxPackets
netlifacelrxBytes

netlifacelrxDropped

netlifacelrxFrame

netlifacelrxOverruns

netlifaceltxPackets
netlifaceltxBytes

netlifaceltxDropped

netlifaceltxCarrier
netlifaceltxCollisions
netlifaceltxErrors

netlifaceltxOverruns

Metric Name
Speed

Receive packets
Receive bytes

Receive packet drops

Receive packets frame

Receive packets overruns

Transmit packets
Transmit bytes

Transmit packet drops

Transmit carrier
Transmit packet collisions
Transmit packet errors

Transmit packet overruns

Table 1-71. Disk Filesystem Metrics for the Node

Description

Speed (bits/sec)

Number of received packets
Number of received bytes

Number of received packets
dropped

Number of receive packets frame

Number of receive packets
overrun

Number of transmit packets
Number of transmit bytes

Number of transmit packets
dropped

Transmit carrier
Number of transmit collisions
Number of transmit errors

Number of transmit overruns

Metric Key
disklfileSystem|total
disklfileSystemlavailable
disklfileSystem|used
diskl|fileSystemlfiles
disklfileSystemlfilesFree
disklfileSystem|queue
disk|fileSystem|readBytes
disk|fileSystem|writeBytes
disklfileSystem|reads

disk|fileSystem|writes
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Metric Name

Total

Available

Used

Total file nodes
Total free file nodes
Disk queue

Read bytes

Write bytes

Reads

Writes

Description

Total

Available

Used

Total file nodes

Total free file nodes
Disk queue

Number of bytes read
Number of bytes written
Number of reads

Number of writes
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Table 1-72. Disk Installation Metrics for the Node

Metric Key Metric Name Description

disklinstallation|used Used Used

disklinstallation|total Total Total

disklinstallationlavailable Available Available

Table 1-73. Disk Database Metrics for the Node

Metric Key Metric Name Description

disk|dblused Used Used

diskl|dbltotal Total Total

disk|dblavailable Available Available

Table 1-74. Disk Log Metrics for the Node

Metric Key Metric Name Description

disklloglused Used Used

diskllogltotal Total Total

disklloglavailable Available Available

Table 1-75. CPU Metrics for the Node

Metric Key Metric Name Description

cpulcombined Combined load Combined load (User + Sys + Nice
+ Wait)

cpulidle Idle Idle time fraction of total available
cpu (cpu load)

cpulirg Irg Interrupt time fraction of total
available cpu (cpu load)

cpulnice Nice Nice time fraction of total
available cpu (cpu load)

cpulsoftirg Soft Irg Soft interrupt time fraction of
total available cpu (cpu load)

cpulstolen Stolen Stolen time fraction of total
available cpu (cpu load)

cpulsys Sys Sys time fraction of total available
cpu (cpu load)

cpuluser User (cpu load) User time fraction of tota
available cpu (cpu load)

cpulwait Wait (cpu load) Wait time fraction of total
available cpu (cpu load)

cpultotal Total available for a cpu Total available for a cpu

cpulallCpuCombined Total combined load for all cpus Total combined load for all cpus
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(cpu load)
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Table 1-75. CPU Metrics for the Node (continued)

Metric Key
cpulallCpuTotal_ghz
cpulallCpuCombined_ghz

cpulallCpuCombined_percent

Metric Name
Available
Used

CPU usage

Table 1-76. Device Metrics for the Node

Description
Available
Used

CPU usage (%)

Metric Key

deviceliops

devicelawait

deviceliops_readMaxObserved

deviceliops_writeMaxObserved

Metric Name

Reads/Writes per second

Average transaction time

Maximum observed reads per

second

Maximum observed writes per

Description

Average number of read/write
commands issued per second
during the collection interval.

Average transaction time
(milliseconds).

Maximum observed reads per
second.

Maximum observed writes per

second second.
Table 1-77. Service Metrics for the Node
Metric Key Metric Name Description

servicelproclfdUsage

Table 1-78. NTP Metrics for the Node

Total number of open file descriptors

Total number of open file
descriptors.

Metric Key
ntplserverCount
ntplunreachableCount

ntplunreachable

Table 1-79. Heap Metrics for the Node

Metric Name
Configured server count
Unreachable server count

Unreachable

Description
Configured server count
Unreachable server count

Is the NTP server unreachable.
Value of O is reachable, 1 means
the server was not reached or did
not respond.

Metric Key
heapl|CurrentHeapSize
heap|MaxHeapSize

heaplCommittedMemory

Cluster Metrics

Metric Name
Current heap size
Max heap size

Committed Memory

Description
Current heap size
Max heap size

Committed Memory

vRealize Operations Manager collects metrics for the vRealize Operations Manager cluster
objects including dynamic threshold calculation metrics and capacity computation metrics.

VMware, Inc.
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Metrics can be calculated for cluster objects. See Calculated Metrics.

Cluster Metrics

Cluster metrics provide host, resource, and metric counts on the cluster.

Table 1-80. Cluster Metrics

Metric Key

HostCount
PrimaryResourcesCount
LocalResourcesCount
PrimaryMetricsCount
ReceivedResourceCount

ReceivedMetricCount

DT Metrics

DT metrics are dynamic threshold metrics for the cluster. Non-zero values appear only if metric

Metric Name

Number of Nodes in Cluster
Number of primary resources
Number of local resources
Number of primary metrics
Number of received resources

Number of received metrics

Description

Number of Nodes in Cluster
Number of primary resources
Number of local resources
Number of primary metrics
Number of received resources

Number of received metrics

collection occurs while the dynamic threshold calculations are running.

Table 1-81. DT Metrics for the Cluster

Metric Key
dtlisRunning
dtldtRunTime
dt|StartTime
dtlpercentage
dtlexecutorCount
dtlresourceCount
dtlfsdbReadTime
dt|dtObjectSaveTime
dtldtHistorySaveTime

dtlexecutor|resourceCount

Metric Name
Running

Running duration
Running start time
Percent

Executor Node Count
Resource Count
FSDB Read Time

DT Object Save Time
DT History Save Time

Resource Count

Capacity Computation (CC) Metrics

Description

Running

Running duration (ms)
Running start time
Percent (%)

Executor Node Count
Resource Count

FSDB Read Time (ms)

DT Object Save Time (ms)
DT History Save Time (ms)

Resource Count

CC metrics are capacity computation metrics for the cluster. Non-zero values appear only if
metric collection occurs while the capacity computation calculations are running.

Table 1-82. CC Metrics for the Cluster

Metric Key
cclisRunning

cclrunTime
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Metric Name
Running

Total Run Time

Description
Running

Total Run Time
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Table 1-82. CC Metrics for the Cluster (continued)

Metric Key

cclstartTime

cclfinishTime
ccltotalResourcesToProcess
cclprogress
cclphaselTimeTaken

cclphase2TimeTaken

Gemfire Cluster Metrics

Gemfire metrics provide information about the Gemfire cluster.

Metric Name

Start time

Finish Time

Total Objects Count
Progress

Phase 1 Computation Time

Phase 2 Computation Time

Table 1-83. Gemfire cluster Metrics for the Cluster

Description

Start time

Finish Time

Total Objects Count
Progress

Phase 1 Computation Time

Phase 2 Computation Time

Metric Key

GemfireCluster|System|AvgReads

GemfireCluster|System|AvgWrites

GemfireCluster|System|DiskReadsRate

GemfireCluster|System|DiskWritesRate

GemfireCluster|System|
GarbageCollectionCount

GemfireCluster|System|
GarbageCollectionCountDelta

GemfireCluster|System|JVMPauses

GemfireCluster|System|JVMPausesDelta

GemfireCluster|System|
DiskFlushAvglLatency

GemfireCluster|System|
NumRunningFunctions

GemfireCluster|System|NumClients

GemfireCluster|System|TotalHitCount

GemfireCluster|System|TotalHitCountDelta
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Metric Name

Average reads per second

Average writes per second

Disk reads rate

Disk writes rate

Total garbage collection count

New garbage collection count

JVM pause count

New JVM pause count

Disk flush average latency

Number of running functions

Number of clients

Total hit count

New hit count

Description

The average number of reads per
second for all members

The average number of writes per
second for all members

The average number of disk reads per
second across all distributed
members

The average number of disk writes
per second across all distributed
members

The total garbage collection count for
all members

The new garbage collection count for
all members

The number of detected JVM pauses

The number of new detected JVM
pauses

Disk flush average latency (msec)

The number of map-reduce jobs
currently running on all members in
the distributed system

The number of connected clients

Total number of cache hits for all
regions

Number of new cache hits for all
regions
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Table 1-83. Gemfire cluster Metrics for the Cluster (continued)

Metric Key

GemfireCluster|System|TotalMissCount

GemfireCluster|System|
TotalMissCountDelta

GemfireCluster|System|Member|
FreeSwapSpace

GemfireCluster|System|Member|
TotalSwapSpace

GemfireCluster|System|Member|
CommittedVirtualMemorySize

GemfireCluster|System|Member|
SystemLoadAverage

GemfireCluster|System|Member|
FreePhysicalMemory

GemfireCluster|System|Member|
TotalPhysicalMemory

GemfireCluster|System|Member|
CachelListenerCallsAvglLatency

GemfireCluster|System|Member|
CacheWriterCallsAvglLatency

GemfireCluster|System|Member|
DeserializationAvgLatency

GemfireCluster|System|Member]|
FunctionExecutionRate

GemfireCluster|System|Member|
JVMPauses

GemfireCluster|System|Member|
NumRunningFunctions

GemfireCluster|System|Member|PutsRate

GemfireCluster|System|Member|GetsRate

GemfireCluster|System|Memberl|
GetsAvglLatency

GemfireCluster|System|Memberl|
PutsAvglLatency

GemfireCluster|System|Memberl|
SerializationAvgLatency

GemfireCluster|System|Member|Disk|
DiskFlushAvglLatency

GemfireCluster|System|Member|Disk|
DiskReadsRate
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Metric Name

Total miss count

New miss count

Swap space free

Swap space total

Committed virtual memory size

System load average

Free physical memory

Total physical memory

Average cache listener calls latency

Average cache writer calls latency

Average deserialization latency

Function executions per second

Number of JVM pauses

Number of running functions

Puts per second
Gets per second

Average gets latency

Average puts latency

Average serialization latency

Flush average latency

Average reads per second

Description

The total number of cache misses for
all regions

Number of new cache misses for all

regions

Swap space free (MB)

Swap space total (MB)

Committed virtual memory size (MB)

System load average

Free physical memory (MB)

Total physical memory (MB)

Average cache listener calls latency

(msec)

Average cache writer calls latency
(msec)

Average deserialization latency

(msec)

Function executions per second

Number of JVM pauses

Number of running functions

Puts per second
Gets per second

Average gets latency (msec)

Average puts latency (msec)

Average serialization latency (msec)

Flush average latency (msec)

Average reads per second
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Table 1-83. Gemfire cluster Metrics for the Cluster (continued)

Metric Key

GemfireCluster|System|Member|Disk|
DiskWritesRate

GemfireCluster|System|Member|Network|

BytesReceivedRate

GemfireCluster|System|Member|Network|

BytesSentRate

GemfireCluster|System|Member|JVM]|
GCTimeMillis

GemfireCluster|System|Member|JVM|
GCTimeMillisDelta

GemfireCluster|System|Member|JVM|
TotalThreads

GemfireCluster|System|Member|JVM|
CommitedMemory

GemfireCluster|System|Member|JVM|
MaxMemory

GemfireCluster|System|Member|JVM|
UsedMemory

GemfireCluster|Region]|
SystemRegionEntryCount

GemfireCluster|Region|DestroyRate
GemfireCluster|Region|CreatesRate
GemfireCluster|Region|GetsRate
GemfireCluster|Region|BucketCount

GemfireCluster|Region|AvgBucketSize

GemfireCluster|Region|Member]|
ActualRedundancy

GemfireCluster|Region|Memberl|
BucketCount

GemfireCluster|Region|Memberl|
AvgBucketSize

GemfireCluster|Region|Memberl|
CreatesRate

GemfireCluster|Region|Member|GetsRate

GemfireCluster|Region|Memberl|
DestroyRate

GemfireCluster|Region|Member|MissCount

GemfireCluster|Region|Memberl|
MissCountDelta
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Metric Name

Average writes per second

Average received bytes per

second

Average sent bytes per second

Garbage Collection time

New Garbage Collection time

Total threads

Committed Memory

Max Memory

Used Memory

Entry Count

Destroys per second
Creates per second
Gets per second
Bucket count

Average number of entries per
bucket

Actual redundancy

Bucket count

Average number of entries per

bucket

Creates per second

Gets per second

Destroys per second

Number of misses count

Number of new cache misses

Description

Average writes per second

Average received bytes per second

Average sent bytes per second

Total amount of time spent on
garbage collection

New amount of time spent on
garbage collection

Total threads

Committed Memory (MB)

Max Memory (MB)

Used Memory (MB)

Entry Count

Destroys per second
Creates per second
Gets per second
Bucket count

Average number of entries per
bucket

Actual redundancy

Bucket count

Average number of entries per
bucket

Creates per second

Gets per second

Destroys per second

Number of cache misses

Number of new cache misses
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Table 1-83. Gemfire cluster Metrics for the Cluster (continued)

Metric Key Metric Name Description
GemfireCluster|Region|Member|HitCount Number of hits count Number of cache hits

GemfireCluster|Region|Memberl| Number of new cache hits Number of new cache hits

HitCountDelta

Threshold Checking Metrics
Threshold checking metrics check the processed and computed metrics for the cluster.

Table 1-84. Threshold Checking Metrics for the Cluster

Metric Key Metric Name Description

ThresholdChecking|ProcessedMetricCount Number of processed metrics Number of processed metrics

ThresholdChecking|ProcessedMetricRate Received metric processing rate (per  Received metric processing rate
second) (per second)

ThresholdChecking|ComputedMetricCount Number of computed metrics Number of computed metrics

ThresholdChecking|ComputedMetricRate Computed metric processing rate Computed metric processing rate
(per second) (per second)

Memory Metrics
Memory metrics provide memory CPU use information for the cluster.

Table 1-85. Memory Metrics for the Cluster

Metric Key Metric Name Description

Memory|AvgFreePhysicalMemory Average free physical memory

(GB)

Average free physical memory

Memory|TotalFreePhysicalMemory
Memory|TotalMemory
Memory|TotalUsedMemory

Memory|TotalDemandMemory

Elastic Memory Metrics

Free physical memory
Total Available Memory
Actual Used Memory

Memory Demand

Free physical memory (GB)
Total Available Memory (GB)
Actual Used Memory (GB)

Memory Demand (GB)

Elastic memory metrics provide reclaimable memory CPU use information for the cluster.

Table 1-86. Memory Metrics for the Cluster

Metric Key
ElasticMemory|TotalMemory

ElasticMemory|TotalUsedMemory

ElasticMemory|TotalDemandMemory
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Metric Name
Total Available Memory
Actual Used Memory

Memory Demand

Description
Total Available Memory (GB)
Actual Used Memory (GB)

Memory Demand (GB)
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CPU Metrics

CPU metrics provide CPU information for the cluster.

Table 1-87. CPU Metrics for the Cluster

Metric Key
cpulTotalCombinedUsage
cpulTotalAvailable
cpulTotalAvailable_ghz
cpulTotalUsage_ghz

cpulTotalUsage

Disk Metrics

Metric Name
CPU Load
CPU Available
Available
Used

CPU usage

Disk metrics provide available disk information for the cluster.

Table 1-88. Disk Metrics for the Cluster

Description
CPU Load

CPU Available
Available (GHz)
Used (GHz)

CPU usage (%)

Metric Key
Disk|DatabaseStorage|AvgAvailable
Disk|DatabaseStorage|MinAvailable
Disk|DatabaseStorage|MaxAvailable
Disk|DatabaseStorage|TotalAvailable
Disk|DatabaseStorage|Total
Disk|DatabaseStorage|TotalUsed
DisklLogStorage|AvgAvailable
DisklLogStorage|MinAvailable
DisklLogStoragelMaxAvailable
DisklLogStorage|TotalAvailable
Disk|LogStoragel|Total

Disk|LogStorage|TotalUsed

Persistence Metrics

Metric Name

Average node disk available

Minimum node disk available
Maximum node disk available
Available

Total

Used

Average node disk available

Minimum node disk available
Maximum node disk available
Available

Total

Used

Description

Average node disk available

Minimum node disk available
Maximum node disk available
Available

Total

Used

Average node disk available

Minimum node disk available
Maximum node disk available
Available

Total

Used

vRealize Operations Manager collects metrics for various persistence resources or service

groups.

Activity Metrics

Activity metrics relate to the activity framework.

VMware, Inc.
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Table 1-89. Activity Metrics for Persistence

Metric Key
Activity|RunningCount
Activity|ExecutedCount
Activity|SucceededCount

Activity|FailedCount

Controller XDB Metrics

Metric Name
Number Running
Number Executed
Number Succeeded

Number Failed

Controller metrics relate to the primary database.

Table 1-90. Controller XDB Metrics for Persistence

Description
Number Running
Number Executed
Number Succeeded

Number Failed

Metric Key

ControllerXDB|Size
ControllerXDB|TempDBSize
ControllerXDB|TotalObjectCount
ControllerXDBIAvgQueryDuration
ControllerXDB|MinQueryDuration
ControllerXDBIMaxQueryDuration
ControllerXDB|TotalTransactionCount
ControllerXDB|LockOperationErrorCount
ControllerXDBIDBCorruptionErrorCount

ControllerXDB]
DBMaxSessionExceededCount
ControllerXDBINumberWaitingForSession
ControllerXDBIAvgWaitForSessionDuration
ControllerXDBIMinWaitForSessionDuration
ControllerXDBIMaxWaitForSessionDuration

ControllerXDBI|TotalGetSessionCount

ControllerXDB|MaxActiveSessionCount

Alarm SQL Metrics

Metric Name

Size

Temporary DB Size

Total Object Count
Average Query Duration
Minimum Query Duration
Maximum Query Duration
Total Transaction Count
Lock Operation Error Count
DB Corruption Error Count

DB Maximum Sessions Exceeded
Count

Number of operations waiting for a
session

Average acquisition time from
session pool

Minimum acquisition time from
session pool

Maximum acquisition time from
session pool

Total requests for a session from the

session pool

Maximum Concurrent Session Count

Alarm metrics relate to the persistence of alerts and symptoms.
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Description

Size (Bytes)

Temporary DB Size (Bytes)
Total Object Count

Average Query Duration (ms)
Minimum Query Duration (ms)
Maximum Query Duration (ms)
Total Transaction Count

Lock Operation Error Count
DB Corruption Error Count

DB Maximum Sessions Exceeded
Count

Number of operations waiting for
a session from the session pool

Average acquisition time from
session pool

Minimum acquisition time from
session pool

Maximum acquisition time from
session pool

Total requests for a session from
the session pool

Maximum concurrent session
count during the past collection
interval.
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Table 1-91. Alarm XDB Metrics for Persistence

Metric Key

AlarmSQL|Size
AlarmSQL|IAvgQueryDuration
AlarmSQL|[MinQueryDuration
AlarmSQL|MaxQueryDuration
AlarmSQL|TotalTransactionCount
AlarmSQL|TotalAlarms
AlarmSQL|TotalAlerts
AlarmSQL|AlertTableSize

AlarmSQL|AlarmTableSize

Metric Name

Size (Bytes)

Average Query Duration (ms)
Minimum Query Duration (ms)
Maximum Query Duration (ms)
Total Transaction Count
Alarm Total Object Count
Alert Total Object Count

Alert Table Size

Alarm Table Size

Key Value Store Database (KVDB)

KVDB metrics relate to the persistence of storing key-value data.

Description

Size (Bytes)

Average Query Duration (ms)
Minimum Query Duration (ms)
Maximum Query Duration (ms)
Total Transaction Count
Alarm Total Object Count
Alert Total Object Count

Alert Table Size

Alarm Table Size

Metric Key

KVDB|AvgQueryDuration
KVDB|MinQueryDuration
KVDB|MaxQueryDuration

KVDB|TotalTransactionCount

Metric Name

Average Query Duration

Minimum Query Duration
Maximum Query Duration

Total Transaction Count

Historical Inventory Service XDB Metrics

Description

Average Query Duration

Minimum Query Duration
Maximum Query Duration

Total Transaction Count

Historical inventory service metrics relate to the persistence of configuration properties and their

changes.

Table 1-92. Historical XDB Metrics for Persistence

Metric Key

HisXDBJ|FunctionCalls|Count HisXDB|

FunctionCalls
HisXDBI|FunctionCalls|AvgDuration
HisXDBJ|FunctionCalls|[MaxDuration
HisXDBISize

HisXDB|TempDBSize
HisXDB|TotalObjectCount
HisXDB|AvgQueryDuration
HisXDBIMinQueryDuration
HisXDB|MaxQueryDuration

HisXDB|TotalTransactionCount
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Metric Name

Number of Function calls

Average execution time
Max execution time

Size

Temporary DB Size

Total Object Count
Average Query Duration
Minimum Query Duration
Maximum Query Duration

Total Transaction Count

Description

Number of Function calls

Average execution time

Max execution time

Size (Bytes)

Temporary DB Size (Bytes)
Total Object Count

Average Query Duration (ms)
Minimum Query Duration (ms)
Maximum Query Duration (ms)

Total Transaction Count
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Table 1-92. Historical XDB Metrics for Persistence (continued)

Metric Key
HisXDBI|LockOperationErrorCount
HisXDB|DBCorruptionErrorCount

HisXDB|IDBMaxSessionExceededCount

HisXDB|INumberWaitingForSession

HisXDB|AvgWaitForSessionDuration

HisXDBIMinWaitForSessionDuration

HisXDB|MaxWaitForSessionDuration

HisXDB|TotalGetSessionCount

HisXDBIHisActivitySubmissionCount

HisXDBJHisActivityCompletionCount

HisXDBJHisActivityCompletionDelay Avg

HisXDBJHisActivityCompletionDelayMax

HisXDBJHisActivityAbortedCount

Remote Collector Metrics

Metric Name
Lock Operation Error Count
DB Corruption Error Count

DB Maximum Sessions Exceeded
Count

Number of operations waiting for a
session

Average acquisition time from
session pool

Minimum acquisition time from
session pool

Maximum acquisition time from
session pool

Total requests for a session from the
session pool

HIS activity submission count

HIS activity completion count
HIS activity average completion
delay

HIS activity maximum completion

delay

HIS activity abort count

Description
Lock Operation Error Count
DB Corruption Error Count

DB Maximum Sessions Exceeded
Count

Number of operations waiting for
a session from the session pool

Average acquisition time from
session pool

Minimum acquisition time from
session pool

Maximum acquisition time from
session pool

Total requests for a session from
the session pool

Number of Historical Inventory
Service activities submitted

Number of Historical Inventory
Service activities completed

The average amount of time from
activity submission to completion

The maximum amount of time
from activity submission to
completion

Number of Historical Inventory
Service activities stopped

vRealize Operations Manager collects metrics for the vRealize Operations Manager remote

collector node objects.

Table 1-93. Remote Collector Metrics

Metric Key Metric Name Description

ComponentCount Component Count The number of vRealize Operations
Manager Objects reporting for this
node.

Table 1-94. Memory Metrics for the Remote Collector

Metric Key Metric Name Description

memlactualFree Actual Free Actual Free

memlactualUsed Actual Used Actual Used
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Table 1-94. Memory Metrics for the Remote Collector (continued)

Metric Key
memlfree
mem|used
mem|total

mem|demand_gb

Metric Name
Free
Used
Total

Estimated memory demand

Table 1-95. Swap Metrics for the Remote Collector

Description
Free)

Used

Total

Estimated memory demand

Metric Key Metric Name Description
swapltotal Total Total
swaplfree Free Free
swaplused Used Used
swaplpageln Page in Page in
swaplpageOut Page out Page out
Table 1-96. Resource limit Metrics for the Remote Collector

Metric Key Metric Name Description

resourcelLimitinumProcesses
resourcelLimit|lopenFiles

resourcelLimitlopenFilesMax

resourcelLimitlnumProcessesMax

Number of processes
Number of open files

Number of open files maximum limit

Number of processes maximum limit

Table 1-97. Network Metrics for the Remote Collector

Number of processes
Number of open files

Number of open files maximum
limit

Number of processes maximum
limit

Metric Key
netlallinboundTotal
netlallOutboundTotal
netltcpBound

netltcpClose

net|tcpCloseWait

netltcpClosing

net|tcpEstablished

netltcpldle

netltcpinboundTotal
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Metric Name

All inbound connections
All outbound connections
TCP bound

TCP state CLOSE

TCP state CLOSE WAIT

TCP state CLOSING

TCP state ESTABLISHED

TCP state IDLE

TCP inbound connections

Description

All inbound total
All outbound total
TCP bound

Number of connections in TCP
CLOSE

Number of connections in TCP
state CLOSE WAIT

Number of connections in TCP
state CLOSING

Number of connections in TCP
state ESTABLISHED

Number of connections in TCP
state IDLE

TCP inbound connections
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Table 1-97. Network Metrics for the Remote Collector (continued)

Metric Key
netltcpOutboundTotal

netltcpLastAck

netltcpListen

netltcpSynRecv

netltcpSynSent

netltcpTimeWait

Table 1-98. Network Interface Metrics for the Remote Collector

Metric Name
TCP outbound connections

TCP state LAST ACK

TCP state LISTEN

TCP state SYN RCVD

TCP state SYN_SENT

TCP state TIME WAIT

Description
TCP outbound connections

Number of connections in TCP
state LAST ACK

Number of connections in TCP
state LISTEN

Number of connections in TCP
state SYN RCVD

Number of connections in TCP
state SYN_SENT

Number of connections in TCP
state TIME WAIT

Metric Key
netliface|speed
netlifacelrxPackets
netlifacelrxBytes

netlifacelrxDropped

netlifacelrxFrame

netlifacelrxOverruns

netlifaceltxPackets
netlifaceltxBytes

netlifaceltxDropped

netlifaceltxCarrier
netlifaceltxCollisions
netlifaceltxErrors

netlifaceltxOverruns

Table 1-99. Disk Filesystem Metrics for the Remote Collector

Metric Name
Speed

Receive packets
Receive bytes

Receive packet drops

Receive packets frame

Receive packets overruns

Transmit packets
Transmit bytes

Transmit packet drops

Transmit carrier
Transmit packet collisions
Transmit packet errors

Transmit packet overruns

Description

Speed (bits/sec)

Number of received packets
Number of received bytes

Number of received packets
dropped

Number of receive packets frame

Number of receive packets
overrun

Number of transmit packets
Number of transmit bytes

Number of transmit packets
dropped

Transmit carrier
Number of transmit collisions
Number of transmit errors

Number of transmit overruns

Metric Key
diskl|fileSystem|total
disklfileSystemlavailable
disklfileSystem|used
diskl|fileSystemlfiles

disklfileSystemlfilesFree
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Metric Name
Total

Available

Used

Total file nodes

Total free file nodes

Description

Total

Available

Used

Total number of file nodes

Total free file nodes
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Table 1-99. Disk Filesystem Metrics for the Remote Collector (continued)

Metric Key
disklfileSystem|queue
disklfileSystem|readBytes
disklfileSystem|writeBytes
disklfileSystem|reads

disklfileSystem|writes

Table 1-100. Disk Installation Metrics for the Remote Collector

Metric Name
Disk queue
Read bytes
Write bytes
Reads

Writes

Description

Disk queue

Number of bytes read
Number of bytes written
Number of reads

Number of writes

Metric Key Metric Name Description
disklinstallation|used Used Used
disklinstallation|total Total Total
disklinstallation|available Available Available
Table 1-101. Disk Database Metrics for the Remote Collector

Metric Key Metric Name Description
disk|dblused Used Used
diskldbltotal Total Total
disk|dblavailable Available Available
Table 1-102. Disk Log Metrics for the Remote Collector

Metric Key Metric Name Description
diskl|loglused Used Used
diskl|logltotal Total Total
disk|loglavailable Available Available
Table 1-103. CPU Metrics for the Remote Collector

Metric Key Metric Name Description

cpulcombined

cpulidle

cpulirg

cpulnice

cpulsoftirg

cpulstolen
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Combined load

Idle

Irq

Nice

Soft Irg

Stolen

Combined load (User + Sys + Nice
+ Wait)

Idle time fraction of total available
cpu (cpu load)

Interrupt time fraction of total
available cpu (cpu load)

Nice time fraction of total
available cpu (cpu load)

Soft interrupt time fraction of
total available cpu (cpu load)

Stolen time fraction of total
available cpu (cpu load)
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Table 1-103. CPU Metrics for the Remote Collector (continued)

Metric Key

cpulsys

cpuluser

cpulwait

cpultotal

cpulallCpuCombined

cpulallCpuTotal_ghz
cpulallCpuCombined_ghz

cpulallCpuCombined_percent

Metric Name

Sys

User

Wait

Total available for a cpu

Total combined load for all cpus

Available
Used

CPU usage

Table 1-104. Device Metrics for the Remote Collector

Description

Sys time fraction of total available
cpu (cpu load)

User time fraction of total
available cpu (cpu load)

Wait time fraction of total
available cpu (cpu load)

Total available for a cpu

Total combined load for all cpus
(cpu load)

Available
Used

CPU usage (%)

Metric Key

deviceliops

devicelawait

Metric Name

Reads/writes per second

Average transaction time

Table 1-105. Service Metrics for the Remote Collector

Description

Average number of read/write
commands issued per second
during the collection interval

Average transaction time
(milliseconds)

Metric Key

service|proc|fdUsage

Metric Name

Total number of open file descriptors

Table 1-106. NTP Metrics for the Remote Collector

Description

Total number of open file
descriptors (Linux). Total number
of open handles (Windows)

Metric Key
ntplserverCount
ntplunreachableCount

ntplunreachable
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Metric Name
Configured server count
Unreachable server count

Unreachable

Description
Configured server count
Unreachable server count

Is the NTP server unreachable.
Value of O is reachable, 1 means
the server was not reached or
didn't respond.
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VRealize Automation 7.x Metrics

vRealize Automation 7.x collects metrics for objects such as, deployment, blueprint, reservation,
business group, tenant, user, vRealize Automation World, and the vRealize Automation
Management Pack Instance.

Managed Resources Object as a Filter in vRealize Automation

vRealize Automation 7.x uses filters to display the VMware vCenter adapter objects that are
managed by or have some association with vRealize Automation. Some of the dashboards have
widgets that are configured to display only VMware vCenter adapter objects that vRealize
Automation manages or is associated with. vRealize Automation uses an object called Managed
Resources as a filter to display only those objects. All of these resources are placed under the
Managed Resources object of type vRealize Automation Entity Status. The absence of this filter
causes all VMware vCenter adapter objects to be displayed in the widgets. If you delete the
Managed Resources object, the adapter re-creates the object, but the dashboards display
incorrect information in the widgets that use this filter. If you delete the Managed Resources
object, you must manually configure the widgets in the dashboard and select the Managed
Resources object as a filter in each section that displays the VMware vCenter adapter objects.

Blueprint Metrics
vRealize Automation collects metrics for objects such as the blueprint object.

Table 1-107. Blueprint Metrics

Group Name

Deployment Count
Deployment Count
Deployment Count

Deployment Count

Business Group Metrics

Metrics

Total Deployments
Total Off

Total on

VM Count

vRealize Automation collects metrics for objects such as the business group object.

Table 1-108. Business Group Metrics

Property Name
Memory
Memory
Memory
Memory
Memory

Memory
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Metrics
Allocation (MB)
Free(MB)
Reserved(MB)
Used(MB)
Allocated (%)

Used (%)
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Table 1-108. Business Group Metrics (continued)

Property Name
Storage
Storage
Storage
Storage
Storage
Storage
Quota
Quota
Quota
Quota
Summary
Summary
Summary
Summary

Summary

Metrics

Allocation (GB)
Free(GB)
Reserved(GB)
Used(GB)

Allocated (%)

Used (%)

Reserved

Used

Free

Used (%)

VM count
Deployment Count
Failed Requests count
Total Reservation Count

Failed Request Count

You can also view capacity analytics generated metrics for the business group object.

Deployment Metrics

vRealize Automation collects the metrics for the deployment object.

Table 1-109. Deployment Metrics

Property Name
Summary
Deployment
Deployment

Deployment

Reservation Metrics

Metrics

VM Count
Deployment Time
Approval Time

Cost to Date

vRealize Automation collects metrics for objects such as the reservation object.
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Table 1-110. Reservation Metrics

Property Metrics

Average Deployment Time Memory/|Allocation (MB)

The total allocated memory on the cluster compute
resource.

Memory|Free(MB)

The free memory on the cluster compute resource.

Memory|Reserved (MB)

The total reserved memory on the reservation.

Memory|Total

The total physical memory of the cluster compute
resource.

Memory|Used (MB)

Memory|Memory Allocated on all VMs

The total memory allocated on this reservation.

Memory|Allocated (%)

The percentage of total memory allocated on the cluster
compute resource.

Memory|Used (%)

The percentage of memory used on the cluster compute
resource.

StoragelAllocation (GB)

Storage|Total

The total physical storage of the cluster compute resource.
StoragelFree(GB)

Storage|Reserved(GB)

Storage|Used(GB)

StoragelAllocation (%)

Storagel|Used (%)

The storage percentage used on the cluster compute
resource.

QuotalReserved
QuotalUsed
QuotalFree

QuotalUsed (%)

The quota percentage used on the reservation.
Summary|VM count

Summary|Powered Off

Summary|Total Datastores

Summary| Datastores
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You can also view capacity analytics generated metrics for the reservation object.

Tenant Metrics

vRealize Automation collects metrics for objects such as the tenant object.

Table 1-111. Tenant Metrics

Property Name
Memory
Memory
Memory
Memory
Memory
Memory
Storage
Storage
Storage
Storage
Storage
Storage
Quota
Quota
Quota
Quota
Summary
Summary
Summary
Summary
Summary
Summary
Summary
Summary

Summary

Metrics

Allocation (MB)
Free(MB)
Reserved(MB)
Used(MB)

Allocated (%)

Used (%)

Allocation (GB)
Free(GB)
Reserved(GB)
Used(GB)

Allocated (%)

Used (%)

Reserved

Used

Free

Used (%)

VM count
Deployment Count
Failed Requests count
Powered off VM count
Total Business Group
Total Blueprint

Total Deployment
Total Reservation

Failed Request Count

You can also view capacity analytics generated metrics for the tenant object.

VRealize Automation World Metrics

vRealize Automation collects metrics for objects such as the vRealize Automation World object.
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Table 1-112. vRealize Automation World Metrics

Group Name Metrics

Summary Total VRA Instance
Summary Total Tenants

Summary Total Business Group Count
Summary Total Reservation Count
Summary Total Blueprint Count
Summary Total Deployment Count
Summary Total Cluster Count
Summary VM Count

VRealize Automation Management Pack Instance Metrics

vRealize Automation collects metrics for objects such as the vRealize Automation Management
Pack Instance object.

Table 1-113. vRealize Automation Management Pack Instance Metrics

Group Name Metrics

Summary VM Count

Summary Total Business Group Count
Summary Total Blueprint Count
Summary Total Deployment Count
Summary Total Reservation Count
Summary Total Tenant Count

User Metrics

vRealize Automation collects metrics for objects such as the user object.

Table 1-114. User Metrics

Property Name Metrics

Summary Failed Request Count
Summary Finalized Request Count
Summary Running Request Count

VRealize Automation 8.x Metrics

vRealize Automation 8.x collects metrics for objects such as, cloud zone, project, deployment,
blueprint, cloud account, user, and cloud automation services world Instance.
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Blueprint Metrics
vRealize Automation 8.x collects metrics for objects such as blueprint object.

Table 1-115. Blueprint Metrics

Property Name Metrics

Summary VMCount

Project Metrics

vRealize Automation 8.x collects metrics for objects such as project object.

Table 1-116. Project Metrics

Property Name Metrics

Summary VMCount

Summary TotalDeployments
Summary TotalCloudZones
Summary TotalBlueprints
Summary Metering|Additional price
Summary Metering|CPU Price
Summary Metering|Memory price
Summary Metering|Storage Price
Summary Metering|Total price

Deployment Metrics
vRealize Automation 8.x collects the metrics for the deployment object.

Table 1-117. Deployment Metrics

Property Name Metrics

Summary Metering|Additional price
Summary Metering|CPU Price
Summary Metering|Memory price
Summary Metering|Storage Price
Summary Metering|Total price
Summary Metering|Partial price

Organization Metrics

vRealize Automation 8.x collects the metrics for the organization object.
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Table 1-118. Organization Metrics

Property Name Metrics

Summary TotalBlueprints
Summary TotalProjects
Summary VMCount
Summary TotalDeployments
Summary TotalCloudZones

VRealize Adapter 8.x Metrics

vRealize Automation 8.x collects the metrics for the vRealize adapter object.

Table 1-119. vRealize Adapter 8.x Metrics

Property Name Metrics

Summary TotalCloudZones
Summary VMCount
Summary TotalDeployments
Summary TotalBlueprints
Summary TotalProjects

Cloud Automation Services World Metrics

vRealize Automation 8.x collects the metrics for the Cloud Automation Services world object.

Table 1-120. Cloud Automation Services World Metrics

Property Name Metrics

Summary TotalDeployments
Summary VMCount
Summary TotalCloudZones
Summary TotalProjects
Summary TotalBlueprints

Cloud Automation Services Entity Status Metrics

vRealize Automation 8.x collects the metrics for the Cloud Automation Services (CAS) entity
status object.

Table 1-121. Cloud Automation Services Entity Status Metrics

Property Name Metrics

Summary TotalClusters
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Metrics for vSAN

vRealize Operations Manager collects metrics for vSAN objects.

In the menu, click Environment > All Objects > vSAN Adapter. Select one of the vSAN adapter

objects listed and click the Metrics tab.

Disk I/O and Disk Space Metrics for vSAN Disk Groups

The vRealize Operations Manager collects the metrics you use to monitor the performance of

your VSAN disk groups.
Disk I/O metrics for the vSAN disk groups include:
m  Disk I/O|Reads Per Second (IOPS)

m  Disk I/O|Writes Per Second (IOPS

m Disk I/O|Max Observed Reads Per Second (IOPS)

m  Disk I/O|Max Observed Writes Per Second (IOPS)

= Disk I/O|Throughput Read (bps)

m  Disk I/O|Throughput Write (bps)

m  Disk I/O|Average Read Latency (ms)
m  Disk I/O|Average Write Latency (ms)
m Disk I/OlTotal Bus Resets

m  Disk I/O|Total Commands Aborted per second

The following Disk I/O metrics are disabled by default:

s Disk I/OlRead Count

= Disk I/O|Write Count

m Disk I/O|Average Device Latency

m Disk I/OlAverage Device Read Latency

m Disk I/O|Average Device Write Latency

m  Disk I/OlTotal Number of Errors

Disk space metrics for vSAN disk groups include:
m  Disk SpacelCapacity (bytes)

m  Disk Spacel|Used (bytes)

m  Disk SpacelUsage (%)
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Read Cache Metrics for vSAN Disk Groups

The vRealize Operations Manager collects metrics and performs capacity trend analysis on a
hybrid vSAN read cache. Read Cache metrics are not collected for a vSAN all-flash configuration.

Read cache metrics for the vSAN disk group include:

Read CachelHit Rate (%)

Read Cache|Miss Rate Ratio

Read CachelReads Per Second (IOPS)
Read Cache|Read Latency (ms)

Read Cache|Writes Per Second (IOPS)

Read Cache|Write Latency (ms)

The following read cache metrics are disabled by default:

Read CachelRead I/O Count

Read Cache|Write I/O Count

Write Buffer Metrics for vSAN Disk Groups

The vRealize Operations Manager collects the metrics you use to monitor the write buffer
capacity of your vVSAN disk groups.

A reasonably balanced system consumes a significant amount of write buffer. Before placing
additional workload on the VSAN, check the write buffer metrics for the vSAN disk group.

Write Buffer|Capacity (bytes)

Write Buffer|Free (%)

Write Buffer|Usage (%)

Write Buffer|Used (byte)

Write Buffer|Reads Per Second (IOPS)
Write Buffer|Read Latency (ms)

Write Buffer|Writes Per Second (IOPS)

Write Buffer|Write Latency (ms)

The following write buffer metrics are disabled by default:

Write Buffer|Read I/O Count

Write Buffer|Write I/O Count
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Congestion Metrics for vSAN Disk Groups

The vRealize Operations Manager collects congestion metrics for the vSAN disk group.
m  Congestion| Memory Congestion - Favorite

m  Congestion| SSD Congestion - Favorite

m  Congestion| IOPS Congestion - Favorite

m  Congestion| Slab Congestion

m  Congestion| Log Congestion

m  Congestion| Comp Congestion

Cache De-stage Metrics for vSAN Disk Groups

The vRealize Operations Manager collects cache de-stage metrics for the vSAN disk groups.

Cache de-stage metrics include:
m Bytes De-stage from SSD

m  Zero-bytes De-stage

Resync Traffic Metrics for vSAN Disk Groups

The vRealize Operations Manager collects resync traffic metrics for the vSAN disk groups.
Resync traffic metrics include:

m  Read IOPS for Resync Traffic

m  Write IOPS for Resync Traffic

m  Read Throughput for Resync Traffic

m  Write Throughput for Resync Traffic

m  Read Latency for Resync Traffic

m  Write Latency for Resync Traffic

Metrics for vSAN Cluster

The vRealize Operations Manager collects the metrics you use to monitor the performance of

your VSAN cluster.

Metrics for vSAN cluster include:

VMware, Inc.

209



vRealize Operations Definitions for Metrics, Properties, and Alerts

Component

Component Limit

Disk Space

Read Cache

Performance

Deduplication And Compression
Overview

Summary

KPI

VMware, Inc.

Metrics

vSAN|Component LimitlComponent Limit Used (%)
VSAN|Component Limit|Total Component Limit

vSAN|Component Limit|Used Component Limit

VSAN|Disk Space|Disk Space Used (%)
vSAN|Disk Spacel|Total Disk Space (GB)
VvSAN|Disk Spacel|Used Disk Space (GB)

vSAN|Read Cachel|Read Cache Reserved (%)
vSAN|Read Cache|Reserved Read Cache Size (GB)
vSAN|Read Cachel|Total Read Cache Size (GB)

vSAN|Read Cache|Reads Per Second (IOPS)
VvSAN|Read Cache|Read Throughput (KBps)
vSAN|Read CachelAverage Read Latency (ms)
vSAN|Read Cache|Writes Per Second (IOPS)
vSAN|Read Cache|Write Throughput (KBps)
vSAN|Read CachelAverage Write Latency (ms)
vSAN|Read Cachel|Congestion

vSAN|Read Cache|Outstanding I/O
vSAN|Read Cache|Total IOPS

vSAN|Read Cache|Total Latency (ms)
vSAN|Read Cache|Total Throughput (KBps)

vSAN|Deduplication And Compression Overview|Used Before
VSAN|Deduplication And Compression Overview|Used After

VSAN|Deduplication And Compression Overview|Savings

vSAN|Deduplication And Compression Overview|Ratio

Summary|Number of Cache Disks
Summary|Total Number of Capacity Disks
Summary|CPU Workload

Summary|Memory Workload

Summary|Total Number of Disk Groups
Summary|Total Active Alerts Count
Summary|Total Number of VMs

Summary|Total Number of Hosts
Summary|lvSAN Cluster Capacity Remaining (%)
Summary|VSAN Cluster Storage Time Remaining

Summary|vSAN Capacity Disk Used

KPI|Sum Host VMKernel Packets Dropped

KPI|Count Disk Group Congestion Above 50

KPIIMax Disk Group Congestion

KPIISum Disk Group Errors

KPIIMin Disk Group Capacity Free

KPIIMin Disk Group Read Cache Hit Rate

KPIIMin Disk Group Write Buffer Free

KPI|Max Disk Group Read Cache/Write Buffer Latency
KPIIMax Capacity Disk Latency
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Component

10 Size

Resynchronization Status
( Metrics applicable for vSAN 6.7
and later)

Stretched Cluster

Metrics

VvSAN Cluster | All Metrics | vSAN | Performance | I/O Size (KB)
VSAN Cluster | All Metrics | vSAN | Performance | Read I/O Size (KB)
VSAN Cluster | All Metrics | vVSAN | Performance | Write 1/O Size (KB)

VSAN Cluster | All Metrics | vSAN | Resync | Bytes left to resync (bytes)
VSAN Cluster | All Metrics | vVSAN | Resync | Resyncing Objects

VvSAN|Stretched Cluster|Latency Between Sites|Preferred and Secondary (ms)
VSANI|Stretched Cluster|Latency Between Sites|Preferred and Witness (ms)

VSAN|Stretched Cluster|Latency Between Sites|Secondary and Witness (ms)

Metrics for vSAN Enabled Host

The vRealize Operations Manager collects the metrics you use to monitor the performance of

your VSAN enabled host.

Metrics for a vSAN enabled host include:

Component

Component Limit

Disk Space

Read Cache

Performance Metrics

m  Network

m  CPU Utilization
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Metrics
®  VSAN|Component Limit|Component Limit Used (%)
m  VSAN|Component Limit|Total Component Limit
m  vSAN|Component LimitlUsed Component Limit
m  VSAN|Disk Space|Disk Space Used (%)
m  vSAN|Disk Space|Total Disk Space (GB)
m  vSAN|Disk Space|Used Disk Space (GB)
m  VSAN|Read CachelRead Cache Reserved (%)
m  VvSAN|Read CachelReserved Read Cache Size (GB)
VSAN|Read Cache|Total Read Cache Size (GB)
m vSAN|PerformancelNetworklinbound Packets Loss Rate
m  VSAN|Performance|Network|Outbound Packets Loss Rate
m  vSAN|PerformancelNetwork|<vnic>|Inbound Packets Loss rate (%)
m  VvSAN|Performance|Network|<vnic>|Outbound Packets Loss Rate (%)
m  VSAN|Performance|Network|<vnic>[Inbound Packets Per second
m  vSAN|PerformancelNetwork|<vnic>|Outbound Packets Per second
m  vSAN|Performance|Network|<vnic>|Throughput Inbound (KBps)
m  vSAN|PerformancelNetwork|<vnic>|Throughput Outbound (KBps)
m  VvSAN | Performance | CPU | Core Utilization (%) (For Hyper-Threading Technology)
B VSAN | Performance | CPU | PCPU Utilization (%)
m  VSAN | Performance | CPU | PCPU Usage (%)
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Metrics for vSAN Datastore

The vRealize Operations Manager collects the metrics you use to monitor the performance of
your VSAN datastore.

Datastore 1/O metrics for vSAN datastore include:
m Datastore I/O|Reads Per Second (IOPS)

m Datastore I/O|Read Rate (KBps)

m Datastore I/O|Read Latency (ms)

m Datastore I/O|Writes Per Second (IOPS)

m Datastore I/O|Write Rate (KBps)

m Datastore I/O|Write Latency (ms)

m Datastore I/O|Outstanding I/O requests

m Datastore I/O|Congestion

Metrics for vSAN Cache Disk

The vRealize Operations Manager collects the metrics you use to monitor the performance of
your VSAN cache disk.

Metrics for vSAN cache disk include:
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Component

Performance

SCSI SMART Statistics

Note SMART data
collection is disabled by
default. To enable SMART
data collection, ensure
that the Enable SMART
data collection instance
identifier is set to true. For
proper data collection,
ensure that ESXi hosts in
your vCenter Server
inventory have CIM
service enabled and CIM
providers for each SMART
metric installed.

Capacity

VMware, Inc.

Metrics

Performance|Bus Resets

Performance|Commands Aborted Per Second

The following performance metrics are disabled by default:

Performance|Device Latency (ms)
Performance|Device Read Latency (ms)
Performance|Device Write Latency (ms)
Performance|Read Requests Per Second
Performance|Average Reads Per Second
Performance|Write Requests Per Second
Performance|Average Writes Per Second
Performance|Read Rate
Performance|Write Rate
Performance|Usage

Performance|HDD Errors

SCSI SMART Statistics|Health Status

SCSI SMART Statistics|Media Wearout Indicator

SCSI SMART Statistics|Write Error Count

SCSI SMART Statistics|Read Error Count

SCSI SMART Statistics|Power on Hours

SCSI SMART Statistics|Reallocated Sector Count

SCSI SMART Statistics|Raw Read Error Rate

SCSI SMART Statistics|Drive Temperature

SCSI SMART StatisticsIMaximum Observed Drive Temperature
SCSI SMART Statistics|Drive Rated Max Temperature
SCSI SMART Statistics|Write Sectors TOT Count

SCSI SMART Statistics|Read Sectors TOT Count

SCSI SMART Statisticsl|Initial Bad Block Count

SCSI SMART Statistics|Worst Media Wearout Indicator
SCSI SMART Statistics|Worst Write Error Count

SCSI SMART Statistics|Worst Read Error Count

SCSI SMART Statistics|Worst Power-on Hours

SCSI SMART Statistics|Power Cycle Count

SCSI SMART Statistics|Worst Power Cycle Count

SCSI SMART Statistics|Worst Reallocated Sector Count
SCSI SMART Statistics|Worst Raw Read Error Rate
SCSI SMART Statistics|Worst Driver Rated Max Temperature
SCSI SMART Statistics|Worst Write Sectors TOT Count
SCSI SMART Statistics|Worst Read Sectors TOT Count
SCSI SMART Statistics|Worst Initial Bad Block Count

vSAN|Health|Capacity|Total Disk Capacity (GB)
vSAN|Health|Capacity|Used Disk Capacity (GB)
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Component Metrics

Congestion Health [ ]

Performance

vSAN|Health|Congestion Health|Congestion Value

vSAN|Performance|Physical Layer Reads Per Second
vSAN|Performance|Physical Layer Writes Per Second
vSAN|Performance|Physical Layer Read Throughput (KBps)
vSAN|Performancel|Physical Layer Write Throughput (KBps)
vSAN|Performance|Physical Layer Read Latency (ms)
vSAN|Performance|Physical Layer Write Latency (ms)
VvSAN|PerformancelPhysical Layer Read Count
VSAN|Performance|Physical Layer Write Count
vSAN|Performance|Device Average Latency (ms)

vSAN|Performance|Guest Average Latency (ms)

Metrics for vSAN Capacity Disk

The vRealize Operations Manager collects the metrics you use to monitor the performance of
your VSAN capacity disk.

Metrics for vSAN capacity disk include:

VMware, Inc.
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Component

Performance

SCSI SMART Statistics

Note SMART data collection is
disabled by default. To enable
SMART data collection, ensure that
the Enable SMART data
collection instance identifier is set
to true. For proper data collection,
ensure that ESXi hosts in your
vCenter Server inventory have CIM
service enabled and CIM providers
for each SMART metric installed.

Capacity

VMware, Inc.

Metrics

Performance|Bus Resets

Performance|Commands Aborted Per Second

The following performance metrics are disabled by default:

Performance|Device Latency (ms)
Performance|Device Read Latency (ms)
Performance|Device Write Latency (ms)
Performancel|Read Requests Per Second
Performance|Average Reads Per Second
Performance|Write Requests Per Second
Performance|Average Writes Per Second
Performance|Read Rate
Performance|Write Rate
PerformancelUsage

Performance|HDD Errors

SCSI SMART Statistics|Health Status

SCSI SMART Statistics|Media Wearout Indicator

SCSI SMART Statistics|Write Error Count

SCSI SMART Statistics|Read Error Count

SCSI SMART Statistics|Power on Hours

SCSI SMART Statistics|Reallocated Sector Count

SCSI SMART Statistics|Raw Read Error Rate

SCSI SMART Statistics|Drive Temperature

SCSI SMART Statistics|Maximum Observed Drive Temperature
SCSI SMART Statistics|Drive Rated Max Temperature
SCSI SMART Statistics|Write Sectors TOT Count

SCSI SMART Statistics|Read Sectors TOT Count

SCSI SMART StatisticslInitial Bad Block Count

SCSI SMART Statistics|Worst Media Wearout Indicator
SCSI SMART Statistics|Worst Write Error Count

SCSI SMART Statistics|Worst Read Error Count

SCSI SMART Statistics|Worst Power-on Hours

SCSI SMART Statistics|Power Cycle Count

SCSI SMART Statistics|Worst Power Cycle Count

SCSI SMART Statistics|Worst Reallocated Sector Count
SCSI SMART Statistics|Worst Raw Read Error Rate
SCSI SMART Statistics|Worst Driver Rated Max Temperature
SCSI SMART Statistics|Worst Write Sectors TOT Count
SCSI SMART Statistics|Worst Read Sectors TOT Count
SCSI SMART Statistics|Worst Initial Bad Block Count

vSAN|Health|Total Disk Capacity (GB)
vSAN|Health|Used Disk Capacity (GB)
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Component
Congestion Health

Performance

Metrics

vSAN|Health|Congestion Value

vSAN|PerformancelPhysical Layer Reads Per Second
vSAN|Performance|Physical Layer Writes Per Second
vSAN|Performance|Physical Layer Read Throughput (KBps)
vSAN|Performancel|Physical Layer Write Throughput (KBps)
vSAN|Performance|Physical Layer Read Latency (ms)
vSAN|Performance|Physical Layer Write Latency (ms)
vSAN|Performancel|Physical Layer Read Count
VSAN|PerformancelPhysical Layer Write Count
vSAN|Performance|Device Average Latency (ms)
vSAN|Performance|Guest Average Latency (ms)
VSAN|Performancel|vSAN Layer Reads Per Second
vSAN|Performance|lvSAN Layer Writes Per Second
vSAN|Performance|lvSAN Layer Read Latency (ms)
vSAN|Performance|lvSAN Layer Write Latency (ms)
vSAN|Performance|lvSAN Layer Read Count
VSAN|Performance|vSAN Layer Write Count

Properties for vSAN capacity disk include:

= Name
m  Size

= Vendor
m Type

m Queue Depth

Metrics for vSAN Fault Domain Resource Kind

The vRealize Operations Manager collects the metrics you use to monitor the performance of

your VSAN stretched cluster with fault domain.

Metrics for vSAN fault domain resource kind includes:

= CPU

VMware, Inc.

Demand

Demand (MHz)

Demand without overhead (MHz)

Overhead (MHz)

Reserved Capacity (MHz)

Total Capacity (MHz)

VM CPU Usage (MHZz)
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. Workload (%)
m  Disk Space
s Demand
m Workload (%)
= Memory
m  Contention (KB)
s Demand
m  Host Usage (KB)
m  Machine Demand (KB)
m  Reserved Capacity (KB)
m  Total Capacity (KB)
m  Utilization (KB)
m Workload (%)
= VSAN
m  Disk Space
m  Total Disk Space (GB)
m  Used Disk Space (GB)

Metrics for vSAN World

The vRealize Operations Manager collects the metrics you use to monitor the performance of
your VSAN world.

Metrics for vSAN world include:

= Summary|Total Number of VMs

m  Summary|Total Number of Hosts

= Summary|Total IOPS

= Summary|Total Latency

m  Summary|Total Number of Clusters

m  Summary|Total Number of DiskGroups

m  Summary|Total Number of Cache Disks

m  Summary|Total Number of Capacity Disks
m  Summary|Total Number of Datastores

= Summary|Total vVSAN Disk Capacity (TB)
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= Summary|Total vVSAN Disk Capacity Used (TB)
m  Summary|Remaining Capacity (TB)
m  SummarylRemaining Capacity (%)

m  Summary|Total Savings by Deduplication and Compression (GB)

Capacity Model for vSAN Objects

The capacity model introduced in vRealize Operations Manager 6.7 now extends the support for
VSAN objects like, vVSAN cluster, Fault domains, and Cache/Capacity disks. The Capacity tab
provides Time Remaining data for the selected vSAN cluster, Fault domain, Cache/Capacity Disk
objects. The information is presented in a graphical format.

Where You Find the Capacity Tab

In the menu, click Environment, then select a group, custom data center, application, or
inventory object. The Object details page appears. Click the Capacity tab.

The vRealize Operations Manager defines the capacity model for the following vVSAN resource
containers:

m  VSAN Cluster
m  Disk Space
= VSAN Fault Domain
s CPU
s Memory
m  Disk Space
s VSAN Cache/Capacity Disk

m  Disk Space

Understanding the Capacity Tab

For the selected vSAN resource, the capacity tab lists the capacity used and Time Remaining
until the associated CPU, memory, and disk space resources, respectively, run out.

m If you select the VSAN cluster, the capacity tab lists the capacity used and time remaining
until the associated disk space runs out.

m If you select the VSAN Fault Domain, the capacity tab lists the capacity used and time
remaining until the associated CPU, memory, and disk space resources run out.

m If you select the vVSAN Cache/Capacity Disk Space, the capacity tab lists capacity used and
time remaining until the associated disk space runs out.
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The available graph depicts - for your choice of CPU, memory, or disk space - the amount of
resource used, plotted against time. A line on the graph shows 100 percent usable capacity and a
trend line projects how swiftly resource use is approaching 100 percent. The time line shows
when the selected resource is to reach capacity.

Metrics for the Operating Systems and Remote Service
Monitoring Plug-ins in End Point Operations Management

vRealize Operations Manager collects metrics for the object types in the Operating Systems and
Remote Service Monitoring plug-ins.

Due to rounding in metric time calculation, there can be situations in which the Resource
Availability metric is rounded up. Rounding up the metric appears as gaps in the metrics reported
by the End Point Operations Management agent. However, the metrics are fully reported.

Operating Systems Plug-in Metrics

The Operating Systems plug-in collects metrics for object types such Linux, AlX, Solaris, and
Windows. The Operating Systems plug-in also collects metrics for Windows services, Script
services, and Multiprocess services.

End Point Operations Management agents discover file systems and automatically monitor them
for read/write rates, total capacity, used capacity, and so on.

AlIX Metrics

The Operating Systems Plug-in discovers the metrics for the AIX object type. AIX 6.1and 7.1 are
supported.

Table 1-122. AIX Metrics

Name Category KPI

Resource Availability AVAILABILITY True
System Uptime AVAILABILITY True
File System Reads/Writes THROUGHPUT False
File System Reads/Writes per Minute THROUGHPUT False
Tcp Passive Opens THROUGHPUT False
Tcp Out Segs per Minute THROUGHPUT False
Tcp Attempt Fails THROUGHPUT False
Tcp Estab Resets per Minute THROUGHPUT False
Tcp Retrans Segs THROUGHPUT False
Tcp Out Segs THROUGHPUT False
Tcp Estab Resets THROUGHPUT False
Tcp Active Opens THROUGHPUT False

VMware, Inc.
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Table 1-122. AIX Metrics (continued)

Name

Tcp Curr Estab

Tcp In Errs

Tcp In Errs per Minute

Tcp Active Opens per Minute
Tcp Out Rsts per Minute

Tcp Out Rsts

Tcp Attempt Fails per Minute
Tcp Passive Opens per Minute
Tcp In Segs per Minute

Tcp In Segs

Tcp Retrans Segs per Minute
Cpu Wait Time

Cpu Idle

Cpu Idle Time

Cpu Idle Time per Minute

Cpu Wait Time per Minute

Cpu Usage

Cpu Wait

Cpu Nice

Free Memory

Load Average 15 Minutes

Load Average 5 Minutes

Load Average 1 Minute

Nfs Server V3 Write per Minute
Nfs Server V3 Readlink per Minute
Nfs Server V3 Readdirplus per Minute
Nfs Server V3 Commit per Minute
Nfs Server V3 Access

Nfs Server V3 Access per Minute
Nfs Server V3 Rename per Minute
Nfs Server V3 Fsstat per Minute
Nfs Server V3 Create per Minute
Nfs Server V3 Mkdir per Minute

Nfs Server V3 Mknod

VMware, Inc.

Category
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION

UTILIZATION

KPI

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

True

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False
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Table 1-122. AIX Metrics (continued)

Name

Nfs Server V3 Read per Minute
Nfs Server V3 Fsstat

Nfs Server V3 Link

Nfs Server V3 Write

Nfs Server V3 Lookup per Minute
Nfs Server V3 Link per Minute
Nfs Server V3 Rmdir per Minute
Nfs Server V3 Mkdir

Nfs Server V3 Remove per Minute
Nfs Server V3 Symlink

Nfs Server V3 Symlink per Minute
Nfs Server V3 Remove

Nfs Server V3 Null

Nfs Server V3 Readdirplus

Nfs Server V3 Readdir

Nfs Server V3 Getattr per Minute
Nfs Server V3 Read

Nfs Server V3 Lookup

Nfs Server V3 Pathconf

Nfs Server V3 Readlink

Nfs Server V3 Pathconf per Minute
Nfs Server V3 Mknod per Minute
Nfs Server V3 Setattr per Minute
Nfs Server V3 Setattr

Nfs Server V3 Create

Nfs Server V3 Fsinfo per Minute
Nfs Server V3 Fsinfo

Nfs Server V3 Getattr

Nfs Server V3 Rmdir

Nfs Server V3 Readdir per Minute
Nfs Server V3 Rename

Nfs Server V3 Commit

Nfs Server V3 Null per Minute

Number of CPUs

VMware, Inc.

Category

UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION

UTILIZATION

KPI

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

221



vRealize Operations Definitions for Metrics, Properties, and Alerts

Table 1-122. AIX Metrics (continued)

Name

Page Major faults

Percent Used Memory
Page Major faults per Second
Page Faults per Second
Page Faults

Percent Used Swap
Percent Free Swap

Percent Free Memory
Running Processes
Sleeping Processes
Stopped Processes

System Cpu Time per Minute
System Cpu

System Cpu Time

Swap Used

Swap Pages In

Swap Pages In per Minute
Swap Total

Swap Free

Swap Pages Out

Swap Pages Out per Minute
Total disk capacity

Total Processes

Total Memory

Total disk usage

User Cpu Time

User Cpu

User Cpu Time per Minute
Used Memory

Zombie Processes

Linux Metrics

The Operating Systems Plug-in discovers the metrics for the Linux object type.
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Category

UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION

UTILIZATION

KPI

False

True

False

False

False

True

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False
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Table 1-123. Linux Metrics

Name

Resource Availability
System Uptime

File System Reads/Writes

File System Reads/Writes per
Minute

Tcp Attempt Fails

Tcp State Established

Tcp Estab Resets per Minute
Tcp Retrans Segs

Tcp State LISTEN

Tcp State CLOSING

Tcp State SYN_SENT

Tcp State TIME_WAIT

Tcp State SYN_RECV

Tcp In Errs per Minute

Tcp Out Segs per Minute
Tcp Passive Opens per Minute
Tcp Out Segs

Tcp Estab Resets

Tcp Active Opens

Tcp Outbound Connections
Tcp Curr Estab

Tcp In Errs

Tcp Inbound Connections
Tcp Active Opens per Minute
Tcp Out Rsts per Minute

Tcp In Segs

Tcp Retrans Segs per Minute
Tcp Passive Opens

Tcp Out Rsts

Tcp State FIN_WAIT1

Tcp State FIN_WAIT2

Tcp State CLOSE_WAIT

Tcp In Segs per Minute
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Category

AVAILABILITY
AVAILABILITY
THROUGHPUT

THROUGHPUT

THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT

THROUGHPUT

KPI

True

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False
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Table 1-123. Linux Metrics (continued)

Name

Tcp State CLOSE

Tcp State LAST_ACK

Tcp Attempt Fails per Minute
Cpu Stolen

Cpu Wait Time

Cpu Irg Time per Minute
Cpu Softlrg Time

Cpu Stolen Time per Minute
Cpu Stolen Time

Cpu Idle Time

Cpu Irq

Cpu Softlrg Time per Minute
Cpu Idle Time per Minute
Cpu Wait Time per Minute
Cpu Irg Time

Cpu Softlrg

Cpu Idle

Cpu Usage

Cpu Wait

Cpu Nice

Free Memory

Free Memory (+ buffers/cache)
Load Average 15 Minutes
Load Average 5 Minutes
Load Average 1 Minute

Nfs Server V3 Readlink per
Minute

Nfs Server V3 Readdirplus per
Minute

Nfs Server V3 Commit per Minute
Nfs Server V3 Access

Nfs Server V3 Access per Minute
Nfs Server V3 Remove

Nfs Server V3 Rename per
Minute
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Category
THROUGHPUT
THROUGHPUT
THROUGHPUT
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION

UTILIZATION

UTILIZATION

UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION

UTILIZATION

KPI

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

True

False

False

False

False

False

False

False

False

False

False

False

False

False

False
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Table 1-123. Linux Metrics (continued)

Name

Nfs Server V3 Fsstat per Minute
Nfs Server V3 Create per Minute
Nfs Server V3 Mkdir per Minute
Nfs Server V3 Mknod

Nfs Server V3 Read per Minute
Nfs Server V3 Fsstat

Nfs Server V3 Link

Nfs Server V3 Write

Nfs Server V3 Remove per
Minute

Nfs Server V3 Lookup per Minute
Nfs Server V3 Link per Minute
Nfs Server V3 Rmdir per Minute
Nfs Server V3 Mkdir

Nfs Server V3 Mknod per Minute
Nfs Server V3 Getattr per Minute
Nfs Server V3 Null

Nfs Server V3 Readdirplus

Nfs Server V3 Lookup

Nfs Server V3 Pathconf

Nfs Server V3 Readlink

Nfs Server V3 Write per Minute
Nfs Server V3 Readdir

Nfs Server V3 Setattr per Minute
Nfs Server V3 Setattr

Nfs Server V3 Read

Nfs Server V3 Pathconf per
Minute

Nfs Server V3 Symlink per Minute
Nfs Server V3 Fsinfo per Minute
Nfs Server V3 Fsinfo

Nfs Server V3 Getattr

Nfs Server V3 Rmdir

Nfs Server V3 Readdir per
Minute
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Category

UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION

UTILIZATION

UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION

UTILIZATION

UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION

UTILIZATION

KPI

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False
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Table 1-123. Linux Metrics (continued)

Name

Nfs Server V3 Create

Nfs Server V3 Rename

Nfs Server V3 Commit

Nfs Server V3 Null per Minute
Number of CPUs

Page Major faults

Page Major faults per Second
Page Faults per Second
Percent Free Swap

Percent Free Memory
Percent Used Memory
Percent Used Swap

Page Faults

Running Processes

Sleeping Processes

Stopped Processes

Swap Pages Out per Minute
Swap Pages In per Minute
Swap Free

Swap Pages Out

Swap Used

Swap Total

Swap Pages In

System Cpu

System Cpu Time per Minute
System Cpu Time

Total disk capacity

Total Processes

Total Memory

Total disk usage

User Cpu Time

Used Memory (- buffers/cache)
User Cpu

User Cpu Time per Minute
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Category

UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION

UTILIZATION

KPI

False

False

False

False

False

False

False

False

False

False

True

True

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False
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Table 1-123. Linux Metrics (continued)

Name
Used Memory

Zombie Processes

Solaris Metrics

Category
UTILIZATION

UTILIZATION

KPI

False

False

The Operating Systems Plug-in discovers the metrics for the Solaris object type. Solaris x86 and

SPARC are supported.

Table 1-124. Solaris Metrics

Name
Resource Availability
System Uptime

File System Reads/Writes

File System Reads/Writes per Minute

TCP Attempt Fails

TCP State Established

TCP Estab Resets per Minute
TCP Retrans Segs

TCP State LISTEN

TCP State CLOSING

TCP State SYN_SENT

TCP State TIME_WAIT

TCP State SYN_RECV

TCP In Errs per Minute

TCP Out Segs per Minute
TCP Passive Opens per Minute
TCP Out Segs

TCP Estab Resets

TCP Active Opens per Minute
TCP Outbound Connections
TCP Curr Estab

TCP In Errs

TCP Inbound Connections
TCP Active Opens

TCP Out Rsts per Minute

TCP In Segs
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Category

AVAILABILITY
AVAILABILITY
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT

THROUGHPUT

KPI

True

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False
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Table 1-124. Solaris Metrics (continued)

Name

TCP Retrans Segs per Minute
TCP Passive Opens

TCP Out Rsts

TCP State FIN_WAIT1

TCP State FIN_WAIT2

TCP State CLOSE_WAIT

TCP In Segs per Minute

TCP State CLOSE

TCP State LAST_ACK

TCP Attempt Fails per Minute
Cpu Wait Time

Cpu Idle Time

Cpu Idle Time per Minute

Cpu Wait Time per Minute

Cpu Idle

Cpu Usage

Cpu Wait

Cpu Nice

Free Memory

Load Average 15 Minutes

Load Average 5 Minutes

Load Average 1 Minute

Nfs Server V3 Readlink per Minute
Nfs Server V3 Readdirplus per Minute
Nfs Server V3 Commit per Minute
Nfs Server V3 Access

Nfs Server V3 Access per Minute
Nfs Server V3 Remove

Nfs Server V3 Rename per Minute
Nfs Server V3 Fsstat per Minute
Nfs Server V3 Create per Minute
Nfs Server V3 Mkdir per Minute
Nfs Server V3 Mknod

Nfs Server V3 Read per Minute
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Category
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION

UTILIZATION

KPI

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

True

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

228



vRealize Operations Definitions for Metrics, Properties, and Alerts

Table 1-124. Solaris Metrics (continued)

Name

Nfs Server V3 Fsstat

Nfs Server V3 Link

Nfs Server V3 Write

Nfs Server V3 Remove per Minute
Nfs Server V3 Lookup per Minute
Nfs Server V3 Link per Minute
Nfs Server V3 Rmdir per Minute
Nfs Server V3 Mkdir

Nfs Server V3 Mknod per Minute
Nfs Server V3 Getattr per Minute
Nfs Server V3 Null

Nfs Server V3 Readdirplus

Nfs Server V3 Lookup

Nfs Server V3 Pathconf

Nfs Server V3 Readlink

Nfs Server V3 Write per Minute
Nfs Server V3 Readdir

Nfs Server V3 Setattr per Minute
Nfs Server V3 Setattr

Nfs Server V3 Read

Nfs Server V3 Pathconf per Minute
Nfs Server V3 Symlink per Minute
Nfs Server V3 Symlink

Nfs Server V3 Fsinfo per Minute
Nfs Server V3 Fsinfo

Nfs Server V3 Getattr

Nfs Server V3 Rmdir

Nfs Server V3 Readdir per Minute
Nfs Server V3 Create

Nfs Server V3 Rename

Nfs Server V3 Commit

Nfs Server V3 Null per Minute
Number of CPUs

Page Major faults
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Category

UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION

UTILIZATION

KPI

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False
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Table 1-124. Solaris Metrics (continued)

Name Category KPI

Page Major faults per Second UTILIZATION False
Page Faults per Second UTILIZATION False
Percent Free Swap UTILIZATION False
Percent Free Memory UTILIZATION False
Percent Used Memory UTILIZATION True
Percent Used Swap UTILIZATION True
Page Faults UTILIZATION False
Running Processes UTILIZATION False
Sleeping Processes UTILIZATION False
Stopped Processes UTILIZATION False
Swap Pages Out per Minute UTILIZATION False
Swap Pages In per Minute UTILIZATION False
Swap Free UTILIZATION False
Swap Pages Out UTILIZATION False
Swap Used UTILIZATION False
Swap Total UTILIZATION False
Swap Pages In UTILIZATION False
System Cpu UTILIZATION False
System Cpu Time per Minute UTILIZATION False
System Cpu Time UTILIZATION False
Total disk capacity UTILIZATION False
Total Processes UTILIZATION False
Total Memory UTILIZATION False
Total disk usage UTILIZATION False
User Cpu Time UTILIZATION False
User Cpu UTILIZATION False
User Cpu Time per Minute UTILIZATION False
Used Memory UTILIZATION False
Zombie Processes UTILIZATION False

Microsoft Windows Metrics

The Operating Systems Plug-in discovers the metrics for the Microsoft Windows object type.
Microsoft Windows Server 2012 R2 and 2008 R2 are supported.
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Table 1-125. Microsoft Windows Metrics

Name

Resource Availability
System Uptime

Avg. Disk sec/Transfer

File System Reads/Writes

File System Reads/Writes per Minute

Tcp Attempt Fails

Tcp State Established

Tcp Estab Resets per Minute
Tcp Retrans Segs

Tcp State LISTEN

Tcp State CLOSING

Tcp State SYN_SENT

Tcp State TIME_WAIT

Tcp State SYN_RECV

Tcp In Errs per Minute

Tcp Out Segs per Minute
Tcp Passive Opens per Minute
Tcp Out Segs

Tcp Estab Resets

Tcp Active Opens

Tcp Outbound Connections
Tcp Curr Estab

Tcp In Errs

Tcp Inbound Connections
Tcp Active Opens per Minute
Tcp Out Rsts per Minute

Tcp In Segs

Tcp Retrans Segs per Minute
Tcp Passive Opens

Tcp Out Rsts

Tcp State FIN_WAIT1

Tcp State FIN_WAIT2

Tcp State CLOSE_WAIT

Tcp In Segs per Minute

VMware, Inc.

Category

AVAILABILITY
AVAILABILITY
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT
THROUGHPUT

THROUGHPUT

KPI

True

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False
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Table 1-125. Microsoft Windows Metrics (continued)

Name

Tcp State CLOSE

Tcp State LAST_ACK

Tcp Attempt Fails per Minute

Cpu Idle Time

Cpu Idle Time per Minute

Cpu Usage

Free Memory

Memory Page Faults/sec

Memory System Driver Resident Bytes
Memory Available Bytes

Memory System Driver Total Bytes
Memory % Committed Bytes In Use
Memory Standby Cache Core Bytes
Memory Transition Pages RePurposed/sec
Memory Write Copies/sec

Memory Available KBytes

Memory Page Reads/sec

Memory Committed Bytes

Memory Pool Nonpaged Bytes
Memory System Code Resident Bytes
Memory Page Writes/sec

Memory Available MBytes

Memory Standby Cache Normal Priority Bytes
Memory Pages/sec

Memory Modified Page List Bytes
Memory Cache Faults/sec

Memory Pool Nonpaged Allocs
Memory System Code Total Bytes
Memory Pool Paged Allocs

Memory Pages Input/sec

Memory Pool Paged Bytes

Memory Pool Paged Resident Bytes
Memory Cache Bytes

Memory Standby Cache Reserve Bytes
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Category
THROUGHPUT
THROUGHPUT
THROUGHPUT
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION

UTILIZATION

KPI

False

False

False

False

False

True

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False
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Table 1-125. Microsoft Windows Metrics (continued)

Name

MemoryFreeSystemPageTableEntries
Memory Free %26 Zero Page List Bytes

Memory System Cache Resident Bytes

Memory Cache Bytes Peak
Memory Commit Limit
Memory Transition Faults/sec
Memory Pages Output/sec
Number of CPUs

Percent Free Swap

Percent Free Memory
Percent Used Memory
Percent Used Swap
Running Processes
Sleeping Processes
Stopped Processes

Swap Pages Out per Minute
Swap Pages In per Minute
Swap Free

Swap Pages Out

Swap Used

Swap Total

Swap Pages In

System Cpu

System Cpu Time per Minute
System Cpu Time

Total disk capacity

Total Processes

Total Memory

Total disk usage

User Cpu Time

User Cpu

User Cpu Time per Minute
Used Memory

Zombie Processes
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Category

UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION

UTILIZATION

KPI

False

False

False

False

False

False

False

False

False

False

True

True

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

True

False

False

False

False

False

False
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Windows Service Metrics

The Operating Systems Plug-in discovers the metrics for Windows Service.

Table 1-126. Windows Services Metrics

Name

Resource Availability

Start Time

Start Type

Cpu User Time

Cpu Usage

Cpu Total Time per Minute
Cpu System Time per Minute
Cpu Total Time

Cpu User Time per Minute
Cpu System Time

Memory Size

Open Handles

Resident Memory Size

Threads

Category
AVAILABILITY
AVAILABILITY
AVAILABILITY
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION
UTILIZATION

UTILIZATION

KPI

True

False

False

False

True

False

False

False

False

False

True

False

False

False

If you stop an End Point Operations Management agent by using Windows Services, and remove

the data directory from inside the agent installation directory, when you start the agent again,

using Windows Services, no metrics are collected. If you are deleting the data directory, do not

use Windows Services to stop and start an End Point Operations Management agent. Stop the

agent using epops-agent.bat stop. Delete the data directory, then start the agent using epops-

agent.bat start.

Script Metrics

The Operating Systems Plug-in discovers the metrics for the Script service. The metrics will be

available only if the shell script is configured.
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Table 1-127. Script Metrics

Name Category KPI Description

Resource Availability AVAILABILITY True Displays if the script is
available or not. If the value
is "O" the script is
unavailable. If the value is
"100" the script it available.

Key: Availability|Resource

Availability

Execution Time THROUGHPUT True Time spent to run the script.
Key: Throughput|Execution
Time (ms)

Result Value UTILIZATION True Exit value of the script. If the

script contains "echo 1", the
the value is 1. If the script
contains "echo 0", the value
will be O.

Key: Utilization|Result value

Multiprocess Service Metrics
The Operating Systems Plug-in discovers the metrics for the Multiprocess service.

Table 1-128. Multiprocess Metrics

Name Category KPI
Resource Availability AVAILABILITY True
Cpu User Time UTILIZATION False
Cpu Usage UTILIZATION True
Cpu Total Time per Minute UTILIZATION False
Cpu System Time per Minute UTILIZATION False
Cpu Total Time UTILIZATION False
Cpu User Time per Minute UTILIZATION False
Cpu System Time UTILIZATION False
Memory Size UTILIZATION True
Number of Processes UTILIZATION False
Resident Memory Size UTILIZATION False
NFS Metrics

The End Point Operations Management agents collect metrics for the NFS-mounted file systems.

The following metrics are collected.
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Name Category
Resource Availability Availability
Use Percent (%) Utilization
Total Bytes Free (KB) Utilization

Remote Service Monitoring Plug-in Metrics

The Remote Service Monitoring plug-in collects metrics for object types such HTTP Check, TCP
Check, and ICMP Check.

HTTP Check Metrics

The Remote Service Monitoring Plug-in discovers the metrics for the HTTP Check object type.

Table 1-129. HTTP Check Metrics

Name Category KPI

Resource Availability AVAILABILITY True
Last Modified AVAILABILITY False
State CLOSE THROUGHPUT False
State CLOSE_WAIT THROUGHPUT False
State ESTABLISHED THROUGHPUT False
Inbound Connections THROUGHPUT False
State TIME_WAIT THROUGHPUT False
All Inbound Connections THROUGHPUT False
State SYN_SENT THROUGHPUT False
State FIN_WAIT2 THROUGHPUT False
Outbound Connections THROUGHPUT False
State LAST_ACK THROUGHPUT False
Response Time THROUGHPUT True
State CLOSING THROUGHPUT False
All Outbound Connections THROUGHPUT False
State SYN_RECV THROUGHPUT False
State FIN_WAIT1 THROUGHPUT False
Response Code UTILIZATION True

ICMP Check Metrics

The Remote Service Monitoring Plug-in discovers the metrics for the ICMP Check object type.
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Table 1-130. ICMP Check Metrics

Name Category KPI
Resource Availability AVAILABILITY True
Response Time THROUGHPUT True

TCP Check Metrics
The Remote Service Monitoring Plug-in discovers the metrics for the TCP Check object type.

Table 1-131. TCP Check Metrics

Name Category KPI

Resource Availability AVAILABILITY True
Response Time THROUGHPUT True
State CLOSE THROUGHPUT False
State CLOSE_WAIT THROUGHPUT False
State ESTABLISHED THROUGHPUT False
Inbound Connections THROUGHPUT False
State TIME_WAIT THROUGHPUT False
All Inbound Connections THROUGHPUT False
State SYN_SENT THROUGHPUT False
State FIN_WAIT2 THROUGHPUT False
Outbound Connections THROUGHPUT False
State LAST_ACK THROUGHPUT False
State CLOSING THROUGHPUT False
All Outbound Connections THROUGHPUT False
State SYN_RECV THROUGHPUT False
State FIN_WAIT1 THROUGHPUT False

Metrics for Microsoft Azure

vRealize Operations Manager collects metrics for Microsoft Azure adapter objects.
On the menu, click Environment > All Objects > Microsoft Azure Adapter and expand an object.
Select one of the object instances and click the Metrics tab.

Virtual Machine Metrics

The following metrics are available for each Virtual Machine instance of the Management Pack for
Microsoft Azure in vRealize Operations Manager .

For more information about each metric, see the Microsoft Azure documentation at https://
docs.microsoft.com/en-us/azure/azure-monitor/platform/metrics-supported.
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Name

Type

Unit

Aggregation Type

Description

Percentage CPU

OS Type

OS VHD URI

Service Tier

FQDN

Disk Read Bytes

Disk Write Bytes

Disk Read
Operations/Sec

Disk Write
Operations/Sec

Network In Total

Network Out Total

Metric

Property

Property

Property

Property

Metric

Metric

Metric

Metric

Metric

Metric

Cosmos DB Metrics

Percent

String

String

String

String

Bytes

Bytes

Count Per Second

Count Per Second

Bytes

Bytes

Average

Not applicable.

Not applicable.

Not applicable.

Not applicable.

Average

Average

Average

Average

Total

Total

The percentage of
allocated compute
units that are currently
in use by the Virtual
Machine.

The type of operating
system.

The virtual hard disk
URI of the operating
system.

The size of the Virtual
Machine.

The fully qualified
domain name of the
Virtual Machine.

The average bytes
read from the disk
during the monitoring
period.

The average bytes
written to the disk
during the monitoring
period.

The average number
of requests read from
the disk per second.

The average number
of requests written to
the disk per second.

The number of bytes
received on all
network interfaces by
the Virtual Machine.

The number of bytes
out on all network
interfaces by the
Virtual Machine.

The following metrics are available for each Cosmos DB instance of the Management Pack for
Microsoft Azure in vRealize Operations Manager .

For more information about each metric, see the Microsoft Azure documentation at https://
docs.microsoft.com/en-us/azure/cosmos-db/cosmos-db-azure-monitor-metrics.
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Name

Type

Unit

Aggregation Type

Description

Available Storage

Data Usage

Document Count

Document Quota

Index Usage

Metric

Metric

Metric

Metric

Metric

SQL Server Metrics

Bytes

Bytes

Count

Bytes

Bytes

Total

Total

Total

Total

Total

The total available
storage reported at 5-
minutes granularity
per region.

The total data usage
reported at 5-minutes
granularity per region.

The total document
count reported at 5-
minutes granularity

per region.

The total storage
quota reported at 5-
minutes granularity
per region.

The total index usage
reported at 5-minutes
granularity per region.

The following metrics are available for each SQL Server instance of the Management Pack for

Microsoft Azure in vRealize Operations Manager .

For more information about each metric, see the Microsoft Azure documentation at https://

docs.microsoft.com/en-us/azure/azure-monitor/platform/metrics-supported.

Name

Type

Unit

Aggregation Type

Description

CPU Percentage

SQL Version

Data IO Percentage

DTU Used

In-Memory OLTP
Storage Percent

VMware, Inc.

Metric

Property

Metric

Metric

Metric

Percent

String

Percent

Count

Percent

Average

Not applicable.

Average

Average

Average

The average
percentage of CPU
used in the SQL Server
databases.

The version of the SQL
Server.

The average
percentage of data IO
used in the SQL Server
databases.

The average number
of DTUs used in the
DTU-based SQL
Server databases.

The average
percentage of in-
memory OLTP storage
in the SQL Server
databases.
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Name Type Unit Aggregation Type Description

Log IO Percentage Metric Percent Average The average
percentage of log 10
used in the SQL Server
databases.

Sessions Percentage Metric Percent Average The average
percentage of
sessions in the SQL
Server databases.

Workers Percentage Metric Percent Average The average
percentage of workers
in the SQL Server
databases.

SQL Database Metrics

The following metrics are available for each SQL Database instance of the Management Pack for
Microsoft Azure in vRealize Operations Manager .

For more information about each metric, see the Microsoft Azure documentation at https://
docs.microsoft.com/en-us/azure/azure-monitor/platform/metrics-supported.

Name Type Unit Aggregation Type Description

CPU Percentage Metric Percent Average The percentage of
CPU in use.

Data IO Percentage Metric Percent Average The percentage of

data IO in use.

Log IO Percentage Metric Percent Average The percentage of log
10 in use. Not
applicable to data
warehouses.

DTU Percentage Metric Percent Average The percentage of
DTU in use. Applies to
DTU-based databases.

Data Space Used Metric Bytes Maximum The total size of the
database. Not
applicable to data

warehouses.
Successful Metric Count Total The number of
Connections successful connections

to the database.

Failed Connections Metric Count Total The number of failed
connections to the
database.
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Name

Type

Unit

Aggregation Type

Description

Blocked by Firewall

Deadlocks

Data Space Used
Percent

In-Memory OLTP
Storage Percent

Workers Percentage

Sessions Percentage

DTU Limit

DTU Used

CPU Limit

CPU Used

DWU Limit

DWU Percentage
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Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Count

Count

Percent

Percent

Percent

Percent

Count

Count

Count

Count

Count

Percent

Total

Total

Maximum

Average

Average

Average

Average

Average

Average

Average

Maximum

Maximum

The number of
connections to the
database blocked by
firewall.

The number of
deadlocks. Not
applicable to data
warehouses.

The percentage of
database size. Not
applicable to data
warehouses or hyper-
scale databases.

The percentage of in-
memory OLTP
storage. Not
applicable to data
warehouses.

The percentage of
workers. Not
applicable to data
warehouses.

The percentage of
sessions. Not
applicable to data
warehouses.

The maximum number
of DTUs. Applies to
DTU-based databases.

The number of DTUs
used. Applies to DTU-
based databases.

The maximum number
of CPUs. Applies to
vCore-based
databases.

The number of CPUs
used. Applies to
vCore-based
databases.

The maximum number
of DWUSs. Applies only
to data warehouses.

The percentage of
DWUs used. Applies
only to data
warehouses.
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Name Type Unit Aggregation Type Description

DWU Used Metric Count Maximum The number of DWUs
used. Applies only to
data warehouses.

DW Node Level CPU Metric Percent Average The DW node level

Percentage CPU percentage.

DW Node Level Data Metric Percent Average The DW node level

10 Percentage Data IO percentage.

Cache Hit Percentage Metric Percent Maximum The percentage of
cache hits. Applies
only to data
warehouses.

Cache Used Metric Percent Maximum The percentage of

Percentage cache used. Applies
only to data
warehouses.

Local tempdb Metric Percent Average The local tempdb

Percentage percentage. Applies
only to data
warehouses.

App CPU Billed Metric Count Total The number of app
CPUs billed. Applies to
server-less databases.

App CPU Percentage Metric Percent Average The app CPU
percentage. Applies to
server-less databases.

App Memory Used Metric Percent Average The percentage of app

Percentage memory used. Applies
to server-less
databases.

Data Space Allocated Metric Bytes Average The data space

MySQL Server Metrics

allocated. Not
applicable to data
warehouses.

The following metrics are available for each MySQL Server instance of the Management Pack for

Microsoft Azure in vRealize Operations Manager .

For more information about each metric, see the Microsoft Azure documentation at https://

docs.microsoft.com/en-us/azure/azure-monitor/platform/metrics-supported.
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Name

Type

Unit

Aggregation Type

Description

CPU Percent

Memory Percent

10 Percent

Storage Percent

Storage Used

Storage Limit

Server Log Storage
Percent

Server Log Storage
Used

Server Log Storage

Limit

Active Connections

Failed Connections

Replication Lag in
Seconds

Backup Storage Used

Network Out

Network In
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Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Percent

Percent

Percent

Percent

Bytes

Bytes

Percent

Bytes

Bytes

Count

Count

Seconds

Bytes

Bytes

Bytes

Average

Average

Average

Average

Average

Average

Average

Average

Average

Average

Total

Average

Average

Total

Total

The percentage of
CPU in use.

The percentage of
memory in use.

The percentage of 10
in use.

The percentage of
storage used out of
the server's maximum.

The amount of storage
in use. The storage
used by the service
includes the database
files, transaction logs,
and the server logs.

The maximum storage
for the server.

The percentage of
server log storage
used out of the

server's maximum
server log storage.

The amount of server
log storage in use.

The maximum server
log storage for the
server.

The number of active
connections to the
server.

The number of failed
connections to the
server.

The number of
seconds the replica
server is lagging
against the primary
server.

The amount of backup
storage used.

The Network Out
across active
connections.

The Network In across
active connections.
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PostgreSQL Server Metrics

The following metrics are available for each PostgreSQL Server instance of the Management

Pack for Microsoft Azure in vRealize Operations Manager .

For more information about each metric, see the Microsoft Azure documentation at https://

docs.microsoft.com/en-us/azure/azure-monitor/platform/metrics-supported.

Name Type Unit Aggregation Type Description

CPU Percent Metric Percent Average The percentage of
CPU in use.

Memory Percent Metric Percent Average The percentage of
memory in use.

10 Percent Metric Percent Average The percentage of 10
in use.

Storage Percent Metric Percent Average The percentage of
storage used out of
the server's maximum.

Storage Used Metric Bytes Average The amount of storage
in use. The storage
used by the service
includes the database
files, transaction logs,
and the server logs.

Storage Limit Metric Bytes Average The maximum storage
for the server.

Server Log Storage Metric Percent Average The percentage of

Percent server log storage
used out of the
server's maximum
server log storage.

Server Log Storage Metric Bytes Average The amount of server

Used log storage in use.

Server Log Storage Metric Bytes Average The maximum server

Limit log storage for the
server.

Active Connections Metric Count Average The number of active
connections to the
server.

Failed Connections Metric Count Total The number of failed
connections to the
server.

Backup Storage Used Metric Bytes Average The amount of backup
storage used.

Network Out Metric Bytes Total The Network Out

VMware, Inc.

across active
connections.
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Name Type Unit Aggregation Type Description

Network In Metric Bytes Total The Network In across
active connections.

Replica Lag Metric Seconds Maximum The number of
seconds the replica
server is lagging
against the primary
server.

Max Lag Across Metric Bytes Maximum The lag in bytes of the

Replicas most lagging replica

Network Interface Metrics

server.

The following metrics are available for each Network Interface instance of the Management Pack

for Microsoft Azure in vRealize Operations Manager .

For more information about each metric, see the Microsoft Azure documentation at https://

docs.microsoft.com/en-us/azure/azure-monitor/platform/metrics-supported.

Name Type Unit Aggregation Type Description

Bytes Sent Metric Count Total The number of bytes
the Network Interface
sent.

Bytes Received Metric Count Total The number of bytes
the Network Interface
received.

Packets Sent Metric Count Total The number of
packets the Network
Interface sent.

Packets Received Metric Count Total The number of

Load Balancer Metrics

packets the Network
Interface received.

The following metrics are available for each Load Balancer instance for the Management Pack for

Microsoft Azure in vRealize Operations Manager .

For more information about each metric, see the Microsoft Azure documentation at https://

docs.microsoft.com/en-us/azure/azure-monitor/platform/metrics-supported.

VMware, Inc.
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Name

Type

Unit

Aggregation Type

Description

Data Path Availability

Health Probe Status

Byte Count

Packet Count

Metric

Metric

Metric

Metric

Count

Count

Count

Count

Average

Average

Total

Total

Metrics for Management Pack for AWS

The average Load
Balancer data path
availability per time
duration.

The average Load
Balancer health probe
status per time
duration.

The total number of
bytes transmitted
within a time period.

The total number of
packets transmitted
within a time period.

The Management Pack for AWS imports Amazon ElastiCache metrics which collect data for
vRealize Operations Manager components.

EC2 Metrics

The following metrics are available for each EC2 instance in your vRealize Operations Manager

environment.

For a description of each metric, see the Amazon Web Service documentation at http://
docs.aws.amazon.com/AmazonCloudWatch/latest/DeveloperGuide/ec2-metricscollected.html.

Table 1-132. EC2 Metrics

Name
DiskReadOps
DiskWriteOps
DiskReadBytes
DiskWriteBytes
Disk I/O
CPUUtilization
CPUCreditUsage
CPUCreditBalance
Networkin
NetworkOut
NetworkPacketsin

NetworkPacketsOut

VMware, Inc.

Category
Disk Space
Disk Space
Disk Space
Disk Space
Disk Space
CPU

CPU

CPU
Network
Network
Network

Network

Type

Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric

Metric

Unit
Count
Count
Bytes
Bytes
Count
Percent
Count
Count
Bytes
Bytes
Count

Count

Instanced

No

No

No

No

No

No

No

No

No

No

No

No
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Table 1-132. EC2 Metrics (continued)

Name
Network I/O
StatusCheckFailed

StatusCheckFailed_In
stance

StatusCheckFailed_S
ystem

Runtime

Memory Available
MemoryUsed
MemoryUtilization
SwapUsed
SwapUtilization
pagefileAvailable
pagefileUsed
pagefileUtilization
DiskSpaceAvailable
DiskSpaceUsed
DiskSpaceUtilization
VolumAuvailable
VolumeUsed
VolumeUtilization
sec

Processor Queue
Length

Category
Network
Status

Status

Status

Status
Memory
Memory
Memory
Memory
Memory
Memory
Memory
Memory
Filesystem
Filesystem
Filesystem
Filesystem
Filesystem
Filesystem
Perfmon

Perfmon

EC2 Volume Metrics

The following metrics are available for each EC2 Volume instance in your vRealize Operations

Manager environment.

For a description of each metric, see the Amazon Web Service documentation at http://

Type
Metric
Metric

Metric

Metric

Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric

Metric

Unit
Count
Count

Count

Count

Hours
Megabytes
Megabytes
Percent
Megabytes
Percent
Megabytes
Megabytes
Percent
Gigabytes
Gigabytes
Percent
Gigabytes
Gigabytes
Percent
Count

Count

Instanced

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

docs.aws.amazon.com/AWSEC2/latest/UserGuide/monitoring-volume-status.html

Table 1-133. EC2 Volume Metrics

Name
VolumeReadBytes
VolumeWriteBytes

VolumeReadOps

VMware, Inc.

Category
Disk Space
Disk Space

Disk Space

Type
Metric
Metric

Metric

Unit
Bytes
Bytes

Count

Instanced
No
No

No
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Table 1-133. EC2 Volume Metrics (continued)

Name
VolumeWriteOps

VolumeTotalReadTim
e

VolumeTotalWriteTi
me

VolumeldleTime
VolumeQueuelLength

VolumeThroughputP
ercentage

VolumeConsumedRe
adWriteOps

VolumeCapacity

EC2 Load Balancer Metrics

The following metrics are available for each EC2 Load Balancer instance in your vRealize
Operations Manager environment.

For a description of each metric, see the Amazon Web Service documentation at http://
docs.aws.amazon.com/ElasticLoadBalancing/latest/DeveloperGuide/

Category
Disk Space

Disk Space

Disk Space

Disk Space
Disk Space

Disk Space

Disk Space

Disk Space

Type
Metric

Metric

Metric

Metric
Metric

Metric

Metric

Metric

US_MonitoringLoadBalancerWithCW.html

Table 1-134. EC2 Load Balancer Metrics

Unit
Count

Seconds

Seconds

Seconds

Count

Percent

Count

Count

Instanced

No

No

No

No

No

No

No

No

Name

Latency
RequestCount
HealthyHostCount
UnHealthyHostCount
HTTPCode_ELB_4XX
HTTPCode_ELB_5XX

HTTPCode_Backend_
2XX

HTTPCode_Backend_
3XX

HTTPCode_Backend_
4XX

HTTPCode_Backend_
5XX

BackendConnectionE
rrors

VMware, Inc.

Category
General
General
General
General
General
General

General

General

General

General

General

Type

Metric
Metric
Metric
Metric
Metric
Metric

Metric

Metric

Metric

Metric

Metric

Unit
Seconds
Count
Count
Count
Count
Count

Count

Count

Count

Count

Count

Instanced

No

No

No

No

No

No

No

No

No

No

No
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Table 1-134. EC2 Load Balancer Metrics (continued)

Name Category Type Unit
SurgeQueuelength General Metric Count
SpilloverCount General Metric Count

Network Load Balancer Metrics

The following metrics are available for each Network Load Balancer instance in your vRealize

Operations Manager environment.

Table 1-135. Network Load Balancer Metrics

Instanced

No

No

Name Category Type Unit
HealthyHostCount General Metric Count
UnHealthyHostCount  General Metric Count
ActiveFlowCount General Metric Count
ConsumedLCUs General Metric Count
NewFlowCount General Metric Count
ProcessedBytes General Metric Bytes
TCP_Client_Reset_Co  General Metric Count
unt

TCP_ELB_Reset_Cou  General Metric Count
nt

TCP_Target_Reset_C  General Metric Count
ount

Application Load Balancer Metrics

Instanced

No

No

No

No

No

No

No

No

No

The following metrics are available for each Application Load Balancer instance in your vRealize

Operations Manager environment.

Table 1-136. Application Load Balancer Metrics

Name Category Type Unit
ActiveConnectionCou  General Metric Count
nt

ConsumedLCUs General Metric Count
ClientTLSNegotiation  General Metric Count
ErrorCount

Latency General Metric Seconds
RequestCount General Metric Count
HealthyHostCount General Metric Count
UnHealthyHostCount  General Metric Count

VMware, Inc.

Instanced

No

No

No

No

No

No

No
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Table 1-136. Application Load Balancer Metrics (continued)

Name

HTTPCode_ELB_4XX
Count

HTTPCode_ELB_5XX
Count

HTTPCode_Target_2
XX_Count

HTTPCode_Target_3
XX_Count

HTTPCode_Target_4
XX_Count

HTTPCode_Target_5
XX_Count

IPv6ProcessedBytes
IPv6RequestCount
NewConnectionCount

RejectedConnectionC
ount

ProcessedBytes
RuleEvaluations
TargetResponseTime

TargetTLSNegotiatio
nErrorCount

Category

General

General

General

General

General

General

General
General
General

General

General
General
General

General

Type

Metric

Metric

Metric

Metric

Metric

Metric

Metric
Metric
Metric

Metric

Metric
Metric
Metric

Metric

EC2 Auto Scale Group Metrics

The following metrics are available for each EC2 Auto Scale Group instance in your vRealize
Operations Manager environment.

For a description of each metric, see the Amazon Web Service documentation at http://
docs.aws.amazon.com/AutoScaling/latest/DeveloperGuide/as-instance-monitoring.html

Table 1-137. EC2 Auto Scale Group Metrics

Unit

Count

Count

Count

Count

Count

Count

Bytes
Count
Count

Count

Bytes
Count
Seconds

Count

Instanced

No

No

No

No

No

No

No

No

No

No

No

No

No

No

Name
GroupMinSize
GroupMaxSize

GroupDesiredCapacit
\

GrouplnServicelnstan
ces

GroupPendinglnstanc
es

VMware, Inc.

Category
General
General

General

General

General

Type
Metric
Metric

Metric

Metric

Metric

Unit
Count
Count

Count

Count

Count

Instanced

No

No

No

No

No
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Table 1-137. EC2 Auto Scale Group Metrics (continued)

Name Category Type Unit Instanced
GroupTerminatinglnst  General Metric Count No
ances

GroupTotallnstances General Metric Count No
DiskReadOps Disk Metric Count No
DiskWriteOps Disk Metric Count No
DiskReadBytes Disk Metric Bytes No
DiskWriteBytes Disk Metric Bytes No
Aggregate Disk I/O Disk Metric Bytes No
Aggregate Disk I/O Disk Metric Count No
CPUUtilization CPU Metric Percent No
Networkln Network Metric Bytes No
NetworkOut Network Metric Bytes No
StatusCheckFailed Status Metric Count No
StatusCheckFailed_In  Status Metric Count No
stance

StatusCheckFailed_S  Status Metric Count No
ystem

EMR Job Flow Metrics

The following metrics are available for each EMR Job Flow instance in your vRealize Operations
Manager environment.

For a description of each metric, see the Amazon Web Service documentation at http://
docs.aws.amazon.com/AmazonCloudWatch/latest/DeveloperGuide/emr-metricscollected.html

Table 1-138. EMR Job Flow Metrics

Name Category Type Unit Instanced
CoreNodesPending Health Metric Count No
CoreNodesRunning Health Metric Count No
JobsFailed Health Metric Count No
JobsRunning Health Metric Count No
LiveDataNodes Health Metric Percent No
LiveTaskTrackers Health Metric Percent No
MissingBlocks Health Metric Count No
TaskNodesPending Health Metric Count No
TaskNodesRunning Health Metric Count No
TotalLoad Health Metric Count No

VMware, Inc.
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Table 1-138. EMR Job Flow Metrics (continued)

Name

CapacityRemainingG
B

CorruptBlocks

PendingDeletionBloc
ks

UnderReplicatedBloc
ks

dfs.FSNamesystem.P

endingReplicationBlo

cks

HDFSBytesRead

HDFSBytesWritten

HDFSUtilization

ISldle

MapSlotsOpen

ReduceSlotsOpen

RemainingMapTasks

RemainingMapTasksP

erSlot

RemainingReduceTas

ks

RunningMapTasks

RunningReduceTasks

S3BytesRead

S3BytesWritten

HBaseMostRecentBa

ckupDuration

HBaseTimeSincelLast
SuccessfulBackup

VMware, Inc.

Category

Health

Health

Health

Health

Health

Performance and
Progress

Performance and
Progress

Performance and
Progress

Performance and
Progress

Performance and
Progress

Performance and
Progress

Performance and
Progress

Performance and
Progress

Performance and
Progress

Performance and
Progress

Performance and
Progress

Performance and
Progress

Performance and
Progress

HBase Backups

HBase Backups

Type

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Unit

Count

Count

Count

Count

Count

Count

Count

Percent

Count

Percent

Percent

Count

Ratio

Count

Count

Count

Count

Count

Minutes

Minutes

Instanced

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No
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Entity Status Metrics

The following metrics are available for each Entity Status instance in your vRealize Operations

Manager environment.

Table 1-139. Entity Status Metrics

Name
Total EC2 Instances
Active EC2 Instances

Number of S3
Buckets

Number of EC2
Volumes

Number of Load
Balancers

Number of Auto
Scaling Groups

Number of EMR Job
Flows

Number of
ElastiCache Clusters

Number of
ElastiCache Nodes

Number of RDS DB
Instances

Number of Lambda
Functions

Number of Redshift
Clusters

Number of Redshift
Nodes

Number of ECR
Repositories

Number of ECR
Images

Number of SQS
Queues

Number of
WorkSpaces

Number of ECS
Clusters

Number of ECS
Services

VMware, Inc.

Category
General
General

General

General

General

General

General

General

General

General

General

General

General

General

General

General

General

General

General

Type
Metric
Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Unit

Instanced

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No
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Table 1-139. Entity Status Metrics (continued)

Name

Number of
DynamoDB Tables

Number of
DynamoDB
Accelerator Clusters

Number of
DynamoDB
Accelerator Nodes

Number of VPC NAT
Gateways

Number of
Application Load
Balancers

Number of
CloudFormation
Stacks

Number of Network
Load Balancers

Number of Classic
Load Balancers

Number of Security
Groups

Number of Elastic IPs

Number of
CloudFront
Distribution

ElastiCache Cache Node Metrics

Category

General

General

General

General

General

General

General

General

General

General

General

Type

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Unit

Instanced

No

No

No

No

No

No

No

No

No

No

No

The following metrics are available for each ElastiCache Cache Node instance in your vRealize

Operations Manager environment.

For a description of each metric, see the Amazon Web Service documentation at http://
docs.aws.amazon.com/AmazonElastiCache/latest/UserGuide/CacheMetrics.Redis.html, http://
docs.aws.amazon.com/AmazonElastiCache/latest/UserGuide/CacheMetrics.HostLevel.html, and

http://docs.aws.amazon.com/AmazonElastiCache/latest/UserGuide/
CacheMetrics.Memcached.html.

Table 1-140. ElastiCache Cache Node Metrics

Name
CPUUtilization
SwapUsage

FreeableMemory

VMware, Inc.

Category
CPU
Memory

Memory

Type
Metric
Metric

Metric

Unit
Percent
Bytes

Bytes

Instanced

No

No

No
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Table 1-140. ElastiCache Cache Node Metrics (continued)

Name
NetworkBytesin
NetworkBytesOut

BytesUsedForCachelt
ems

ytesReadIlntoMemcac
hed

ytesWrittenOutFrom
MemM

BytesUsedForHash
BytesUsedForCache
CasBadval

CasHits

CasMisses
UnusedMemory
CmdFlush

CmdGet

CmdSet
CmdConfigGet
CmdConfigSet
CmdTouch
GetTypeCmds
SetTypeCmds
KeyBasedCmds
StringBasedCmds
HashBasedCmds
ListBasedCmds
SetBasedCmds
SortedSetBasedCmds
CurrConnections
Curritems

DecrHits
DecrMisses
DeleteHits
DeleteMisses

Evictions

VMware, Inc.

Category
Network
Network

Memory

Memory

Memory

Memory
Memory
Memory
Memory
Memory
Memory
Commands
Commands
Commands
Commands
Commands
Commands
Commands
Commands
Commands
Commands
Commands
Commands
Commands
Commands
Performance
Performance
Performance
Performance
Performance
Performance

Performance

Type
Metric
Metric

Metric

Metric

Metric

Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric

Metric

Unit
Bytes
Bytes

Bytes

Bytes

Bytes

Bytes
Bytes
Count
Count
Count
Count
Count
Count
Count
Count
Count
Count
Count
Count
Count
Count
Count
Count
Count
Count
Count
Count
Count
Count
Count
Count

Count

Instanced

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No
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Table 1-140. ElastiCache Cache Node Metrics (continued)

Name

GetHits
GetMisses
IncrHits
IncrMisses
Reclaimed
CurrConfig
EvictedUnfetched
ExpiredUnfetched
SlabsMoved
TouchHits
TouchMisses
NewConnections
Newltems
CacheHits
CacheMisses

ReplicationLag

RDS DB Instance Metrics

The following metrics are available for each RDS DB instance in your vRealize Operations

Category

Performance
Performance
Performance
Performance
Performance
Performance
Performance
Performance
Performance
Performance
Performance
Performance
Performance
Performance
Performance

Performance

Manager environment.

Table 1-141. RDS DB Instance Metrics

Type

Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric

Metric

Unit

Count

Count

Count

Count

Count

Count

Count

Count

Count

Count

Count

Count

Count

Count

Count

Count

Instanced

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

Name
CPUUtilization
CPUCreditUsage
CPUCreditBalance
FreeableMemory
BinLogDiskUsage
DiskQueueDepth
FreeStorageSpace
SwapUsage
ReadlOPS
WritelOPS
ReadLatency

WriteLatency

VMware, Inc.

Category
CPU
CPU
CPU
Memory
Disk
Disk
Disk
Disk
Disk
Disk
Disk

Disk

Type

Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric

Metric

Unit

Percent
Count

Count

Bytes

Bytes

Count

Bytes

Bytes
Count/second
Count/second
Seconds

Seconds

Instanced

No

No

No

No

No

No

No

No

No

No

No

No
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Table 1-141. RDS DB Instance Metrics (continued)

Name Category Type

ReadThroughput Disk Metric
WriteThroughput Disk Metric
DatabaseConnection Peformance Metric

S

Lambda Metrics

Unit
Bytes/seconds
Bytes/seconds

Count

Instanced

No

No

No

The following metrics are available for each Lamda instance in your vRealize Operations Manager

environment.

Table 1-142. Lamda Metrics

Name Category Type
Invocations General Metric
Errors General Metric
Duration General Metric
Throttles General Metric
IlteratorAge General Metric

Redshift Cluster Metrics

Unit

Count
Count
Milliseconds
Count

Milliseconds

Instanced

No

No

No

No

No

The following metrics are available for each Redshift Cluster instance in your vRealize Operations

Manager environment.

Table 1-143. Redshift Cluster Metrics

Name Category Type
CPUUtilization CPU Metric
Average

DatabaseConnection General Metric
S

HealthStatus General Metric
MaintenanceMode General Metric
PercentageDiskSpace Disk Metric
Used

ReadlOPS Disk Metric
ReadLatency Disk Metric
ReadThroughput Disk Metric
WritelOPS Disk Metric
WriteLatency Disk Metric
WriteThroughput Disk Metric

VMware, Inc.

Unit

Percent

Count

Count
Count

Percent

Count/second
Count/second
Bytes/second
Count/second
Seconds

Bytes/second

Instanced

No

No

No

No

No

No

No

No

No

No

No
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Table 1-143. Redshift Cluster Metrics (continued)

Name Category Type Unit
NetworkReceiveThro  Network Metric Bytes/second
ughput

NetworkTransmitThr Network Metric Bytes/second
oughput

Redshift Node Metrics

Instanced

No

No

The following metrics are available for each Redshift Node instance in your vRealize Operations

Manager environment.

Table 1-144. Redshift Node Metrics

Name Category Type Unit
CPUUtilization CPU Metric Percent
Average

DatabaseConnection General Metric Count

s

HealthStatus General Metric Count
MaintenanceMode General Metric Count
PercentageDiskSpace Disk Metric Percent

Used

ReadlOPS Disk Metric Count/second
ReadLatency Disk Metric Count/second
ReadThroughput Disk Metric Bytes/second
WritelOPS Disk Metric Count/second
WriteLatency Disk Metric Seconds
WriteThroughput Disk Metric Bytes/second
NetworkReceiveThro  Network Metric Bytes/second
ughput

NetworkTransmitThr Network Metric Bytes/second
oughput

AWS Workspace Metrics

The following metrics are available for each AWS Workspace instance in your vRealize

Operations Manager environment.

Table 1-145. AWS Workspace Metrics

Instanced

No

No

No

No

No

No

No

No

No

No

No

No

No

Name Category Type Unit
Available General Metric Count
Unhealthy General Metric Count

VMware, Inc.

Instanced

No

No
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Table 1-145. AWS Workspace Metrics (continued)

Name
ConnectionAttempt
ConnectionSuccess
ConnectionFailure
SessionDisconnect
UserConnected
Stopped
Maintenance
SessionLaunchTime

InSessionLatency

ECS Cluster Metrics

The following metrics are available for each ECS Cluster instance in your vRealize Operations

Category
General
General
General
General
General
General
General
General

General

Manager environment.

Table 1-146. ECS Cluster Metrics

Type

Metric
Metric
Metric
Metric
Metric
Metric
Metric
Metric

Metric

Unit

Count

Count

Count

Count

Count

Count

Count

Seconds

Milliseconds

Instanced

No

No

No

No

No

No

No

No

No

Name

CPUReservation
Average

CPUUtilization
MemoryReservation

MemoryUtilization

ECS Service Metrics

Category

CPU

CPU
Memory

Memory

Type

Metric

Metric
Metric

Metric

Unit

Percent

Percent

Percent

Percent

Instanced

No

No

No

No

he following metrics are available for each ECS Service instance in your vRealize Operations
Manager environment.

Table 1-147. ECS Service Metrics

Name

CPUReservation
Average

CPUUtilization
MemoryReservation

MemoryUtilization

VMware, Inc.

Category

CPU

CPU
Memory

Memory

Type

Metric

Metric
Metric

Metric

Unit

Percent

Percent
Percent

Percent

Instanced

No

No

No

No
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DynamoDB Metrics

The following metrics are available for each DynamoDB instance in your vRealize Operations
Manager environment.

Table 1-148. DynamoDB Metrics

Name Category Type Unit Instanced
ConditionalCheckFail General Metric Count No
edRequests

ConsumedReadCapa General Metric Count No
cityUnits

ConsumedWriteCapa  General Metric Count No
cityUnits

OnlinelndexConsume  General Metric Count No
dWriteCapacity

OnlinelndexPercenta General Metric Count No
geProgress

OnlinelndexThrottleE ~ General Metric Count No

vents Average

ReadThrottleEvents General Metric Count No
ReturnedBytes General Metric Count No
Average

ReturnedltemCount General Metric Count No
ReturnedRecordsCou  General Metric Count No
nt

SuccessfulRequestLat  General Metric Count No
ency

SystemErrors General Metric Count No
TimeToLiveDeletedlt General Metric Count No
emCount

ThrottledRequests General Metric Count No
UserErrors General Metric Count No
WriteThrottleEvents General Metric Count No
Average

ProvisionedReadCap General Metric Count No
acityUnits

ProvisionedWriteCap  General Metric Count No
acityUnit

S3 Bucket Metrics

The following metrics are available for each S3 Bucket instance in your vRealize Operations
Manager environment.
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Table 1-149. S3 Bucket Metrics

Name

BucketSizeBytes
Average

BucketSizeBytes
Average

AllRequests Average

GetRequests
Average

PutRequests Average

DeleteRequests
Average

HeadRequests
Average

PostRequests
Average

ListRequests Average

BytesDownloaded
Average

BytesUploaded
Average

4xxErrors
5xXErrors
FirstByteLatency

TotalRequestLatency

VPC Nat Gateway Metrics

The following metrics are available for each VPC Nat Gateway instance in your vRealize
Operations Manager environment.

Category

General

General

General

General

General

General

General

General

General

General

General

General
General
General

General

Type

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric

Metric
Metric
Metric

Metric

Table 1-150. VPC Nat Gateway Metrics

Unit

Bytes

Count

Count

Count

Count

Count

Count

Count

Count

Bytes

Bytes

Count
Count
Milliseconds

Milliseconds

Instanced

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

Name
ErrorPortAllocation

ActiveConnectionCou
nt

ConnectionAttemptC
ount

ConnectionEstablishe
dCount

IdleTimeoutCount
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Category
General

General

General

General

General

Type
Metric

Metric

Metric

Metric

Metric

Unit
Count

Count

Count

Count

Count

Instanced

No

No

No

No

No
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Table 1-150. VPC Nat Gateway Metrics (continued)

Name Category Type Unit Instanced
PacketsOutToDestina  Network Metric Count No
tion

PacketsOutToSource  Network Metric Count No
PacketsinFromSource  Network Metric Count No
PacketsinFromDestin Network Metric Count No
ation

BytesOutToDestinati Network Metric Bytes No
on

BytesOutToSource Network Metric Bytes No
BytesinFromSource Network Metric Bytes No
BytesinFromDestinati  Network Metric Bytes No
on

PacketsDropCount Network Metric Count No

Dax Cluster Metrics

The following metrics are available for each Dax Cluster instance in your vRealize Operations
Manager environment.

Table 1-151. DAX Cluster Metrics

Name Category Type Unit Instanced
ltemCacheMisses General Metric Count No
QueryCacheHits General Metric Count No
ScanCacheHits General Metric Count No
FailedRequestCount General Metric Count No
ScanCacheMisses General Metric Count No
ErrorRequestCount General Metric Count No
QueryCacheMisses General Metric Count No
TotalRequestCount General Metric Count No
EstimatedDbSize General Metric Bytes No
EvictedSize General Metric Bytes No
FaultRequestCount General Metric Count No
ScanRequestCount General Metric Count No
ltemCacheHits General Metric Count No
QueryRequestCount General Metric Count No
DeleteltemRequestCo  General Metric Count No
unt
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Table 1-151. DAX Cluster Metrics (continued)

Name Category Type Unit Instanced
GetltemRequestCoun  General Metric Count No
t

UpdateltemRequestC  General Metric Count No
ount

BatchWriteltemRequ General Metric Count No
estCount

PutltemRequestCount  General Metric Count No
BatchGetltemRequest  General Metric Count No
Count

PutltemRequestCount  General Metric Count No

DAX Node Metrics

The following metrics are available for each DAX node instance in your vRealize Operations
Manager environment.

Table 1-152. DAX Node Metrics

Name Category Type Unit Instanced
ltemCacheMisses General Metric Count No
QueryCacheHits General Metric Count No
ScanCacheHits General Metric Count No
FailedRequestCount General Metric Count No
ScanCacheMisses General Metric Count No
ErrorRequestCount General Metric Count No
QueryCacheMisses General Metric Count No
TotalRequestCount General Metric Count No
EstimatedDbSize General Metric Bytes No
EvictedSize General Metric Bytes No
FaultRequestCount General Metric Count No
ScanRequestCount General Metric Count No
ltemCacheHits General Metric Count No
QueryRequestCount General Metric Count No
DeleteltemRequestCo  General Metric Count No
unt

GetltemRequestCoun  General Metric Count No
t

UpdateltemRequestC  General Metric Count No
ount
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Table 1-152. DAX Node Metrics (continued)

Name Category Type
BatchWriteltemRequ General Metric
estCount

PutltemRequestCount  General Metric
BatchGetltemRequest  General Metric
Count

PutltemRequestCount  General Metric

Direct Connect Metrics

Unit

Count

Count

Count

Count

Instanced

No

No

No

No

The following metrics are available for each Direct Connect instance in your vRealize Operations

Manager environment.

Table 1-153. Direct Connect Metrics

Name Category Type
ConnectionState General Metric
ConnectionBpsEgress General Metric
ConnectionBpsingres  General Metric
S

ConnectionPpsEgress General Metric
ConnectionPpsingres  General Metric
S

ConnectionCRCError General Metric
Count

ConnectionLightLevel General Metric
Tx

ConnectionLightLevel General Metric
Rx

Health Check Metrics

Unit
Count
Bits/Second

Bits/Second

Count/Second

Count/Second

Count

dBm

dBm

Instanced

No

No

No

No

No

No

No

No

The following metrics are available for each Health Check instance in your vRealize Operations

Manager environment.

Table 1-154. Health Check Metrics

Name Category Type
ChildHealthCheckHeal Metric
thyCount

ConnectionTime Metric
HealthCheckPercenta Metric
geHealthy
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Unit

Count

Milliseconds

Percent

Instanced

No

No

No
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Table 1-154. Health Check Metrics (continued)

Name Category Type Unit
SSLHandshakeTime Metric Milliseconds
TimeToFirstByte Metric Milliseconds

ElastiCache Cache Cluster Metrics

Instanced

No

No

The following metrics are available for each ElastiCache Cache Cluster instance in your vRealize

Operations Manager environment.

For a description of each metric, see the Amazon Web Service documentation at http://

docs.aws.amazon.com/AmazonElastiCache/latest/UserGuide/CacheMetrics.Redis.html and http://

docs.aws.amazon.com/AmazonElastiCache/latest/UserGuide/CacheMetrics.HostLevel.html.

Table 1-155. ElasticCache Cache Cluster Metrics

Name Category Type Unit
CPUUtilization CPU Metric Percent
NetworkBytesin Network Metric Bytes
NetworkBytesOut Network Metric Bytes
SwapUsage Memory Metric Bytes
FreeableMemory Memory Metric Bytes
BytesUsedForCache Memory Metric Bytes
GetTypeCmds Commands Metric Count
SetTypeCmds Commands Metric Count
KeyBasedCmds Commands Metric Count
StringBasedCmds Commands Metric Count
HashBasedCmds Commands Metric Count
ListBasedCmds Commands Metric Count
SetBasedCmds Commands Metric Count
SortedSetBasedCmds Commands Metric Count
CurrConnections Performance Metric Count
Curritems Performance Metric Count
Evictions Performance Metric Count
Reclaimed Performance Metric Count
NewConnections Performance Metric Count
Newltems Performance Metric Count
CacheHits Performance Metric Count
CacheMisses Performance Metric Count
ReplicationLag Performance Metric Count

VMware, Inc.

Instanced

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No

No
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Metrics in VMware Cloud on AWS

The VMware Cloud on AWS collects metrics for objects.

Table 1-156. VMware Cloud on AWS Metrics

Object Type

Bill

Component

Metric Key

Cost| Monthly Commit Expense

Cost|Monthly OnDemand Expense

Cost| Monthly Total Expense

Cost| Outstanding Expense

Cost| Component Expense

Metric Value

Double

Double

Double

Double

Double

Description

Represents the total amount spent
on the Commit purchases for a
month.

Represents the total amount spent
on the OnDemand purchases for a
month.

Represents the total amount spent
on the OnDemand and Commit
purchases for a month.

Represents the daily Outstanding
expenses.

Represents the amount spent for
the purchases of Commit or
OnDemand components for a

month.

Table 1-157. VMware Cloud on AWS Metrics Properties

Object Type Property Name Property Value Description

Bill Configuration| Currency String Represents the currency unit set in
the VMware Cloud on AWS
account by the customer.

Configuration| Orgld String Represents the organization ID for
the associated bill.

Configuration| Statement Bill Start String Represents the start date of the

Date statement bill.

Configuration| Statement Bill End Date  String Represents the end date of the
statement bill.

Summary| YTD Commit Expense Double Represents the total amount spent
on the Commit purchases for the
current calender year until the last
generated statement bill.

Summary| YTD OnDemand Expense Double Represents the total amount spent
on the OnDemand purchases for
the current calender year until the
last generated statement bill.

Summary|YTD Total Expense Double Represents the total amount spent
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on the Commit and OnDemand
purchases for the current calender
year until the last generated
statement bill.
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Table 1-157. VMware Cloud on AWS Metrics Properties (continued)

Object Type

Component

Org
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Property Name

Configuration| Component Start Date

Configuration| Component End Date

Configuration| Component SKU
Description

Configuration| Component Service
Type

Configuration| Component Usage
Type

Configuration| Subscription Status

Summary| Number of Units Used

Configuration| Id

Configuration| Name

Property Value

String

String

String

String

String

boolean

Integer

String

String

Description

Represents the billing start date of
the component purchase.

Represents the billing end date of
the component purchase.

Represents the SKU of the
component.

Represents the component service
type.

Represents the component usage
type.

Represents whether a Commit is
still available for use.

Represents the total number of
components.

Represents the organization ID.

Represents the organization name.
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Property Definitions in vRealize
Operations Manager

Properties are attributes of objects in the vRealize Operations Manager environment. You use
properties in symptom definitions. You can also use properties in dashboards, views, and reports.

vRealize Operations Manager uses adapters to collect properties for target objects in your
environment. Property definitions for all objects connected through the vCenter adapter are
provided. The properties collected depend on the objects in your environment.

You can add symptoms based on properties to an alert definition so that you are notified if a
change occurs to properties on your monitored objects. For example, disk space is a hardware
property of a virtual machine. You can use disk space to define a symptom that warns you when
the value falls below a certain numeric value. See the vRealize Operations Manager User Guide.

vRealize Operations Manager generates Object Type Classification and Subclassification
properties for every object. You can use object type classification properties to identify whether
an object is an adapter instance, custom group, application, tier, or a general object with
property values ADAPTER_INSTANCE, GROUP, BUSINESS_SERVICE, TIER, or GENERAL,
respectively.

This chapter includes the following topics:

m  Properties for vCenter Server Components

m  Self-Monitoring Properties for vRealize Operations Manager
m  Service Discovery Properties

m  Properties for vSAN

m  Properties for vRealize Automation 7.x

m  Properties for vRealize Automation 8.x

m  Properties for the NSX-T Adapter

Properties for vCenter Server Components

The VMware vSphere solution is installed with vRealize Operations Manager and includes the
vCenter adapter. vRealize Operations Manager uses the vCenter adapter to collect properties for
objects in the vCenter Server system.
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vCenter Server components are listed in the describe.xml file for the vCenter adapter. The
following example shows the runtime property memoryCap or Memory Capacity for the virtual
machine in the describe.xml.

<ResourceGroup instanced="false" key="runtime" nameKey="5300" validation="">
<ResourceAttribute key="memoryCap" nameKey="1780" dashboardOrder="200" dataType="float"

defaultMonitored="true" isDiscrete="false" isRate="false" maxVal=

minVal= isProperty="true" unit="kb"/>

</ResourceGroup>

The ResourceAttribute element includes the name of the property that appears in the Ul and is
documented as a Property Key. isProperty = "true" indicates that ResourceAttribute is a

property.
vCenter Server Properties

vRealize Operations Manager collects summary and event properties for vCenter Server system
objects.

Table 2-1. Summary Properties Collected for vCenter ServerSystem Objects

Property Key Property Name Description
summary|version Version Version
summary|vcuuid VirtualCenter ID Virtual Center ID
summary|vcfullname Product Name Product Name

Table 2-2. Event Properties Collected for vCenter ServerSystem Objects

Property Key Property Name Description
event|time Last VC Event Time Last Virtual Center Event Time
eventlkey Last VC Event ID Last Virtual Center Event ID

Table 2-3. Custom Field Manager Property Collected for vCenter ServerSystem Objects

Property Key Property Name Description

CustomFieldManager|CustomFieldDef Custom Field Def Custom Field Def for vCenter Tagging
information at the Adapter level.

Virtual Machine Properties

vRealize Operations Manager collects configuration, runtime, CPU, memory, network I/O, and
properties about summary use for virtual machine objects. Properties are collected with the first
cycle of data collection. Once collected, the next property collection occurs only when there is
data change. In case of no data change, no property is collected.
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Table 2-4. vRealize Automation Properties Collected for Virtual Machine Objects

Property Key Property Name

vRealize Automation|Blueprint Name Blueprint Name

Description

Virtual machines deployed byvRealize Automation to be

excluded from workload placements.

Table 2-5. Properties Collected for Virtual Machine Objects to Support VIN Adapter Localization

Property Key Property Name

Application components
running on the Virtual
Machine

RunsOnApplicationComponents

Application components the
Virtual Machine depends on

DependsOnApplicationComponents

Table 2-6. Properties Collected for Guest File Systems

Description

Application components running on the Virtual
Machine

Application components running on other
machines that this Virtual Machine depends
on.

Property Key Property Name

Guest File System stats|
Guest File System Capacity
Property

guestfilesystem|capacity_property

Guest File System stats|Total
Guest File System Capacity
Property(gb)

guestfilesystem|capacity_property_total

Table 2-7. Properties Collected for Disk Space Objects

Description

This property is disabled by default.

This property is disabled by default.

Property Key
diskspacelsnapshot|creator

diskspacelsnapshot|description

Property Name
Disk Space|Snapshot|Creator

Disk SpacelSnapshot]|

Description

Description
This property is disabled by default.

This property is disabled by default.

Table 2-8. Configuration Properties Collected for Virtual Machine Objects

Property Key Property Name

configlname Name

configlguestFullName Guest OS from vCenter

configlhardware/numCpu Number of virtual CPUs

configlhardwarelmemoryKB Memory

configlhardwarelthinEnabled Thin Provisioned Disk

configlhardwareldiskSpace Disk Space

configlcpuAllocation|reservation Reservation
configlcpuAllocation|limit Limit
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Description
Name

This property is set by the vCenter
during the VM creation. It may differ
from the value of the Guest/

Number of virtual CPUs
Memory

Indicates whether thin provisioning is
enabled

Disk Space
CPU reservation

CPU limit
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Table 2-8. Configuration Properties Collected for Virtual Machine Objects (continued)

Property Key
configlcpuAllocation|shares|shares
configlmemoryAllocation|reservation
configlmemoryAllocation|limit
configlmemoryAllocation|shares|shares
configlextraConfiglmem_hotadd
configlextraConfiglvcpu_hotadd
configlextraConfiglvcpu_hotremove

config|security|disable_autoinstall

configlsecurity|disable_console_copy

configlsecurity|disable_console_dnd

configlsecurity|
enable_console_gui_options

configlsecurity|disable_console_paste

configlsecurity|
disable_disk_shrinking_shrink

configlsecurity|
disable_disk_shrinking_wiper

config|security|disable_hgfs

configlsecurity|
disable_independent_nonpersistent

configlsecuritylenable_intervm_vmci

configlsecuritylenable_logging

config|securityldisable_monitor_control

configlsecurity]|
enable_non_essential_3D_features

configlsecurity]|
disable_unexposed_features_autologon
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Property Name
Shares
Reservation

Limit

Shares

Memory Hot Add
VCPU Hot Add
VCPU Hot Remove

Disable tools auto install
(isolation.tools.autolnstall.disable)

Disable console copy operations
(isolation.tools.copy.disable)

Disable console drag and drop
operations
(isolation.tools.dnd.disable)

Enable console GUI operations
(isolation.tools.setGUIOptions.enab
le)

Disable console paste operations
(isolation.tools.paste.disable)

Disable virtual disk shrink
(isolation.tools.diskShrink.disable)

Disable virtual disk wiper
(isolation.tools.diskWiper.disable)

Disable HGFS file transfers
(isolation.tools.hgfsServerSet.disab
le)

Avoid using independent
nonpersistent disks (scsiX:Y.mode)

Enable VM-to-VM communication
through VMCI (vmciO.unrestricted)

Enable VM logging (logging)

Disable VM Monitor Control
(isolation.monitor.control.disable)

Enable 3D features on Server and
desktop virtual machines
(mks.enable3d)

Disable unexposed features -
autologon
(isolation.tools.ghi.autologon.disabl
e)

Description

CPU shares

CPU reservation

Limit

Memory shares

Memory Hot Add Configuration
VCPU Hot Add Configuration
VCPU Hot Remove Configuration

Disable tools auto install
(isolation.tools.autolnstall.disable)

Disable console copy operations
(isolation.tools.copy.disable)

Disable console drag and drop
operations
(isolation.tools.dnd.disable)

Enable console GUI operations
(isolation.tools.setGUIOptions.enable)

Disable console paste operations
(isolation.tools.paste.disable)

Disable virtual disk shrink
(isolation.tools.diskShrink.disable)

Disable virtual disk wiper
(isolation.tools.diskWiper.disable)

Disable HGFS file transfers
(isolation.tools.hgfsServerSet.disable)

Avoid using independent
nonpersistent disks (scsiX:Y.mode)

Enable VM-to-VM communication
through VMCI (vmciO.unrestricted)

Enable VM logging (logging)

Disable VM Monitor Control
(isolation.monitor.control.disable)

Enable 3D features on Server and
desktop virtual machines
(mks.enable3d)

Disable unexposed features -
autologon
(isolation.tools.ghi.autologon.disable)
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Table 2-8. Configuration Properties Collected for Virtual Machine Objects (continued)

Property Key

configlsecurity|
disable_unexposed_features_biosbbs

configlsecurity]|
disable_unexposed_features_getcreds

configlsecurity|
disable_unexposed_features_launchmenu

configlsecurity|
disable_unexposed_features_memsfss

configlsecurity|
disable_unexposed_features_protocolhan
dler

configlsecurity|
disable_unexposed_features_shellaction

configlsecurity|
disable_unexposed_features_toporequest

configlsecurity|
disable_unexposed_features_trashfolderst
ate

configlsecurity]|
disable_unexposed_features_trayicon

configlsecurity]|
disable_unexposed_features_unity

configlsecurity|
disable_unexposed_features_unity_interlo
ck

configlsecurity|
disable_unexposed_features_unity_taskba
r

configlsecurity|
disable_unexposed_features_unity_unitya
ctive

VMware, Inc.

Property Name

Disable unexposed features -
biosbbs (isolation.bios.bbs.disable)

Disable unexposed features -
getcreds
(isolation.tools.getCreds.disable)

Disable unexposed features -
launchmenu
(isolation.tools.ghi.launchmenu.cha
nge)

Disable unexposed features -
memsfss
(isolation.tools.memSchedFakeSa
mpleStats.disable)

Disable unexposed features -
protocolhandler
(isolation.tools.ghi.protocolhandler.
info.disable)

Disable unexposed features -
shellaction
(isolation.ghi.host.shellAction.disab
le)

Disable unexposed features -
toporequest
(isolation.tools.dispTopoRequest.di
sable)

Disable unexposed features -
trashfolderstate
(isolation.tools.trashFolderState.dis
able)

Disable unexposed features -
trayicon
(isolation.tools.ghi.trayicon.disable)

Disable unexposed features - unity
(isolation.tools.unity.disable)

Disable unexposed features -
unity-interlock
(isolation.tools.unitylnterlockOpera
tion.disable)

Disable unexposed features -
unity-taskbar
(isolation.tools.unity.taskbar.disabl
e)

Disable unexposed features -
unity-unityactive
(isolation.tools.unity Active.disable)

Description

Disable unexposed features - biosbbs
(isolation.bios.bbs.disable)

Disable unexposed features -
getcreds
(isolation.tools.getCreds.disable)

Disable unexposed features -
launchmenu
(isolation.tools.ghi.launchmenu.chang
e)

Disable unexposed features -
memsfss
(isolation.tools.memSchedFakeSampl
eStats.disable)

Disable unexposed features -
protocolhandler
(isolation.tools.ghi.protocolhandler.inf
o.disable)

Disable unexposed features -
shellaction
(isolation.ghi.host.shellAction.disable)

Disable unexposed features -
toporequest
(isolation.tools.dispTopoRequest.disa
ble)

Disable unexposed features -
trashfolderstate
(isolation.tools.trashFolderState.disabl
e)

Disable unexposed features - trayicon
(isolation.tools.ghi.trayicon.disable)

Disable unexposed features - unity
(isolation.tools.unity.disable)

Disable unexposed features - unity-
interlock
(isolation.tools.unityInterlockOperatio
n.disable)

Disable unexposed features - unity-
taskbar
(isolation.tools.unity.taskbar.disable)

Disable unexposed features - unity-
unityactive
(isolation.tools.unityActive.disable)
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Table 2-8. Configuration Properties Collected for Virtual Machine Objects (continued)

Property Key

configlsecurity|

disable_unexposed_features_unity_windo

wcontents

configlsecurity]|
disable_unexposed_features_unitypush

configlsecurity|

disable_unexposed_features_versionget

configlsecurity|

disable_unexposed_features_versionset

configlsecurity|disable_vix_messages

config|securitylenable_vga_only_mode

configlsecurity|limit_console_connection

configlsecurityllimit_log_number

configlsecurityllimit_log_size

configlsecurity|limit_setinfo_size

configlsecuritylenable_console_VNC

configlsecurity|
disable_device_interaction_connect

configlsecurity|

disable_device_interaction_edit

configlsecuritylenable_host_info

configlsecurity|network_filter_enable
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Property Name

Disable unexposed features -
unity-windowcontents
(isolation.tools.unity.windowConte
nts.disable)

Disable unexposed features -
unitypush
(isolation.tools.unity.push.update.d
isable)

Disable unexposed features -
versionget
(isolation.tools.vmxDnDVersionGet
.disable)

Disable unexposed features -
versionset
(solation.tools.guestDnDVersionSe
t.disable)

Disable VIX messages from the
VM
(isolation.tools.vixMessage.disable)

Disable all but VGA mode on
virtual machines (svga.vgaOnly)

Limit number of console
connections
(RemoteDisplay.maxConnection)

Limit number of log files
(log.keepOld)

Limit log file size (log.rotateSize)

Limit VMX file size
(tools.setInfo.sizeLimit)

Enable access to VM console via
VNC protocol
(RemoteDisplay.vnc.enabled)

Disable unauthorized removal,
connection of devices
(isolation.device.connectable.disab
le)

Disable unauthorized modification
of devices
(isolation.device.edit.disable)

Enable send host information to
guests
(tools.guestlib.enableHostInfo)

Enable dvfilter network APIs
(ethernetX.filterY.name)

Description

Disable unexposed features - unity-
windowcontents
(isolation.tools.unity.windowContents.
disable)

Disable unexposed features -
unitypush
(isolation.tools.unity.push.update.disa
ble)

Disable unexposed features -
versionget
(isolation.tools.vmxDnDVersionGet.dis
able)

Disable unexposed features -
versionset
(solation.tools.guestDnDVersionSet.di
sable)

Disable VIX messages from the VM
(isolation.tools.vixMessage.disable)

Disable all but VGA mode on virtual
machines (svga.vgaOnly)

Limit number of console connections
(RemoteDisplay.maxConnection)

Limit number of log files (log.keepOld)

Limit log file size (log.rotateSize)

Limit VMX file size
(tools.setInfo.sizeLimit)

Enable access to VM console via VNC
protocol (RemoteDisplay.vnc.enabled)

Disable unauthorized removal,
connection of devices
(isolation.device.connectable.disable)

Disable unauthorized modification of
devices (isolation.device.edit.disable)

Enable send host information to
guests (tools.guestlib.enableHostInfo)

Enable dvfilter network APIs
(ethernetX filterY.name)
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Table 2-8. Configuration Properties Collected for Virtual Machine Objects (continued)

Property Key

configlsecurity|
vmsafe_cpumem_agentaddress

configlsecurity]|
vmsafe_cpumem_agentport

configlsecuritylvmsafe_cpumem_enable

configlsecurity|disconnect_devices_floppy
configlsecurity|disconnect_devices_cd
configlsecurity|disconnect_devices_usb

configlsecurity|
disconnect_devices_parallel

configlsecurity|disconnect_devices_serial

configlfaultTolerant

Property Name

VMsafe CPU/memory APIs - IP
address (vmsafe.agentAddress)

VMsafe CPU/memory APIs - port
number (vmsafe.agentPort)

Enable VMsafe CPU/memory APIs
(vmsafe.enable)

Disconnect floppy drive
Disconnect CD-ROM
Disconnect USB controller

Disconnect parallel port

Disconnect serial port

configlfaultTolerant

Description

VMsafe CPU/memory APIs - IP
address (vmsafe.agentAddress)

VMsafe CPU/memory APIs - port
number (vmsafe.agentPort)

Enable VMsafe CPU/memory APIs
(vmsafe.enable)

Disconnect floppy drive
Disconnect CD-ROM
Disconnect USB controller

Disconnect parallel port

Disconnect serial port

Note Security properties not collected by default. They are collected only if the vSphere
Hardening Guide policy is applied to the objects, or if the vSphere Hardening Guide alerts are
manually enabled in the currently applied policy.

Table 2-9. Runtime Properties Collected for Virtual Machine Objects

Property Key

runtimelmemoryCap

Property Name

Memory Capacity

Description

Memory Capacity

Table 2-10. CPU Usage Properties Collected for Virtual Machine Objects

Property Key
cpullimit
cpulreservation

cpulspeed

Property Name
CPU limit
CPU reservation

CPU

Description
CPU limit
CPU reservation

CPU Speed

Table 2-11. Memory Properties Collected for Virtual Machine Objects

Property Key
memlhost_limit

mem|host_reservation

Property Name
VM Limit

Memory|VM Reservation(kb)

Description
Mem Machine Limit

This property is disabled by default.

Table 2-12. Network Properties Collected for Virtual Machine Objects

Property Key
netlmac_address
netlip_address

net|vnic_label

VMware, Inc.

Property Name
Mac Address
IP Address

Network:<ID>|Label

Description
Mac Address
IP Address

This property is disabled by default.
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Table 2-12. Network Properties Collected for Virtual Machine Objects (continued)

Property Key
netlnvp_vm_uuid
netlvnic_type
netlipv6_address
netlipv6_prefix_length
netldefault_gateway

net|subnet_mask

Property Name

Network I/OINVP VM UUID

Network I/O|Virtual NIC Type

Network|IPv6 Address

Networkl|IPv6 Prefix Length

Network|Network I/O|Default Gateway

Network|Subnet Mask

Description

This property is disabled by default.
This property is disabled by default.
This property is disabled by default.
This property is disabled by default.

This property is disabled by default.

This property is disabled by default.

Table 2-13. Summary Properties Collected for Virtual Machine Objects

Property Key

summarylcustomTaglcustomTagValue

summaryltag
summary|parentCluster
summary|parentHost
summary|parentDatacenter
summary|parentVcenter

summary|guestl/fullName

summarylguestlipAddress
summary|guest|toolsRunningStatus
summary|guest|toolsVersionStatus2

summarylguest|
vrealize_operations_agent_id

summary|guest|
vrealize_operations_euc_agent_id

summary|configlnumEthernetCards
summary|configlisTemplate
summary|runtimel|powerState
summary|runtimelconnectionState
summary|configlappliance

summary|configlproductName

VMware, Inc.

Property Name
Value

vSphere Tag
Parent Cluster
Parent Host
Parent data center
Parent vCenter

Guest OS Full Name

Guest OS IP Address
Tools Running Status
Tools Version Status

vRealize Operations Agent
ID

vRealize Operations Euc
Agent ID

Number of NICs

VM Template

Power State

Connection State
summary|configlappliance

Summary|Configuration|
Product Name

Description
Custom Tag Value
vSphere Tag Name
Parent Cluster
Parent Host

Parent data center
Parent vCenter

This property is provided by the VMware
Tools. It will differ to the value set in vCenter if
the Guest OS was upgraded, or if a different
Guest OS was installed.

Guest OS IP Address
Guest Tools Running Status
Guest Tools Version Status 2

An ID to identify a VM in Agent Adapter's
world.

An ID to identify a VM in Agent Adapter's
world.

Number of NICs
Indicates whether it is a VM Template.
Power State

Connection State
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Table 2-14. Virtual Disk Properties Collected for Virtual Machine Objects

Property Key
virtualDisk|configuredGB
virtualDisk|datastore
virtualDisk|fileName

virtualDisk|label

Property Name

Virtual Disk|Configured(GB)
Virtual Disk|Datastore
Virtual Disk|File Name

Virtual Disk|Label

Description

Virtual Disk configured disk space.
Datastore.

This property is disabled by default.

Device label.

Table 2-15. Datastore Properties Collected for Virtual Machine Properties

Property Key

datastorelmaxObservedNumberRead

datastorelmaxObservedNumberWrite

datastore|maxObservedOIO

datastorelmaxObservedRead

datastorelmaxObservedWrite

Property Name

Datastore I/O|Highest
Observed Number of Read
Requests

Datastore I/O|Highest
Observed Number of Write
Requests

Datastore I/O|Highest
Observed Outstanding
Requests

Datastore I/O|Highest
Observed Read Rate(kbps)

Datastore I/O|Highest
Observed Write Rate(kbps)

Description

Datastore properties collected for virtual machine objects have been disabled in this version of
vRealize Operations Manager . This means that they do not collect data by default.

Host System Properties

vRealize Operations Manager collects configuration, hardware, runtime, CPU, network I/O, and
properties about summary use for host system objects.

Table 2-16. Configuration Properties Collected for Host System Objects

Property Key

configlname
configldiskSpace
configlnetwork|nnic
configlnetworkl|linkspeed
configlnetwork|dnsserver
configlproduct|productLineld
configlproductlapiVersion

config|storageDevicelplugStoreTopology!|
numberofPath

VMware, Inc.

Property Name
Name
Disk Space

Number of NICs

Average Physical NIC Speed

DNS Server

Product Line ID

API Version

Total number of Path

Description

Name

Disk Space

Number of NICs

Average Physical NIC Speed
List of DNS Servers

Product Line ID

API Version

Total number of storage paths
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Table 2-16. Configuration Properties Collected for Host System Objects (continued)

Property Key

configlstorageDevice|lmultipathinfol
numberofActivePath

config|storageDevicelmultipathinfol
multipathPolicy
configlhyperThread|available

configlhyperThread|active

configntplserver
configlsecurityIntpServer

configlsecuritylenable_ad_auth

config|securitylenable_chap_auth

configlsecuritylenable_auth_proxy

configlsecurity|syslog_host

config|security|dcui_access

configlsecurity|shell_interactive_timeout

config|security|shell_timeout

configlsecurity|dvfilter_bind_address

configlsecurity|syslog_dir

configlsecurityl|firewallRule|allowedHosts

configlsecurityl|servicelisRunning

configlsecurity|servicelruleSet
configlsecurity|servicel|policy

configlsecurityltlsdisabledprotocols

VMware, Inc.

Property Name

Total number of Active Path

Multipath Policy

Available

Active

NTP Servers
NTP server

Enable active directory
authentication

Enable mutual chap authentication

Enable authentication proxy
(UserVars.ActiveDirectoryVerifyC
AMCertificate)

Remote log host
(Syslog.global.logHost)

Users who can override lock down
mode and access the DCUI
(DCUI.Access)

Shell interactive timeout
(UserVars.ESXiShellinteractiveTime
Out)

Shell timeout
(UserVars.ESXiShellTimeOut)

Dvfilter bind ip address
(Net.DVFilterBindlpAddress)

Log directory
(Syslog.global.logDir)

Allowed hosts

Running

Ruleset

Policy

TLS Disabled Protocols

Description

Total number of active storage paths

Multipath Policy

Indicates whether hyperthreading is
supported by the server

Indicates whether hyperthreading is
active

NTP Servers
NTP server

Enable active directory authentication

Enable mutual chap authentication

Enable authentication proxy
(UserVars.ActiveDirectoryVerifyCAM
Certificate)

Remote log host
(Syslog.global.logHost)

Users who can override lock down
mode and access the DCUI
(DCUI.Access)

Shell interactive timeout
(UserVars.ESXiShellinteractiveTimeOu
t)

Shell timeout
(UserVars.ESXiShellTimeOut)

Dvfilter bind ip address
(Net.DVFilterBindlpAddress)

Log directory (Syslog.global.logDir)

Allowed hosts in the firewall
configuration

Indicates whether a service is running
or not. Services are: Direct Console
Ul, ESXi shell, SSH, or NTP Daemon.

Ruleset for each service.
Policy for each service.

TLS Disabled Protocols
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Note Security properties not collected by default. They are collected only if the vSphere
Hardening Guide policy is applied to the objects, or if the vSphere Hardening Guide alerts are

manually enabled in the currently applied policy.

Table 2-17. Cost Properties Collected for Host System Objects

Property Key

Property Name

Description

costlisServerLeased

Is Server Leased

Is Server Leased

costlremainingDepreciationMonths

Remaining Depreciation Months

Remaining number of Depreciation
Months

costlserverPurchaseCost

Server Purchase Cost

Server Purchase Cost is displayed

costl|serverPurchaseDate

Server Purchase Date

Server Purchase Date is displayed

Table 2-18. Hardware Properties Collected for Host System Objects

Property Key
hardware|memorySize
hardwarelcpulnfolnumCpuCores
hardwarelcpulnfolhz
hardware|cpulnfolnumCpuPackages

hardware|cpulnfol
powerManagementPolicy

hardware|cpulnfol
powerManagementTechnology

hardware|cpulnfolbiosVersion

hardware|vendor

Property Name

Memory Size

Number of CPU Cores
CPU Speed per Core
Number of CPU Packages

Active CPU Power Management Policy

Power Management Technology

BIOS Version

Hardware|Vendor

Description

Memory Size

Number of CPU Cores
CPU Speed per Core
Number of CPU Packages

Active CPU Power Management Policy

Power Management Technology

BIOS Version

Indicates the hardware manufacturer

Table 2-19. Runtime Properties Collected for Host System Objects

Property Key
runtime|connectionState
runtimelpowerState
runtimelmaintenanceState

runtimelmemoryCap

Property Name
Connection State
Power State
Maintenance State

Memory Capacity

Description
Connection State
Power State
Maintenance State

Memory Capacity

Table 2-20. Configuration Manager Properties Collected for Host System Objects

Property Key

configManagerlmemoryManagerl|
consoleReservationinfol
serviceConsoleReserved

VMware, Inc.

Property Name

Service Console Reserved

Description

