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VMware vRealize Operations Manager 8.2
Help

This documentation contains information for vRealize Operations Manager administrators, virtual
infrastructure administrators, and operations engineers who install, configure, and manage objects
in your environment.

You can find guidance on commonly performed management activities such as connecting to data
sources, configuring users and object groups, responding to alerts, troubleshooting problems,
planning capacity, and customizing how data is collected and displayed.

VMware, Inc. 12



About VMware vRealize
Operations Manager

With vRealize Operations Manager enterprise software, you can proactively identify and solve
emerging issues with predictive analysis and smart alerts, ensuring optimal performance and
availability of system resources - across physical, virtual, and cloud infrastructures.

VRealize Operations Manager gives you complete monitoring capability in one place, across
applications, storage, and network devices, with an open and extensible platform supported by
third-party management packs. In addition, vRealize Operations Manager increases efficiency by
streamlining key processes with preinstalled and customizable policies while retaining full control.

Using data collected from system resources (objects), vRealize Operations Manager identifies
issues in any monitored system component, often before the customer notices a problem. vRealize
Operations Manager also frequently suggests corrective actions you can take to fix the problem
right away. For more challenging problems, vRealize Operations Manager offers rich analytical
tools that allow you to review and manipulate object data to reveal hidden issues, investigate
complex technical problems, identify trends or drill down to gauge the health of a single object.

VMware, Inc. 13



Planning

You plan your environment with recommendations for deployment and secure baseline for the
deployment of vRealize Operations Manager.

This chapter includes the following topics:
m  Continuous Availability FAQs
m  Reference Architecture

m  Secure Configuration

Continuous Availability FAQs

With the introduction of continuous availability in vRealize Operations Manager 8, there have been
several frequently asked questions. This section is to help increase awareness and knowledge
about continuous availability.

VMware, Inc. 14
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vRealize Operations Manager Cluster with Continuous Availability enabled
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How is the data stored in analytics nodes?

When an object is discovered, vRealize Operations Manager determines which node to keep
the data, then copies (duplicates) the data to its pair node in the other fault domain. Every
object is stored in two analytics nodes (node pairs) across the fault domains and they are

always synchronized.

As an example, vRealize Operations Manager has eight analytics nodes, CA is enabled, and as

a result each fault domain has four analytics nodes (see above diagram).

When a new object is discovered, vRealize Operations Manager decides to store the data in
“Data Node 2B” (primary) and automatically a copy of the data will be saved in “Data Node

2A” (secondary).

If somehow “FD A” becomes unavailable, then “primary” data from “Data Node 2B” will be

used.

If somehow “FD B” becomes unavailable, then “secondary” data from “Data Node 2A” will be

used.

Which situations break a continuous availability cluster? Simultaneously losing the primary

node or primary replica node and data nodes, or two or more data nodes in both fault domains,

are not supported.
Each analytics node from fault domain 1 has its node pair in fault domain 2 or vice versa.

Using the previously mentioned example, we will have four node pairs:

VMware, Inc.
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Primary + Replica Node

Data Node 1A (FD A) + Data Node 1B (FD B)
Data Node 2A (FD A) + Data Node 2B (FD B)
Data Node 3A (FD A) + Data Node 3B (FD B)

The two nodes of each node pair are always synchronized and storing the same data. Hence,
the cluster continues to function without data loss while one node from all node pairs is
available.

What happens if one data node from one of the fault domains becomes unavailable?

The cluster will be in a degraded state but continue to operate when one node becomes
unavailable in either fault domain. There will be no data loss. The data node must be repaired
or replaced so the cluster does not remain in a degraded state.

Will the cluster break if two data nodes in fault domain 1 and the primary replica node in fault
domain 2 are lost?

In this example, the cluster will continue to work without data loss. If one analytics node from
each node pair is still available, there will be no data loss.

What happens if an entire fault domain becomes unavailable?

The cluster will be in a degraded state but continue to operate when an entire fault domain
becomes unavailable. There will be no data loss. The fault domain must be repaired and
brought online so the cluster does not remain in a degraded state.

It the fault domain is unrecoverable, it is possible to replace the entire fault domain with newly
deployed nodes. From the admin Ul, only the primary replica node can be replaced. If the
entire fault domain for the primary node is lost, you will need to wait until the primary node
failover occurs and the primary replica node has been promoted as the new primary node.

What is the proper process to re-add a failed node to a fault domain? How long will it take to
sync up?

The recommended procedure to re-add a failed node is to use the "Replace nodes of cluster"
functionality within the admin Ul. Once the replacement node has been added, the data will be
synced. The sync time strongly depends on the object count, historical period of the objects,
network bandwidth, and the load on the cluster.

What happens when network latency between fault domains exceeds 20 ms? How long can
VRealize Operations Manager tolerate extended latency?

Adhering to latency requirements is necessary to achieve optimal performance. The latency
between fault domains should be <10 ms, with peaks up to 20 ms during 20 sec intervals.
For more information about network requirements, see the KB article vRealize Operations
Manager Sizing Guidelines (KB 2093783).

VMware, Inc. 16
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When network latency between fault domains goes above “20 ms during 20 sec intervals” for
some period, but then recovers back to under 10 ms, how long does it take to resynchronize?

High latency does not mean that synchronization has stopped. When an object is discovered,
VRealize Operations Manager will decide which node needs to keep the data (primary), then
a second copy of the data will go to its node pair (secondary). Every object is stored in

two analytics nodes (pairs) across both fault domains. Synchronization is an ongoing process
where the secondary node is periodically syncs with the primary node. Synchronization is
performed based on last synced timestamps of the primary and secondary nodes. Hence,
there is no synchronization data queue in vRealize Operations Manager.

What is the actual witness node tolerance to missed polls?
Witness node operations are not poll based. The witness node interacts only when one of
the nodes is not able to communicate (after various checks) with nodes from the other fault
domain.

At what point in time will the primary node and primary replica node failover?

The failover occurs only when the primary node is no longer accessible or not alive.

When is the primary replica node promoted to the primary node?
The primary replica node is promoted to the primary node in only two cases:
= When the existing primary node is down.

m  The associated fault domain is down/offline.

When the original primary node returns online, does it resume primary control? How does the
data get synchronized?

When operations return to normal, with both primary node and primary replica node online,
the newly promoted primary node (formerly primary replica node) remains the new primary

node and the new primary replica (formerly primary node) gets synced with the new primary
node.

What happens if connectivity between fault domains is completely interrupted, but then
recovers?

If communications between the fault domains is completely interrupted for several minutes,
then one of the fault domains will automatically go offline. After the network interruption is

restored, admin user needs to manually bring the fault domain online which will begin the data

synchronization.

What happens to the fault domains when the withess node becomes unavailable?

VMware, Inc.
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While both fault domains are healthy and communicating with each other, the unavailability of
the witness node will have no effect on the cluster; vRealize Operations Manager will continue

to function. If there is a communication issue between the fault domains, three situations could
occur:

m  Witness node is accessible from both fault domains — witness will bring one fault domain
offline based on site health.

= Witness node is accessible from one fault domain only — The other fault domain will go
offline automatically.

= Witness node is not accessible from both fault domains — Both fault domains will go offline.

When the witness node becomes unavailable, will the fault domains synchronize all data
collected during the communication outage?

The collected data is synchronized immediately once connectivity to the fault domain is
restored and synchronized to capture all missed data.

What happens when an analytics node is not able to communicate to analytics nodes in the
other fault domain?

If an analytics node is not able to communicate with all nodes from the other fault domain nor
the witness node, it will go offline automatically. All nodes or entire fault domain that were
taken offline automatically should be brought back online by the Admin user manually after
ensuring that all communication issues have been resolved.

If the maximum number of nodes in a standard cluster is 8 extra-large nodes, which supports
320,000 objects, why is the maximum number of nodes in continuous availability more with 10
extra-large nodes, which supports 200,000 objects?

The 10 extra-large nodes are supported only in a continuous availability cluster and references
a maximum of five extra-large nodes across two separate fault domains. This permits an
increase to the number of nodes over a standard cluster and allows for collection for a greater
number of objects.

A possible design is five extra-large nodes in fault domain 1, and 5 extra-large nodes in fault
domain 2, with a witness node in a third site. The latency requirements must be met such that
latency between fault domain 1 and fault domain 2 is <10 ms. Details about latency, packet loss
and bandwidth are listed in the KB article, vRealize Operations Manager Sizing Guidelines (KB
2093783).

Is a load balancer supported with Continuous Availability?

Yes, for more information about load balancer configuration, see vRealize Operations Manager
Load Balancing Configuration guide available under Resources in the vRealize Operations
Manager Documentation page.

The documentation states, “When CA is enabled, the replica node can take over all functions
that the primary node provides, in case of a primary node failure. The failover to the replica is

VMware, Inc. 18
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automatic and requires only two to three minutes of vRealize Operations Manager downtime to
resume operations and restart data collection.”

During testing, by disconnecting the network interface on the primary node, the switchover to
the new primary worked within 5 minutes, you get kicked out of the product Ul or get strange
errors.

The stated two or three minutes are approximate medium values, so 5 minutes is acceptable.
When the primary node is connected to the network again after a failover, what is the
recommended procedure to return the original primary node to the primary role?

It is not necessary to roll back the primary replica node to the primary node role or vice versa.
If you still want to restore the old primary node to the primary role, then use “Take Node
Offline/Online” on the new primary node or its fault domain (where the original primary node
resides)

Anytime a node goes offline or gets rebooted, is it necessary to bring the corresponding fault
domain offline and then online to bring the node back online?

All nodes, after reboot or bringing it offline/online, will automatically continue to work. No
additional steps are necessary.

Reference Architecture

When planning your environment, consider these recommendations for deployment topology,
hardware requirements, and interoperability, and scalability.

Best Practices for Deploying vRealize Operations Manager

Implement all the best practices when you deploy a production instance of vRealize Operations

Manager.

Analytics Nodes

Analytics nodes consist of a primary node, primary replica node, and data nodes.

Note The master node is now referred to as the primary node. The master replica node is now
referred to as the primary replica node.

m  Deploy analytics nodes in the same vSphere Cluster except when enabling Continuous
Availability.

m  Deploy analytics nodes with the same disk size on storage of the same type.

= When enabling Continuous Availability, separate analytics nodes into fault domains based on
their physical location.

m  Depending on the size and performance requirements for analytics nodes, apply Storage DRS
Anti-Affinity rules to ensure that nodes are on separate datastores.

m  Set Storage DRS to manual for all vRealize Operations Manager analytics nodes.

VMware, Inc. 19
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m If you deploy analytics nodes into a highly consolidated vSphere cluster, configure the
resource reservation to ensure optimal performance. Ensure that the virtual CPU to physical
CPU ratio is not negatively impacting the performance of analytics nodes by validating CPU
ready time and CPU co-stop.

= Analytics nodes have a high number of vCPUs to ensure performance of the analytics
computation that occurs on each node. Monitor CPU Ready time and CPU Co-Stop to ensure
that analytics nodes are not competing for CPU capacity.

m |f the sizing guideline provides several configurations for the same number of objects, use the
configuration which has the least number of nodes. For example, if the number of collecting is
120,000, configure the cluster with four extra-large nodes instead of 12 large nodes.

m  Deploy an extra even number of nodes to enable Continuous Availability. If the current
configuration is an odd number of analytics nodes, deploy an extra analytics node to create an
even pairing.

Remote Collector Nodes

Remote collector nodes are additional cluster nodes that allow vRealize Operations Manager to
gather more objects into its inventory for monitoring.

m  Deploy remote collector nodes when the cluster is online.

m  Deploy remote collector nodes one at a time. Adding multiple remote collectors in parallel can
cause the cluster to crash.

Witness Nodes

A witness node is required when continuous availability is enabled to manage the analytics nodes
in the fault domains.

m  Deploy the witness node before enabling continuous availability.
m  Deploy the witness node using the witness configuration.

m  Deploy the witness node in a different cluster separate from the analytics nodes.

Management Packs and Adapters

Various management packs and adapters have specific configuration requirements. Ensure that
you are familiar with all prerequisites before you install a solution and configure the adapter
instance.

m  Utilize remote collector groups to separate data collection into fault domains when continuous

availability is enabled.

VRealize Application Remote Collector and Telegraf Agents

m  Deploy vRealize Application Remote Collector in the same vCenter Server as the end point
VMs on which you want to deploy the Telegraf agents.

VMware, Inc. 20
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Ensure that your operating system platform is supported by vRealize Application Remote
Collector, and the most recent versions of Windows and Linux OS are supported.

System times must be synchronized between vRealize Application Remote Collector, end point
VMs, the vCenter Server, ESX host, and vRealize Operations Manager. To ensure synchronized
time, use Network Time Protocol (NTP).

Disable UAC on Endpoint VMs before installing the Telegraf agent. If you cannot do this due to
security restrictions, see KB article 70780 for a work around script.

Ensure that the latest version of VMware Tools is installed on the end point VM on which you
want to deploy the Telegraf agent.

To deploy Telegraf agents onto end point VMs, ensure that the following prerequisites are met
for the user account being used for deployment:

Windows - The user account must be either:

= An administrator account

m A non-administrator account that is a member of the built-in administrator group
Linux - The user account must be either:

m A root user with all privileges

m A non-root user with all privileges

m A non-root user with specific privileges

For more information, see User Account Prerequisites in the vRealize Operations Manager
Configuration Guide.

Deployment Formats

Deploy vRealize Operations Manager with the same vRealize Operations Manager vApp version
for the following node types:

Primary

Primary Replica
Data

Remote Collector

Witness

See the vRealize Operations Manager vApp Deployment and Configuration Guide for more
information.

VMware, Inc. 21
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Initial Considerations for Deploying vRealize Operations Manager

For the production instance of vRealize Operations Manager to function optimally, your
environment must conform to certain configurations. Review and familiarize yourself with these
configurations before you deploy a production instance of vRealize Operations Manager.

Sizing

VRealize Operations Manager supports up to 320,000 monitored resources spread across
eight extra-large analytics nodes.

Size your vRealize Operations Manager instance to ensure performance and support. For
more information about sizing, refer to the KB article, vRealize Operations Manager Sizing
Guidelines (KB 2093783) .

Environment

Deploy analytics nodes in the same vSphere cluster and use identical or similar hosts and
storage. If you cannot deploy analytics nodes in the same vSphere cluster, you must deploy
them in the same geographical location.

When continuous availability is enabled, deploy analytics nodes in fault domains in the same
vSphere cluster and use identical or similar hosts and storage. Fault domains are supported on
vSphere stretched clusters.

Analytics nodes must be able to communicate with one another always. The following vSphere
events might disrupt connectivity.

= vMotion

m  Storage vMotion

= High Availability (HA)

m  Distributed Resource Scheduler (DRS)

Due to a high level of traffic between analytics nodes, all analytics nodes must be on the same
VLAN and IP subnet, and that VLAN is not stretched between data centers, when continuous
availability is not enabled.

When continuous availability is enabled, analytics nodes in fault domains should be located on
the same VLAN and IP subnet, and communication between fault domains must be available.
The witness node might be located in a separate VLAN and IP subnet but must be able to
communicate with all analytics nodes.

Latency between analytics nodes cannot exceed 5 milliseconds, except when continuous
availability is enabled, where latency between fault domains cannot exceed 10 milliseconds but
analytics nodes, within each fault domain, still cannot exceed 5 milliseconds. The bandwidth
must be equal to or faster than 10 GB per second.

If you deploy analytics nodes into a highly consolidated vSphere cluster, configure resource
reservations. A full analytics node, for example a large analytics node that monitors 20,000
resources, requires one virtual CPU to physical CPU. If you experience performance issues,
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review the CPU ready and co-stop to determine if the virtual to physical CPU ratio is the
cause of the issues. For more information about how to troubleshoot VM performance and
interpret CPU performance metrics, see Troubleshooting a virtual machine that has stopped
responding: VMM and Guest CPU usage comparison (1017926).

You can deploy remote collectors and the witness node behind a firewall. You cannot use NAT
between remote collectors or the withess node and analytics nodes.

Multiple Data Centers

vRealize Operations Manager can be stretched across data centers only when continuous
availability is enabled. The fault domains may reside in separate vSphere clusters; however, all
analytics nodes across both fault domains must reside in the same geographical location.

For example, the first datacenter is located in Palo Alto but is configured in two different
buildings or in different locations of the city (downtown and mid-town) will have latency that

is less than 5 milliseconds. The second datacenter is located in Santa Clara so the latency
between the two datacenters is greater than 5 milliseconds but less than 10 milliseconds. Refer
to the KB artice, vRealize Operations Manager Sizing Guidelines (KB 2093783) for network
requirements.

If vRealize Operations Manager is monitoring resources in additional data centers, you must
use remote collectors and deploy the remote collectors in the remote data centers. You might
need to modify the intervals at which the configured adapters on the remote collector collect
information depending on latency.

It is recommended that you monitor collections to validate that they are completing in less
than five minutes. Check the KB article, vRealize Operations Manager Sizing Guidelines (KB
2093783) for latency, bandwidth and sizing requirements. If all requirements are met and
collections are still not completing within the default 5 minutes time limit, increase the interval
to 10 minutes.

Certificates

A valid certificate signed by a trusted Certificate Authority, private, or public, is an important
component when you configure a production instance of vRealize Operations Manager.
Configure a Certificate Authority signed certificate against the system before you configure
End Point Operations Management agents.

You must include all analytics nodes, remote collector nodes, witness nodes, and load
balancer DNS names in the Subject Alternative Names field of the certificate.

You can configure End Point Operations Management agents to trust the root or intermediate
certificate to avoid having to reconfigure all agents if the certificate on the analytics nodes and
remote collectors is modified. For more information about root and intermediate certificates,
see Specify the End Point Operations Management Agent Setup Properties in the VMware
vRealize Operations Manager Configuration Guide.

Adapters
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It is recommended that you configure adapters to remote collectors in the same data center
as the analytics cluster for large and extra-large deployment profiles. Configuring adapters
to remote collectors improves performance by reducing load on the analytics node. As an
example, you might decide to configure an adapter to remote collectors if the total resources
on a given analytics node begin to degrade the node's performance. You might configure the
adapter to a large remote collector with the appropriate capacity.

Configure adapters to remote collectors when the number of resources the adapters are
monitoring exceeds the capacity of the associated analytics node.

VRealize Application Remote Collector

For the production instance of vRealize Application Remote Collector and Telegraf agents to
function optimally, your environment must adhere to certain configurations. You must review
these configurations before you start deploying vRealize Application Remote Collector and
Telegraf agents.

Option Configurations

Sizing The vRealize Application Remote Collector supports
up to a maximum of 10,000 Telegraf agents using
a large vRealize Application Remote Collector. Size
your vRealize Application Remote Collector instance to
ensure optimal performance and support. For more
information about sizing, see the KB article, vRealize
Operations Manager Sizing Guidelines (KB 2093783) .

Environment Deploy the vRealize Application Remote Collector in
the same vCenter Server as the end point VMs
where you want to deploy Telegraf agents. Latency
between the vRealize Application Remote Collector and
a VRealize Operations Manager node cannot exceed 10
milliseconds.

Authentication

You can use the Platform Services Controller for user authentication in vRealize Operations
Manager. For more information about deploying a highly available Platform Services
Controller instance, see Deploying the vCenter Server Appliance in the VMware vSphere
Documentation. All Platform Services Controller services are consolidated into vCenter Server,
and deployment and administration are simplified.

Load Balancer

For more information about load balancer configuration, see the vRealize Operations Manager
Load Balancing Guide.

Scalability Considerations

Configure your initial deployment of vRealize Operations Manager based on the anticipated use.

Analytics Nodes
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Analytics nodes consist of a primary node, a primary replica node, and data nodes.

For enterprise deployments of vRealize Operations Manager, deploy all nodes as medium,
large or extra-large deployments, depending on sizing requirements and your available
resources.

Scaling Vertically by Adding Resources

If you deploy analytics hodes in a configuration other than large, you can reconfigure the vCPU
and memory. It is recommended to scale up the analytics nodes in the cluster before scaling
out the cluster with additional nodes. vRealize Operations Manager supports various node
sizes.

Table 2-1. Analytics Nodes Deployment Sizes

Node Size vCPU Memory
Extra small 2 8 GB
Small 4 16 GB
Medium 8 32GB
Large 16 48 GB
Extra large 24 128 GB

Scaling Vertically by Increasing Storage
You can increase storage independently of vCPU and Memory.

To maintain a supported configuration, data nodes deployed in the cluster must be the same
node size.

For more information about increasing storage, see the topic, Add Data Disk Space to a
vRealize Operations Manager vApp Node. You cannot modify the disks of virtual machines that
have a snapshot. You must remove all snapshots before you increase the disk size.

Scaling Horizontally (Adding nodes)

VvRealize Operations Manager supports up to eight extra-large analytics nodes in a cluster, or
up to 10 extra-large nodes in a cluster when continuous availability is enabled.

To maintain a supported configuration, analytics nodes deployed in the cluster must be the
same node size.
Witness Node

VRealize Operations Manager provides a single size regardless of the cluster size since the
witness node does not collect nor process data.
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Table 2-2. Witness Node Deployment Sizes

Node Size vCPU Memory

Witness 2 8 GB

Remote Collectors

vRealize Operations Manager supports two sizes for remote collectors, standard and large.
The maximum number of resources is based on the aggregate resources that are collected for
all adapters on the remote collector. In large scale vRealize Operations Manager monitored
environment, you might experience a slow responding Ul, and metrics are slow to be
displayed. Determine the areas of the environment in which the latency is greater than 20
milliseconds and install a remote collector in those areas.

Table 2-3. Supported Remote Collector Sizes

Collector Size Resources End Point Operations Management Agents
Standard 6000 250
Large 32,000 2,000

For more information about sizing, see the KB article vRealize Operations Manager Sizing
Guidelines (KB 2093783).

VvRealize Application Remote Collector

VvRealize Operations Manager supports three sizes for application remote collectors; small,
medium, and large. The number of Telegraf agents you want to deploy determines the size of
VRealize Application Remote Collector you deploy.

Currently, vRealize Application Remote Collector can collect data on 20 different application
sources.

If you have more than 6,000 Telegraf agents installed, increase vCPU and memory of the large
configurations so that you can monitor up to 10,000 Telegraf agents.

An increase of memory usage depends on the number of services and their configurations on
the VMs that are being monitored. When you monitor 1000 operating system objects, memory
usage increases by around 1-1.5 GB.

Table 2-4. Supported vRealize Application Remote Collector Sizes

VRealize Application Remote Collector Size Maximum number of Telegraf Agents Supported
Small 500

Medium 3000

Large 6000
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High Availability Considerations

High availability creates a replica for the vRealize Operations Manager primary node and protects
the analytics cluster against the loss of a node.

Cluster Management

Clusters consist of a primary node, a primary replica node, data nodes, and remote collector
nodes.

Enabling High Availability within vRealize Operations Manager is not a disaster recovery
solution. When you enable High Availability, information is stored (duplicated) in two
different analytics nodes within the cluster. This doubles the system's compute and capacity
requirements. If either the primary node or the primary replica node is permanently lost, then
you must disable, and then re-enable High Availability to reassign the primary replica role to
an existing node. This process, which includes a hidden cluster rebalance, can take a long
time.

Analytics Nodes

Analytics nodes consist of a primary node, primary replica node, and data nodes.

When you enable High Availability, you protect vRealize Operations Manager from data loss
when only a single node is lost. If two or more nodes are lost, there may be permanent data
loss. Deploy each analytics node to separate hosts to reduce the chance of data loss if a host
fails. You can use DRS anti-affinity rules to ensure that the vRealize Operations Manager nodes
remain on separate hosts.

Remote Collectors

In vRealize Operations Manager, you can create a collector group. A collector group is a
collection of nodes (analytics nodes and remote collectors). You can assign adapters to a
collector group, rather than assigning an adapter to a single node.

If the node running the adapter fails, the adapter is automatically moved to another node in
the collector group.

Assign all normal adapters to collector groups, and not to individual nodes. Hybrid adapters
require a two-way communication between the adapter and the monitored endpoint.

For more information about adapters, see Adapter and Management Packs Considerations.

Continuous Availability Considerations

Continuous Availability (CA) separates the vRealize Operations Manager cluster into two fault
domains and protects the analytics cluster against the loss of a fault domain.

Cluster Management

Clusters consist of a primary node, a primary replica node, a witness node, data nodes, and
remote collector nodes.
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Enabling Continuous Availability within vRealize Operations Manager is not a disaster recovery
solution.

When you enable Continuous Availability, information is stored (duplicated) in two different
analytics nodes within the cluster but stretched across fault domains. Due to sizing requirements,
continuous availability requires doubling the system’s compute and capacity requirements.

If either the primary node or primary replica node is permanently lost, then you must replace the
lost node, which will become the new primary replica node. If it is necessary to have the new
primary replica node as the primary node, then you can take the current primary node offline and
wait until the primary replica node is promoted to the new primary node. Then bring the former
primary node back online and it will be the new primary replica node.

Fault Domains

Fault domains consist of analytics nodes, separated into two zones.

A fault domain consists of one or more analytics nodes grouped according to their physical
location in the data center. When configured, two fault domains enable vRealize Operations
Manager to tolerate failures of an entire physical location and failures from resources dedicated to
a single fault domain.

Witness Node

Witness node is a member of the cluster but not part of the analytics nodes.

To enable CA within vRealize Operations Manager, deploy the witness node in the cluster. The
witness node does not collect nor store data.

The witness node serves as a tiebreaker when a decision must be made regarding availability of
vRealize Operations Manager when the network connection between the two fault domains is lost.

Analytics Nodes
Analytics nodes consist of a primary node, primary replica node, and data nodes.

When you enable continuous availability, you protect vRealize Operations Manager from data loss
if an entire fault domain is lost. If node pairs are lost across fault domains, there may be permanent
data loss.

Deploy analytics nodes, within each fault domain, to separate hosts to reduce the chance of data
loss if a host fails. You can use DRS anti-affinity rules to ensure that the vRealize Operations
Manager nodes remain on separate hosts.

Remote Collectors

In vRealize Operations Manager, you can create a collector group. A collector group is a collection
of nodes (analytics nodes and remote collectors). You can assign adapters to a collector group,
rather than assigning an adapter to a single node.

When enabling continuous availability, collector groups can be created to collect data from
adapters within each fault domain.
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Collector groups do not have any correlation with fault domains. The functionality of a collector
group is to collect data and provide it to the analytics nodes, which then vRealize Operations
Manager decides how to keep the data.

If the node running the adapter collection fails, the adapter is automatically moved to another
node in the collector group.

Theoretically, you can install collectors in any place, provided the networking requirements are
being met. However, from a failover perspective, it is not recommended to put all the collectors
within a single fault domain. If all the collectors are directed to a single fault domain, vRealize

Operations Manager stops receiving data if a network outage occurs affecting that fault domain.

The recommendation is to keep remote collectors outside of fault domains or keep half of the
remote collectors in fault domain 1 and the remaining remote collectors in fault domain 2.

Assign all normal adapters to collector groups, and not to individual nodes. Hybrid adapters
require a two-way communication between the adapter and the monitored endpoint.

For more information about adapters, see Adapter and Management Packs Considerations.
Adapter and Management Packs Considerations
Adapters and management packs have specific configuration considerations.

Normal Adapters

Normal adapters require a one-way communication to the monitored endpoint. Deploy normal

adapters into collector groups, which are sized to handle a failover.

Following is a sample list of adapters provided by VMware for vRealize Operations Manager.

Additional adapters can be found on the VMware Solutions Exchange website.
= VMware vSphere

m  Management Pack for NSX for vSphere

m  Management Pack for VMware Integrated OpenStack

= Management Pack for Storage Devices

m  Management Pack for Log Insight

Hybrid Adapters

Hybrid adapters require a two-way communication between the adapter and the monitored
endpoint.

You must deploy hybrid adapters to a dedicated remote collector. Configure only one hybrid

adapter type for each remote collector. You cannot configure hybrid adapters as part of a
collector group. For example, two vRealize Operations for Published Applications adapters
can exist on the same node, and two vRealize Operations for Horizon adapters can exist on

the same node, but a vRealize Operations for Published Applications adapter and a vRealize

Operations for Horizon adapter cannot exist on the same node.
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Several hybrid adapters are available for vRealize Operations Manager.
m  VRealize Operations for Horizon adapter
m  VRealize Operations for Published Applications adapter

= Management Pack for vRealize Hyperic

End Point Operations Management Adapter

By default, End Point Operations Management adapters are installed on all data nodes.
Large and extra-large analytics nodes can support 2,500 endpoint agents and large remote
collectors can support 2,000 per node. To reduce the ingestion load on the cluster, you can
point End Point Operations Management adapters at remote collectors. Assign the dedicated
remote collectors to their own collector group, which helps the End Point Operations
Management adapter maintain the state of End Point Operations Management resources if

a node in the collector group fails.

To reduce the cost of reconfiguring the system, it is recommended that you install End

Point Operations Management agents against a DNS entry specific to End Point Operations
Management agents if you plan to scale the system beyond a single node.

VvRealize Application Management Pack

When you activate application monitoring in vRealize Operations Manager, as part of the
process, you have to either download the vRealize Application Remote Collector OVA from
within vRealize Operations Manager or externally from My VMware.

This is a dedicated virtual appliance which acts as a proxy between vRealize Operations
Manager, the target vCenter Server, and the end point VMs where Telegraf agents are

deployed.

Remote Collectors Behind a Load Balancer for End Point Operations
Management Agents

EP Ops Agents

LB epops

AIM Collectors Group

Remote Collector Remote Collector Remote Collector
epops-1 epops-2 epops-3

Hardware Requirements for Analytics Nodes, Witness Nodes, and
Remote Collectors

Analytics nodes, witness nodes, and remote collectors have various hardware requirements for
virtual machines and physical machines.
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The following table specifies the components to install on each server profile in your deployment,

and the required hardware specifications.

Table 2-5. Hardware Requirements for System Components

Server Roles

Small Analytics Node

Medium Analytics Node

Large Analytics Node

Extra Large Analytics
Node

Standard Remote
Collector

Large Remote Collector

Witness Node

Small vRealize
Application Remote
Collector

Medium vRealize
Application Remote
Collector

Large vRealize
Application Remote
Collector

Virtual CPU

4 vCPU

8 vCPU

16 vCPU

24 vCPU

2 vCPU

4 vCPU

2 vCPU

4 vCPU

8 vCPU

16 vCPU

Memory

16 GB

32GB

48 GB

128 GB

4GB

16 GB

8 GB

8 GB

16 GB

24 GB

Storage Requirements

1276 10PS

1875 IOPS

3750 IOPS

12758 IOPS

N/A

N/A

N/A

N/A

N/A

N/A

CPU requirements are 2.0 GHz minimum. 2.4 GHz is recommended. Storage requirements are

based on the maximum supported resources for each node.

VRealize Operations Manager has a high CPU requirement. In general, the more physical CPU that
you assign to the analytics cluster, the better the performance. The cluster will perform better if

the nodes stay within a single socket.

Port Requirements for vRealize Operations Manager

vRealize Operations Manager has certain port requirements for its components. All ports specified

are default ports.
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Port Requirements for vRealize Operations Manager
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Ports Information for vRealize Operations Manager

Ports information for vRealize Operations Manager is available on Ports and Protocol.

Small Deployment Profile for vRealize Operations Manager

The small deployment profile is intended for systems that manage up to 20,000 resources.

Virtual Appliance Name

The small deployment profile contains a single large analytics node, analytics-1.ra.local.

Deployment Profile Support

The small deployment profile supports the following configuration.
m 20,000 resources

m 2,500 End Point Operations Management agents

m Data retention for six months

m  Additional Time Series Retention for 36 months

Additional DNS Entries

You can add additional DNS entries for your organization's future requirements. If you do
not expect your planned deployment to exceed a single node, you can configure End Point
Operations Management agents against the analytics nodes.
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epops.ra.local -> analytics-1.ra.local

Certificate

The certificate must be signed by a Certificate Authority. The Subject Alternative Name contains
the following information.

m DNS Name = epops.refarch.local
m DNS Name = analytics-1.ra.local
This is an example of a small deployment profile.

Table 2-6. Adapter Properties

Collector Group Collector Adaptor Resources
DEFAULT analytics-1 A 2,000
DEFAULT analytics-1 B 4,000
DEFAULT analytics-1 C 2,000
DEFAULT analytics-1 D 3,000

VRealize Operations Manager Small Deployment Profile Architecture

EP Ops Agents

DNS epops

Analytics Node
analytic-1
AB,C,D

Resources

Medium Deployment Profile for vRealize Operations Manager

The medium deployment profile is intended for systems that manage 68,000 resources, 34,000
of which are enabled for High Availability. In the medium deployment profile, adapters are
deployed on the analytics nodes by default. If you experience problems with data ingestion, move
these adapters to remote controllers.

Virtual Appliance Names

The medium deployment profile contains eight medium analytics nodes.

m  analytics-1.ra.lcoal
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m  analytics-2.ra.lcoal
m  analytics-3.ra.lcoal
m  analytics-4.ra.lcoal
m  analytics-5.ra.lcoal
m  analytics-6.ra.lcoal
m  analytics-7.ra.lcoal

m  analytics-8.ra.lcoal

Deployment Profile Support

The medium deployment profile supports the following configuration.
m 68,000 total resources, 34,000 enabled for HA

m 9,600 End Point Operations Management agents

m  Data retention for six months

m  Additional Time Series Retention for 36 months

Load Balanced Addresses
m  analytics.ra.local

m  epops.ra.local

Certificate

The certificate must be signed by a Certificate Authority. The Subject Alternative Name contains
the following information.

m DNS Name = epops.refarch.local

s DNS Name

analytics-1.ra.local
This is an example of a medium deployment profile.

Table 2-7. Adapter Properties

Collector Group Collector Adaptor Resources
DEFAULT analytics-1 A 2,000
DEFAULT analytics-2 B 4,000
DEFAULT analytics-3 C 2,000
DEFAULT analytics-4 D 3,000
DEFAULT analytics-5 E 1,000
DEFAULT analytics-6 F 2,000
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Table 2-7. Adapter Properties (continued)

Collector Group Collector Adaptor Resources
DEFAULT analytics-7 G 1,500
DEFAULT analytics-8 H 4,500

VRealize Operations Manager Medium Deployment Profile Architecture

LB analytics

Analytics Cluster

LB epops

Analytics Node Analytics Node Analytics Node Analytics Node
analytic-1 analytic-2 analytic-3 analytic-4
A B c D

Analytics Node Analytics Node Analytics Node Analytics Node
analytic-5 analytic-6 analytic-7 analytic-8
E F (€] H

Large Deployment Profile for vRealize Operations Manager

The large deployment profile is intended for systems that manage 128,000 resources, 64,000 of
which are enabled with High Availability. All adapters are deployed to remote controllers in large
deployment profiles to offload CPU usage from the analytics cluster.

In addition, vRealize Application Remote Collector can be deployed to collect application level
data for up to 6,000 end point VMs using Telegraf agents.
Virtual Appliance Names

The large deployment profile contains eight large analytics nodes, large remote collectors for
adapters, and large remote collectors for Telegraf agents.

m  analytics-1.ra.lcoal
m  analytics-2.ra.lcoal
m  analytics-3.ra.lcoal
m  analytics-4.ra.lcoal

m  analytics-5.ra.lcoal
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analytics-6.ra.lcoal
analytics-7.ra.lcoal

analytics-8.ra.lcoal

Deployment Profile Support

The large deployment profile supports the following configuration.

128,000 total resources, 64,000 enabled for HA
6,000 Telegraf agents

20,000 End Point Operations Management agents
Data retention for six months

Additional Time Series Retention for 36 months

Load Balanced Addresses

analytics.ra.local

epops.ra.local

Certificate

The certificate must be signed by a Certificate Authority. The Subject Alternative Name contains
the following information.

DNS Name = analytics.refarch.local

DNS Name = epops.refarch.local

DNS Name = analytics-1.ra.localto DNS Name = analytics-8.ra.local
DNS Name = remote-1.ra.localto DNS Name = remote-N.ra.local
DNS Name = epops-1.ra.lcoalto DNS Name = epops-N.ra.local

This is an example of a large deployment profile.

Table 2-8. Adapter Properties

Collector Group Remote Collector Adapter Resources

1 remote-1 A 5,000

1 remote-2 B 5,000
Total 10,000

2 remote-3 C 10,000

2 remote-4 D 5,000

2 remote-5 E 5,000

VMware, Inc.

End Point
Operations
Management Agents

N/A
N/A
N/A
N/A
N/A

N/A
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Table 2-8. Adapter Properties (continued)

End Point
Operations
Collector Group Remote Collector Adapter Resources Management Agents
Total 20,000 N/A
AIM epops-1 epops 4,800 800
epops-2 epops 4,800 800
Total 9,600 1,600

If a remote collector is lost from these collector groups, you might have to manually rebalance the
adapters to comply with the limit of 32,000 resource for each remote collector.

The estimate of 9,600 resources uses six resources for each End Point Operations Management
agent.

VRealize Operations Manager Large Deployment Profile Architecture

¢ Collector arc-1

LB analytics
Analytics Cluster

Analytic Node Analytic Node Analytic Node Analytic Node
analytic-1 analytic-2 analytic-3 analytic-4

Analytic Node Analytic Node Analytic Node Analytic Node
analytic-5 analytic-6 analytic-7 analytic-8

Collectors Group 1 Collectors Group 2

Remote Collector Remote Collector Remote Collector Remote Collector Remote Collector
remote-1 remote-2 remote-3 remote-4 remote-5
A B C D E

Collector Group 1 Collector Group 2
Endpoint Endpoint

Extra Large Deployment Profile for vRealize Operations Manager

The extra-large deployment profile is intended for systems that manage 240,000 resources,
120,000 of which are enabled for Continuous Availability. This deployment is divided into two
data centers and is the maximum supported analytics cluster deployment.
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Virtual Appliance Names

The extra-large deployment profile contains six extra-large analytics nodes. Large remote
collectors for adapters, large remote collectors for End Point Operations Management agents,
and witness node for continuous availability.

m analytics-l.ra.local
m analytics-2.ra.local
m analytics-3.ra.local
m analytics-4.ra.local
m analytics-5.ra.local
m analytics-6.ra.local

B witness-1l.ra.local

Deployment Profile Support

m 240,000 total resources, 120,000 enabled for CA
m 20,000 End Point Operations Management agents
m  Data retention for six months

m  Additional Time Series Retention for 36 months

Load Balanced Addresses
m analytics.ra.local
m  epops-a.ra.local

m  epops-b.ra.local

Certificate

The certificate must be signed by a Certificate Authority. The Subject Alternative Name contains
the following information.

m  DNS Name = analytics.refarch.local

. DNS Name

epops-a.refarch.local

m DNS Name = epops-b.refarch.local

m  DNS Name = analytics-1.ra.localto analytics-16.ra.local
m  DNS Name = remote-1.ra.localto remote-N.ra.local
m  DNS Name = epops-T1.ra.localto epops-N.ra.local

m DNS Name = witness-1.ra.local

VMware, Inc.



VvRealize Operations Manager 8.2 Help

This is an example of an extra-large deployment profile. The adapter in the example provides N-1
redundancy, meaning, if two adapters support 20,000 resources, then a third adapter is added to

attain a supported configuration that allows for a single failure.

Table 2-9. Adapter Properties

Collector Group

1

AIM-1

AIM-1

AIM-2

AIM-2

AIM-2
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Data Center

A

A

Remote
Collector

remote-1

remote-2

remote-3

remote-3

remote-3

remote-4

remote-5

remote-6

remote-7

remote-8

remote-9

remote-10

epops-1

epops-2

epops-3

epops-4

epops-5

epops-6

Adapter

Total

epops

epops

epops

Total

epops

epops

epops

Total

Resources

5,000

5,000

10,000

2,000

2,000

1,000

7,000

8,000

5,000

6,000

31,000

10,000

5,000

5,000

20,000

8,004

7,998

7,998

24,000

8,004

7,998

7,998

24,000

End Point
Operations
Management
agents

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

1,334

1,333

1,333

4,000

1,334

1,333

1,333

4,000
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If a remote collector is lost from these collector groups, you might have to manually rebalance the
adapters to comply with the limit of 32,000 resource for each remote collector.

The estimate of 24,000 resources for AIM-1 and AIM-2 collector groups uses six resources for
each End Point Operations Management agent.
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Ensure you meet the security requirements in your environment with the recommendations

provided.

VRealize Operations Manager Security Posture

The security posture of vRealize Operations Manager assumes a complete secure environment

based on system and network configuration, organizational security policies, and best practices.
It is important that you perform the hardening activities according to your organization's security

policies and best practices.

The document is broken down into the following sections:

m  Secure Deployment

m  Secure Configuration
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= Network Security
s Communication
The guide details the installation of the Virtual Application.

To ensure that your system is securely hardened, review the recommendations and assess them
against your organization's security policies and risk exposure.

Secure Deployment of vRealize Operations Manager

You must verify the integrity of the installation media before you install the product to ensure
authenticity of the downloaded files.

Verify the Integrity of Installation Media

After you download the media, use the MD5/SHA1 sum value to verify the integrity of the
download. Always verify the MD5/SHAT1 hash after you download an ISO, offline bundle, or patch
to ensure the integrity and authenticity of the downloaded files. If you obtain physical media from
VMware and the security seal is broken, return the software to VMware for a replacement.

Procedure

¢ Compare the MD5/SHA1/SHA256 hash output with the value posted on the VMware website.
SHA256, SHAT, or MD5 hash should match.

Note The vRealize Operations Manager 6.x-x.pak/7.x-x.pak/8.x-x.pak files are signed
by the VMware software publishing certificate. vRealize Operations Manager validates the
signature of the PAK file before installation.

Hardening the Deployed Software Infrastructure

As part of your hardening process, you must harden the deployed software infrastructure that
supports your VMware system.

Before you harden your VMware system, review and address security deficiencies in your
supporting software infrastructure to create a completely hardened and secure environment.
Software infrastructure elements to consider include operating system components, supporting
software, and database software. Address security concerns in these and other components
according to the manufacturer's recommendations and other relevant security protocols.

Hardening the VMware vSphere Environment

VRealize Operations Manager relies on a secure VMware vSphere environment to achieve the
greatest benefits and a secured infrastructure.

Assess the VMware vSphere environment and verify that the appropriate level of vSphere
hardening guidance is enforced and maintained.

For more guidance about hardening, see http://www.vmware.com/security/hardening-
guides.html.
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Reviewing Installed and Unsupported Software

Vulnerabilities in unused software might increase the risk of unauthorized system access and
disruption of availability. Review the software that is installed on VMware host machines and
evaluate its use.

Do not install software that is not required for the secure operation of the system on any of the
vRealize Operations Manager node hosts. Uninstall unused or nonessential software.

Installing unsupported, untested, or unapproved software on infrastructure products such as
vRealize Operations Manager is a threat to the infrastructure.

To minimize the threat to the infrastructure, do not install or use any third-party software that is
not supported by VMware on VMware supplied hosts.

Assess your vRealize Operations Manager deployment and inventory of installed products to verify
that no unsupported software is installed.

For more information about the support policies for third-party products, see the VMware support
at http://www.vmware.com/security/hardening-guides.html.
Verify Third-Party Software

Do not use third-party software that VMware does not support. Verify that all third-party software
is securely configured and patched in accordance with third-party vendor guidance.

Inauthentic, insecure, or unpatched vulnerabilities of third-party software installed on VMware
host machines might put the system at risk of unauthorized access and disruption of availability. All
software that VMware does not supply must be appropriately secured and patched.

If you must use third-party software that VMware does not support, consult the third-party vendor
for secure configuration and patching requirements.
VMware Security Advisories and Patches

VMware occasionally releases security advisories for products. Being aware of these advisories
can ensure that you have the safest underlying product and that the product is not vulnerable
to known threats. Assess the vRealize Operations Manager installation, patching, and upgrade
history and verify that the released VMware Security Advisories are followed and enforced.

It is recommended that you always remain on the most recent vRealize Operations Manager
release, as this will include the most recent security fixes also.

For more information about the current VMware security advisories, see http://
www.vmware.com/security/advisories/.

Secure Configuration of vRealize Operations Manager

As a security best practice, you must secure the vRealize Operations Manager console and
manage Secure Shell (SSH), administrative accounts, and console access. Ensure that your system
is deployed with secure transmission channels.
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You must also follow certain security best practices for running End Point Operations Management
agents.
Secure the vRealize Operations Manager Console

After you install vRealize Operations Manager, you must log in for the first time and secure the
console of each node in the cluster.

Prerequisites

Install vRealize Operations Manager.

Procedure
1 Locate the node console in vCenter or by direct access.

In vCenter, press Alt+F1 to access the login prompt. For security reasons, vRealize Operations
Manager remote terminal sessions are disabled by default.

2 Login as root.

VRealize Operations Manager does not allow you to access the command prompt until you
create a root password.

3 At the prompt for a new password, enter the root password that you want and note it for
future reference.

4 Reenter the root password.

5 Log out of the console.

Change the Root Password

You can change the root password for any vRealize Operations Manager primary or data node at
any time by using the console.

The root user bypasses the pam cracklib module password complexity check, which is found
in /etc/pam.d/system-password. All hardened appliances enable enforce for root for the
pw_history module, found in the /etc/pam.d/system-password file. The system remembers the
last five passwords by default. Old passwords are stored for each user in the /etc/security/

opasswd file.

Prerequisites

Verify that the root password for the appliance meets your organization’s corporate password
complexity requirements. If the account password starts with $6¢, it uses a sha512 hash. This is the
standard hash for all hardened appliances.

Procedure

1 Runthe # passwd command at the root shell of the appliance.
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2 To verify the hash of the root password, log in as root and run the # more /etc/shadow
command.

The hash information appears.

3 Ifthe root password does not contain a sha512 hash, run the passwd command to change it.

Manage Password Expiry

Configure all account password expirations in accordance with your organization's security
policies.

By default, the root account is set to a 365-day password expiry.

If the root password expires, you cannot reinstate it. You must implement site-specific policies to
prevent administrative and root passwords from expiring.

Procedure

1 Log into your virtual appliance machines as root and run the # more /etc/shadow command to
verify the password expiry on all accounts.

2 To modify the expiry of the root account, run the # passwd -x 365 root command.

In this command, 365 specifies the number of days until password expiry. Use the same
command to modify any user, substituting the specific account for root and replacing the
number of days to meet the expiry standards of the organization.

By default, the root password is set for 365 days.

Managing Secure Shell, Administrative Accounts, and Console Access

For remote connections, all hardened appliances include the Secure Shell (SSH) protocol. SSH is
disabled by default on the hardened appliance.

SSH is an interactive command-line environment that supports remote connections to a vRealize
Operations Manager node. SSH requires high-privileged user account credentials. SSH activities
generally bypass the role-based access control (RBAC) and audit controls of the vRealize
Operations Manager node.

As a best practice, disable SSH in a production environment and enable it only to diagnose

or troubleshoot problems that you cannot resolve by other means. Leave it enabled only while
needed for a specific purpose and in accordance with your organization's security policies. If you
enable SSH, ensure that it is protected against attack and that you enable it only for as long as
required. Depending on your vSphere configuration, you can enable or disable SSH when you
deploy your Open Virtualization Format (OVF) template.

As a simple test to determine whether SSH is enabled on a machine, try to open a connection by
using SSH. If the connection opens and requests credentials, then SSH is enabled and is available
for making connections.
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Secure Shell Root User

Because VMware appliances do not include preconfigured default user accounts, the root account
can use SSH to directly log in by default. Disable SSH as root as soon as possible.

To meet the compliance standards for nonrepudiation, the SSH server on all hardened appliances
is preconfigured with the AllowGroups wheel entry to restrict SSH access to the secondary group
wheel. For separation of duties, you can modify the AllowGroups wheel entry in the /etc/ssh/
sshd config file to use another group such as sshd.

The wheel group is enabled with the pam wheel module for superuser access, so members of
the wheel group can use the su-root command, where the root password is required. Group
separation enables users to use SSH to the appliance, but not to use the su command to log in
as root. Do not remove or modify other entries in the AllowGroups field, which ensures proper
appliance function. After making a change, restart the SSH daemon by running the # service
sshd restart command.

Enable or Disable Secure Shell on a vRealize Operations Manager Node

You can enable Secure Shell (SSH) on a vRealize Operations Manager node for troubleshooting.
For example, to troubleshoot a server, you might require console access to the server through
SSH. Disable SSH on a vRealize Operations Manager node for normal operation.

Procedure

1 Access the console of the vRealize Operations Manager node from vCenter.
Press Alt + F1to access the login prompt then log in.

Run the #systemctl is-enabled sshd command.

If the sshd service is disabled, run the #systemctl enable sshd command.

Runthe # systemctl start sshd command to start the sshd service.

o o A~ W N

Run the # systemctl stop sshd command to stop the sshd service.

You can also enable or disable Secure Shell from the SSH Status column of the vRealize
Operations Manager administration interface.

Create a Local Administrative Account for Secure Shell

You must create local administrative accounts that can be used as Secure Shell (SSH) and that are
members of the secondary wheel group, or both before you remove the root SSH access.

Before you disable direct root access, test that authorized administrators can access SSH by using
AllowGroups, and that they can use the wheel group and the su command to log in as root.
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Procedure

1 Login as root and run the following commands.

# useradd -d /home/vropsuser -g users -G wheel -m

# passwd username

Wheel is the group specified in A11lowGroups for SSH access. To add multiple secondary
groups, use -G wheel, sshd.

2 Switch to the user and provide a new password to ensure password complexity checking.

# su - username

username@hostname: ~>passwd

If the password complexity is met, the password updates. If the password complexity is
not met, the password reverts to the original password, and you must rerun the password
command.

After you create the login accounts to allow SSH remote access and use the su command to
log in as root using the wheel access, you can remove the root account from the SSH direct
login.

3 Toremove direct login to SSH, modify the /etc/ssh/sshd config file by replacing

(#) PermitRootLogin yes With PermitRootLogin no.

What to do next

Disable direct logins as root. By default, the hardened appliances allow direct login to root
through the console. After you create administrative accounts for nonrepudiation and test them
for wheel access (su - root), disable direct root logins by editing the /etc/securetty file as
root and replacing the ttyl entry with console.

Restrict Secure Shell Access

As part of your system hardening process, restrict Secure Shell (SSH) access by configuring
the tcp_wrappers package appropriately on all VMware virtual appliance host machines. Also
maintain required SSH key file permissions on these appliances.

All VMware virtual appliances include the tcp_wrappers package to allow tcp-supported daemons
to control the network subnets that can access the libwrapped daemons. By default, the /etc/
hosts.allow file contains a generic entry, sshd: ALL : ALLOW, that allows all access to the secure
shell. Restrict this access as appropriate for your organization.

Procedure

1 Openthe /etc/hosts.allow file on your virtual appliance host machine in a text editor.
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2 Change the generic entry in your production environment to include only the local host entries

and the management network subnet for secure operations.

sshd:127.0.0.1 : ALLOW
sshd: [::1] : ALLOW
sshd: 10.0.0.0 :ALLOW

In this example, all local host connections and connections that the clients make on the
10.0.0.0 subnet are allowed.

Add all appropriate machine identification, for example, host name, IP address, fully qualified

domain name (FQDN), and loopback.

4 Save the file and close it.

Maintain Secure Shell Key File Permissions

To maintain an appropriate level of security, configure Secure Shell (SSH) key file permissions.

Procedure

1 View the public host key files, located in /etc/ssh/*key.pub.

2 Verify that these files are owned by root, that the group is owned by root, and that the files
have permissions set to 0644.
The permissions are (-rw-r--r--).

3 Close all files.

4 View the private host key files, located in /etc/ssh/*key.

5 Verify that root owns these files and the group, and that the files have permissions set to
0600.
The permissions are (-rw------- ).

6 Close all files.

Harden the Secure Shell Server Configuration

Where possible, the Virtual Application Installation (OVF) has a default hardened configuration.

Users can verify that their configuration is appropriately hardened by examining the server and
client service in the global options section of the configuration file.

If possible, restrict use of the SSH server to a management subnet in the /etc/hosts.allow file.
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Procedure

1 Openthe /etc/ssh/sshd config server configuration file and verify that the settings are

correct.
Setting
Server Daemon Protocol
Ciphers
TCP Forwarding
Server Gateway Ports
X11 Forwarding

SSH Service

GSSAPI Authentication
Kerberos Authentication

Local Variables (AcceptEnv global option)

Tunnel Configuration
Network Sessions

Strict Mode Checking
Privilege Separation

rhosts RSA Authentication
Compression

Message Authentication code

User Access Restriction

2 Save your changes and close the file.

Status

Protocol 2

Ciphers aes256-ctr, aes128-ctr
AllowTCPForwarding no
Gateway Ports no
X1MForwarding no

Use the AllowGroups field and specify a group permitted to access
and add members to the secondary group for users permitted to
use the service.

GSSAPIAuthentication no, if unused
KerberosAuthentication no, if unused

Setto disabled by commenting out or enabled for only
LC_* or LANG variables

PermitTunnel no

MaxSessions 1

Strict Modes yes

UsePrivilegeSeparation yes
RhostsRSAAuthentication no
Compression delayed or Compression no
MACs hmac-shal

PermitUserEnvironment no

Harden the Secure Shell Client Configuration

As part of your system hardening monitoring process, verify hardening of the SSH client by
examining the SSH client configuration file on virtual appliance host machines to ensure that it is
configured according to VMware guidelines.
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Procedure

1 Open the SSH client configuration file, /etc/ssh/ssh _config, and verify that the settings in
the global options section are correct.

Setting Status

Client Protocol Protocol 2

Client Gateway Ports Gateway Ports no

GSSAPI Authentication GSSAPIAuthentication no

Local Variables (SendEnv global Provide only LC_* or LANG variables
option)

CBC Ciphers Ciphers aes256-ctr,aes128-ctr

Message Authentication Codes Used in the MACs hmac-shal entry only

2 Save your changes and close the file.

Disable Direct Logins as Root

By default, the hardened appliances allow you to use the console to log in directly as root. As a
security best practice, you can disable direct logins after you create an administrative account for
nonrepudiation and test it for wheel access by using the su - root command.

Prerequisites
m  Complete the steps in the topic called Create a Local Administrative Account for Secure Shell.

m  Verify that you have tested accessing the system as an administrator before you disable direct
root logins.

Procedure
1 Login as root and navigate to the /etc/securetty file.
You can access this file from the command prompt.

2 Replace the ttyl entry with console.

Disable SSH Access for the Admin User Account

As a security best practice, you can disable SSH access for the admin user account. The vRealize
Operations Manager admin account and the Linux admin account share the same password.
Disabling SSH access to the admin user enforces defense in depth by ensuring all users of SSH
first login to a lesser privileged service account with a password that differs from the vRealize
Operations Manager admin account and then switch user to a higher privilege such as the admin
or root.

Procedure
1 Editthe /etc/ssh/sshd config file.

You can access this file from the command prompt.
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2 Addthe penyUsers admin entry anywhere in the file and save the file.

3 To restart the sshd server, run the service sshd restart command.

Set Boot Loader Authentication

To provide an appropriate level of security, configure boot loader authentication on your VMware
virtual appliances. If the system boot loader requires no authentication, users with console access
to the system might be able to alter the system boot configuration or boot the system to single
user or maintenance mode, which can result in denial of service or unauthorized system access.

Because boot loader authentication is not set by default on the VMware virtual appliances, you
must create a GRUB password to configure it.

Procedure

1 Verify whether a boot password exists in the /boot/grub/grub.cfg file on your virtual
appliances.

2 If no password exists, run the /usr/bin/grub2-mkpasswd-pbkdf2 command on your virtual
appliance.

A password is generated, and the command supplies the hash output.
3 Add following lines at the end of /etc/grub.d/40 custom.

set superusers="root"

password pbkdf2 root <hash of password>

4 Update the grub configuration by running the /usr/sbin/grub2-mkconfig -o /boot/
grub/grub.cfg command.

Monitor Minimal Necessary User Accounts

You must monitor existing user accounts and ensure that any unnecessary user accounts are
removed.

Procedure

¢ Runthe host:~ # cat /etc/passwd command and verify the minimal necessary user accounts:

root:x:0:0:root:/root:/bin/bash

bin:x:1:1:bin:/dev/null:/bin/false

daemon:x:6:6:Daemon User:/dev/null:/bin/false
messagebus:x:18:18:D-Bus Message Daemon User:/var/run/dbus:/bin/false
systemd-bus-proxy:x:72:72:systemd Bus Proxy:/:/bin/false
systemd-journal-gateway:x:73:73:systemd Journal Gateway:/:/bin/false
systemd-journal-remote:x:74:74:systemd Journal Remote:/:/bin/false
systemd-journal-upload:x:75:75:systemd Journal Upload:/:/bin/false
systemd-network:x:76:76:systemd Network Management:/:/bin/false
systemd-resolve:x:77:77:systemd Resolver:/:/bin/false
systemd-timesync:x:78:78:systemd Time Synchronization:/:/bin/false
nobody:x:65534:65533:Unprivileged User:/dev/null:/bin/false
sshd:x:50:50:sshd PrivSep:/var/lib/sshd:/bin/false
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apache:x:25:25:Apache Server:/srv/www:/bin/false
ntp:x:87:87:Network Time Protocol:/var/lib/ntp:/bin/false
named:x:999:999::/var/lib/bind:/bin/false
admin:x:1000:1003::/home/admin: /bin/bash
postgres:x:1001:100::/var/vmware/vpostgres/9.6:/bin/bash

Monitor Minimal Necessary Groups

You must monitor existing groups and members to ensure that any unnecessary groups or group
access is removed.

Procedure

¢ Runthe <host>:~ # cat /etc/group command to verify the minimum necessary groups and
group membership.

root:x:0:admin
bin:x:1:daemon

sys:x:2:

kmem:x:3:

tape:x:4:

tty:x:5:

daemon:x:6:

floppy:x:7:

disk:x:8:

dialout:x:10:
audio:x:11:

video:x:12:

utmp:x:13:

usb:x:14:

cdrom:x:15:

adm:x:16:
messagebus:x:18:
systemd-journal:x:23:
input:x:24:

mail:x:34:

lock:x:54:

dip:x:30:
systemd-bus-proxy:x:72:
systemd-journal-gateway:x:73:
systemd-journal-remote:x:74:
systemd-journal-upload:x:75:
systemd-network:x:76:
systemd-resolve:x:77:
systemd-timesync:x:78:
nogroup:x:65533:
users:x:100:

sudo:x:27:
wheel:x:28:root,admin
sshd:x:50:

apache:x:25:admin, apache
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ntp:x:87:
named:x:999:
vami:x:1000:root
admin:x:1003:

Resetting the vRealize Operations Manager Administrator Password (Linux)

As a security best practice, you can reset the vRealize Operations Manager password on Linux
clusters for vApp or Linux installations.

Procedure
1 Log in to the remote console of the primary node as root.

2 Enter the $VMWARE PYTHON BIN S$VCOPS BASE/../vmware-vcopssuite/utilities/
sliceConfiguration/bin/vcopsSetAdminPassword.py --reset command and follow the
prompts.

Configure NTP on VMware Appliances

For critical time sourcing, disable host time synchronization and use the Network Time Protocol
(NTP) on VMware appliances. You must configure a trusted remote NTP server for time
synchronization. The NTP server must be an authoritative time server or at least synchronized
with an authoritative time server.

The NTP daemon on VMware virtual appliances provides synchronized time services. NTP is
disabled by default, so you need to configure it manually. If possible, use NTP in production
environments to track user actions and to detect potential malicious attacks and intrusions through
accurate audit and log keeping. For information about NTP security notices, see the NTP Web
site.

The NTP configuration file is located in the /etc/ntp.conf file on each appliance.

Procedure

1 Navigate to the /etc/ntp.conf configuration file on your virtual appliance host machine.
2 Set the file ownership to root: root.

3 Set the permissions to 0640.

4 To mitigate the risk of a denial-of-service amplification attack on the NTP service, open
the /etc/ntp.conf file and ensure that the restrict lines appear in the file.

restrict -4 default kod nomodify notrap nopeer noquery
restrict -6 default kod nomodify notrap nopeer noquery
restrict 127.0.0.1

restrict -6 ::1

5 Save any changes and close the files.

For information on NTP security notices, see http://support.ntp.org/bin/view/Main/
SecurityNotice.
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Disable the TCP Timestamp Response on Linux

Use the TCP timestamp response to approximate the remote host's uptime and aid in further
attacks. Additionally, some operating systems can be fingerprinted based on the behavior of their
TCP time stamps.

Procedure
¢ Disable the TCP timestamp response on Linux.

a Tosetthevalue of net.ipv4.tcp timestamps tO 0, runthe sysctl -w
net.ipvéd.tcp timestamps=0 command.

b Addthe ipv4.tcp timestamps=0 value in the default sysctl.conf file.

Enable FIPS 140-2 Mode for Apache OpenSSL

The version of OpenSSL that is shipped with vRealize Operations Manager 6.3 and later releases is
FIPS 140-2 certified. However, the FIPS mode is not enabled by default.

You can enable the FIPS mode if there is a security compliance requirement to use FIPS certified
cryptographic algorithms with the FIPS mode enabled.

Enabling FIPS mode:

1 Log in to each cluster node as root using SSH or console.

2 Openthe /etc/httpd/httpd.conf file in a text editor.

3 Add ssLrIPS on at the end of the config file.

4 Save and close the file.

5 Reset the Apache configuration with the service httpd restart command.
Verifying FIPS mode:

1 After an httpd service restart, open the /var/log/httpd/error.log log file.
2 Search for the log event called Operating in SSL FIPS mode.

Disabling FIPs mode:

1 Log in to each cluster node as root using SSH or console.

2 Openthe /etc/httpd/httpd.conf file in a text editor.

3 Search for the SSLFIPS line and replace SSLFIPS on with SSLFIPS off.

4 Reset the Apache configuration with the service httpd restart command.

TLS for Data in Transit

As a security best practice, ensure that the system is deployed with secure transmission channels.
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Configure Strong Protocols for vRealize Operations Manager

Protocols such as SSLv2 and SSLv3 are no longer considered secure. In addition, TLS 1.0 and TLS

1.1 have also been disabled and only TLS 1.2 is enabled by default.

Note When you upgrade from vRealize Operations Manager 7.5 and above to 8.2, the

user modifications to TLS settings are preserved. When you upgrade your vRealize Operations
Manager instance from 7.0 to 8.2, both TLS 1.0 and TLS 1.1 are disabled on all the vRealize
Operations Manager nodes. TLS 1.2 is the only protocol that is supported by default.

Verify the Correct Use of Protocols in Apache HTTPD
VRealize Operations Manager disables SSLv2, SSLv3, TLSv1, and TLSv1.1 by default. You must

disable weak protocols on all load balancers before you put the system into production.

Procedure

1 Runthe grep SSLProtocol /usr/lib/vmware-vcopssuite/utilities/conf/vcops-
apache.conf | grep -v '#' command from the command prompt to verify that SSLv2,
SSLv3, TLSv1, and TLSv1.1 are disabled.

If the protocols are disabled, the command returns the following output: SSLProtocol All
-SSLv2 -SSLv3 -TLSvl -TLSvl1.1l.

2 To restart the Apache2 server, run the systemctl restart httpd command from the
command prompt.

Verify the Correct Use of Protocols in the GemFire TLS Handler
VRealize Operations Manager disables SSLv3, TLS 1.0, and TLS 1.1 by default. You must disable

weak protocols on all load balancers before you put the system into production.

Procedure

1 Verify that the protocols are enabled. To verify that the protocols are enabled, run the
following commands on each node:

grep cluster-ssl-protocol /usr/lib/vmware-vcops/user/conf/gemfire.properties | grep -v '#'

The following result is expected:

cluster-ssl-protocols=TLSv1.2

grep cluster-ssl-protocol /usr/lib/vmware-vcops/user/conf/gemfire.native.properties | grep

- '#l

The following result is expected:

cluster-ssl-protocols=TLSv1.2

grep cluster-ssl-protocol /usr/lib/vmware-vcops/user/conf/gemfire.locator.properties |

grep -v '#'

The following result is expected:
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cluster-ssl-protocols=TLSv1.2

2 Re-enable TLS1.0and TLS 1.1
a Navigate to the administrator user interface to bring the cluster offline: url/admin.
b Click Bring Offline.

¢ Toensurethat TLS 1.0 and TLS 1.1 are enabled, run the following commands:

sed -1 "/”*["#]*cluster-ssl-protocol/ c\cluster-ssl-protocols=TLSv1l.2 TLSvl.1l
TLSv1" /usr/lib/vmware-vcops/user/conf/gemfire.properties

sed -1 "/”*["#]*cluster-ssl-protocol/ c\cluster-ssl-protocols=TLSv1l.2 TLSvl.l
TLSv1" /usr/lib/vmware-vcops/user/conf/gemfire.native.properties

sed -1 "/*["#]*cluster-ssl-protocol/ c\cluster-ssl-protocols=TLSv1l.2 TLSvl.l

TLSv1" /usr/lib/vmware-vcops/user/conf/gemfire.locator.properties

Repeat this step for each node.
d Navigate to the administrator user interface to bring the cluster online.

e Click Bring Online.

Configure vRealize Operations Manager to Use Strong Ciphers

For maximum security, you must configure vRealize Operations Manager components to use
strong ciphers. To ensure that only strong ciphers are selected, disable the use of weak ciphers.
Configure the server to support only strong ciphers and to use sufficiently large key sizes. Also,
configure the ciphers in a suitable order.

VvRealize Operations Manager disables the use of cipher suites using the DHE key exchange by
default. Ensure that you disable the same weak cipher suites on all load balancers before you put
the system into production.

Using Strong Ciphers

The encryption cipher negotiated between the server and the browser determines the key

exchange method and encryption strength that is used in a TLS session.
Verify the Correct Use of Cipher Suites in Apache HTTPD
For maximum security, verify the correct use of cipher suites in Apache httpd.

Procedure

1 To verify the correct use of cipher suites in Apache httpd, run the grep
SSLCipherSuite /usr/lib/vmware-vcopssuite/utilities/conf/vcops—-apache.conf

| grep -v '#' command from the command prompt.

If Apache httpd uses the correct cipher suites, the command returns the following
output: SSLCipherSuite HIGH:!aNULL!ADH:!EXP:!MD5:!3DES: !|CAMELLIA: !PSK:!SRP: !
DH:@STRENGTH
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To configure the correct use of cipher suites, runthe sed -i "/~ [*#]*SSLCipherSuite/
c\SSLCipherSuite HIGH:\!aNULL\!ADH:\!EXP:\!MD5:\!3DES:\!CAMELLIA:\!
PSK:\!SRP:\!DH:@STRENGTH" /usr/lib/vmware-vcopssuite/utilities/conf/vcops-
apache.conf command from the command prompt.

Run this command if the output in Step 1is not as expected.

This command disables all cipher suites that use DH and DHE key exchange methods.

Runthe /etc/init.d/apache2 restart command from the command prompt to restart the
Apache2 server.

To reenable DH, remove ! DH from the cipher

suites by running the sed -i "/~ ["#]*SSLCipherSuite/

c\SSLCipherSuite HIGH:\!aNULL\!ADH:\!EXP:\!MD5:\!3DES:\!CAMELLIA:\!PSK:\!
SRP:@STRENGTH" /usr/lib/vmware-vcopssuite/utilities/conf/vcops—-apache.conf
command from the command prompt.

Run the systemctl restart httpd command from the command prompt to restart the
Apache2 server.

Verify the Correct Use of Cipher Suites in GemFire TLS Handler
For maximum security, verify the correct use of cipher suites in GemFire TLS Handler.

Procedure

1

To verify that the cipher suites are enabled, run the following commands on each node to
verify that the protocols are enabled:

grep cluster-ssl-ciphers /usr/lib/vmware-vcops/user/conf/
gemfire.properties | grep -v '#'
grep cluster-ssl-ciphers /usr/lib/vmware-vcops/user/conf/

gemfire.native.properties | grep -v '#'

grep cluster-ssl-ciphers /usr/lib/vmware-vcops/user/conf/

gemfire.locator.properties | grep -v '#'
Configure the correct cipher suites.
a Navigate to the administrator user interface at URL/admin.

b To bring the cluster offline, click Bring Offline.

VMware, Inc. 56



VvRealize Operations Manager 8.2 Help

¢ To configure the correct cipher suites, run the following commands:

sed -1 "/~["#]*cluster-ssl-ciphers/
c\cluster-ssl-ciphers=TLS ECDHE RSA WITH AES 128 GCM SHA256
TLS ECDHE RSA WITH AES 256 GCM SHA384" /usr/lib/vmware-vcops/user/conf/

gemfire.properties

sed -1 "/"["#]*cluster-ssl-ciphers/
c\cluster-ssl-ciphers=TLS ECDHE RSA WITH AES 128 GCM SHA256
TLS _ECDHE RSA WITH AES 256 GCM SHA384" /usr/lib/vmware-vcops/user/conf/

gemfire.native.properties

sed -1 "/~["#]*cluster-ssl-ciphers/
c\cluster-ssl-ciphers=TLS ECDHE RSA WITH AES 128 GCM SHA256

TLS ECDHE RSA WITH AES 256 GCM SHA384" /usr/lib/vmware-vcops/user/conf/

gemfire.locator.properties

Repeat this step for each node.
d Navigate to the administrator user interface at URL/admin.

e Click Bring Online.

Enabling TLS on Localhost Connections

By default, the localhost connections to the PostgreSQL database do not use TLS. To enable TLS,
you have to either generate a self-signed certificate with OpenSSL or provide your own certificate.

To enable TLS on localhost connections to PostgreSQL, complete the following steps:
1  Generate or Provide Your Own Self-Signed Certificate with OpenSSL
2 Install the Certificate for PostgreSQL

3 Enable TLS on PostgreSQL

Generate or Provide Your Own Self-Signed Certificate with OpenSSL

Localhost connections to the PostgreSQL database do not use TLS. To enable TLS, you can
generate your own self-signed certificate with OpenSSL or provide your own certificate.

m  To generate a self-signed certificate with OpenSSL, run the following commands:

openssl req -new -text -out cert.reqg
openssl rsa -in privkey.pem -out cert.pem

openssl req -x509 -in cert.reqg -text -key cert.pem -out cert.cert

m  To provide your own certificate, complete the following steps:
= Modify the ownership of the CAcerts.crt file to postgres.
m Editthe postgresqgl.conf file to include the directive ss1 ca file = 'CAcerts.crt.

If you are using a certificate with a CA chain, you must add a CAcerts.crt file containing
the intermediate and root CA certificates to the same directory.
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Install the Certificate for PostgreSQL

You must install the certificate for PostgreSQL when you enable TLS on localhost connections to
PostgreSQL.

Procedure
1 Copythe cert.pemfile to /storage/db/vcops/vpostgres/data/server.key.
2 Copythe cert.cert fileto /storage/db/vcops/vpostgres/data/server.crt.

Run the chmod 600 /storage/db/vcops/vpostgres/data/server.key command.

H W

Run the chmod 600 /storage/db/vcops/vpostgres/data/server.crt command.

5 Runthe chown postgres /storage/db/vcops/vpostgres/data/server.key and chown
postgres /storage/db/vcops/vpostgres/data/server.crt commands to change the

ownership of the server.crt and server. key files from root to postgres.

Enable TLS on PostgreSQL

You must edit the postgresqgl.conf file to enable TLS on localhost connections to PostgreSQL.

Procedure

¢ Editthe postgresqgl.conf file at /storage/db/vcops/vpostgres/data/ and make the
following changes:

a Setssl = on.
b Setssl cert file = 'server.crt'.

C Setssl key file = 'server.key'.

Application Resources That Must be Protected
As a security best practice, ensure that the application resources are protected.

Follow the steps to ensure that the application resources are protected.

Procedure

1 Runthe find / -path /proc -prune -o -type f -perm /6000 -1lscommand to verify

that the files have a well-defined SUID and GUID bits set.

The following list appears:

584208 44 -rwsr-xr-x 1 root root 44696 Feb 4 2019 /usr/bin/su
584210 60 -rwsr-xr-x 1 root root 54112 Feb 4 2019 /usr/bin/chfn
584646 56 -rwsr-x—--- 1 root root 51872 Feb 4 2019 /usr/bin/crontab
584216 40 -rwsr-xXr-x 1 root root 37128 Feb 4 2019 /usr/bin/newgidmap
584206 68 -rwsr-xr-x 1 root root 63736 Feb 4 2019 /usr/bin/passwd
584211 44 -rwsr-xr-x 1 root root 44544 Feb 4 2019 /usr/bin/chsh
584218 40 -rwsr-xXr-x 1 root root 37128 Feb 4 2019 /usr/bin/newuidmap
587446 144 -rwsr-xr-x 1 root root 140856 Feb 4 2019 /usr/bin/sudo
585233 36 -rwsr-xr-x 1 root root 36144 Feb 4 2019 /usr/bin/umount
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584212 32 -rwsr-xr-x 1 root root 31048 Feb 4 2019 /usr/bin/expiry

584209 76 —rWSTr—Xr—x 1 root root 71848 Feb 4 2019 /usr/bin/chage

585231 56 -rwsr-xr-x 1 root root 52968 Feb 4 2019 /usr/bin/mount

583901 36 —-rwsr-xr-x 1 root root 34944 Feb 4 2019 /usr/bin/
fusermount

586675 36 —-rwsr-xr-x 1 root root 34952 Feb 4 2019 /usr/bin/
fusermount3

584217 44 -rwsr—-xXr-x 1 root root 44472 Feb 4 2019 /usr/bin/newgrp

584214 80 -rwsr-xr-x 1 root root 75776 Feb 4 2019 /usr/bin/gpasswd

582975 428 -rwsr-xr-x 1 root root 432512 Mar 6 2019 /usr/libexec/ssh-
keysign

587407 80 -rwsr-x--- 1 root root 76224 Feb 4 2019 /usr/libexec/dbus-
daemon-launch-helper

587109 16 -rwsr-xr-x 1 root root 14408 Feb 4 2019 /usr/sbin/
usernetctl

587105 16 -rwxr-sr-x 1 root root 14384 Feb 4 2019 /usr/sbin/
netreport

582750 40 -rwsr-xr-x 1 root root 38960 Feb 4 2019 /usr/sbin/

unix chkpw
2 Runthe find / -path */proc -prune -o -nouser -o —-nogroup command to verify that
all the files in the vApp have an owner.
All the files have an owner if there are no results.

3 Runthe find / -name "*.*" -type f -perm -a+w | xargs ls -1db command to verify
that none of the files are world writable files by reviewing permissions of all the files on the
VAppP.

Others should not have write permission. The permissions on these files should be ##4 or
##5, where # equals the default given set of permissions for the Owner and Group, such as 6
or /.

4 Runthe find / -path */proc -prune -o ! -user root -o -user admin -print

command to verify that the files are owned by the correct user.
All the files belong to either root or admin if there are no results.

5 Runthe find /usr/lib/vmware-casa/ -type f -perm -o=w cOmmand to ensure that files in
the /usr/lib/vmware-casa/ directory are not world writable.

There must be no results.

6 Runthe find /usr/lib/vmware-vcops/ -type f -perm -o=w cOmmand to ensure that files in
the /usr/lib/vmware-vcops/ directory are not world writable.

There must be no results.

7 Runthe find /usr/lib/vmware-vcopssuite/ -type f -perm -o=w command to ensure that
files inthe /usr/lib/vmware-vcopssuite/ directory are not world writable.

There must be no results.

Apache Configuration
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Disable Web Directory Browsing
As a security best practice, ensure that a user cannot browse through a directory because it can

increase the risk of exposure to directory traversal attacks.

Procedure
¢ Verify that web directory browsing is disabled for all directories.

a Openthe /etc/httpd/httpd.conf and /usr/lib/vmware-vcopssuite/utilities/

conf/vcops-apache.conf filesin a text editor.

b Verify that for each <Directory> listing, the option called Indexes for the relevant tag is
omitted from the Options line.

Verify Server Tokens for the Apache2 Server

As part of your system hardening process, verify server tokens for the Apache2 server. The Web
server response header of an HTTP response can contain several fields of information. Information
includes the requested HTML page, the Web server type and version, the operating system and
version, and ports associated with the Web server. This information provides malicious users
important information without the use of extensive tools.

The directive serverTokens must be set to Prod. For example, ServerTokens Prod. This
directive controls whether the response header field of the server that is sent back to clients
includes a description of the operating system and information about compiled-in modules.

Procedure

1 To verify server tokens, run the cat /etc/httpd/conf/extra/httpd-default.conf |
grep ServerTokens command.

2 To modify ServerTokens Full to ServerTokens Prod, runthe sed -1 's/\
(ServerTokens\s\+\)Full/\1Prod/g' /etc/httpd/conf/extra/httpd-default.conf
command.

Disable the Trace Method for the Apache2 Server

In standard production operations, use of diagnostics can reveal undiscovered vulnerabilities that

lead to compromised data. To prevent misuse of data, disable the HTTP Trace method.

Procedure

1 To verify the Trace method for the Apache2 server, run the following command grep

TraceEnable /usr/lib/vmware-vcopssuite/utilities/conf/vcops—-apache.conf.

2 Todisable the Trace method for the Apache2 server, run the following command
sed -1 "/"["#]*TraceEnable/ c\TraceEnable off" /usr/lib/vmware-vcopssuite/

utilities/conf/vcops-apache.conf.
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Disable Configuration Modes

As a best practice, when you install, configure, or maintain vRealize Operations Manager, you can
modify the configuration or settings to enable troubleshooting and debugging of your installation.

Catalog and audit each of the changes you make to ensure that they are properly secured. Do not
put the changes into production if you are not sure that your configuration changes are correctly
secured.

Managing Nonessential Software Components

To minimize security risks, remove or configure nonessential software from your vRealize
Operations Manager host machines.

Configure all software that you do not remove in accordance with manufacturer recommendations

and security best practices to minimize the potential to create security breaches.

Secure the USB Mass Storage Handler

Secure the USB mass storage handler to prevent it from loading by default on vRealize appliances
and to prevent its use as the USB device handler with the vRealize appliances. Potential attackers
can exploit this handler to install malicious software.

Procedure
1 Openthe /etc/modprobe.d/modprobe.conf file in a text editor.
2 Ensurethatthe install usb-storage /bin/false line appears in the file.

3 Save the file and close it.

Secure the Bluetooth Protocol Handler

Secure the Bluetooth protocol handler on your vRealize Appliances to prevent potential attackers
from exploiting it.

Binding the Bluetooth protocol to the network stack is unnecessary and can increase the attack
surface of the host. Prevent the Bluetooth protocol handler module from loading by default on
vRealize Appliances.

Procedure

1 Openthe /etc/modprobe.d/modprobe.conf file in a text editor.

2 Ensurethattheline install bluetooth /bin/false appears in this file.
3 Save the file and close it.

Secure the Stream Control Transmission Protocol

Prevent the Stream Control Transmission Protocol (SCTP) module from loading on vRealize
appliances by default. Potential attackers can exploit this protocol to compromise your system.
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Configure your system to prevent the SCTP module from loading unless it is absolutely necessary.
SCTP is an unused IETF-standardized transport layer protocol. Binding this protocol to the
network stack increases the attack surface of the host. Unprivileged local processes might cause
the kernel to dynamically load a protocol handler by using the protocol to open a socket.

Procedure
1 Openthe /etc/modprobe.d/modprobe.conf file in a text editor.
2 Ensure that the following line appears in this file.

install sctp /bin/false

3 Save the file and close it.

Secure the Datagram Congestion Control Protocol

As part of your system hardening activities, prevent the Datagram Congestion Control Protocol
(DCCP) module from loading on vRealize appliances by default. Potential attackers can exploit this
protocol to compromise your system.

Avoid loading the DCCP module, unless it is absolutely necessary. DCCP is a proposed transport
layer protocol, which is not used. Binding this protocol to the network stack increases the attack
surface of the host. Unprivileged local processes can cause the kernel to dynamically load a
protocol handler by using the protocol to open a socket.

Procedure
1 Openthe /etc/modprobe.d/modprobe.conf file in a text editor.

2 Ensure that the DCCP lines appear in the file.

install dccp /bin/false
install dccp_ipv4 /bin/false
install dccp_ipv6 /bin/false

3 Save the file and close it.

Secure Reliable Datagram Sockets Protocol

As part of your system hardening activities, prevent the Reliable Datagram Sockets (RDS) protocol
from loading on your vRealize appliances by default. Potential attackers can exploit this protocol
to compromise your system.

Binding the RDS protocol to the network stack increases the attack surface of the host.
Unprivileged local processes might cause the kernel to dynamically load a protocol handler by
using the protocol to open a socket.

Procedure
1 Openthe /etc/modprobe.d/modprobe.conf file in a text editor.

2 Ensure thatthe install rds /bin/false line appears in this file.
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3 Save the file and close it.

Secure the Transparent Inter-Process Communication Protocol

As part of your system hardening activities, prevent the Transparent Inter-Process Communication
protocol (TIPC) from loading on your virtual appliance host machines by default. Potential
attackers can exploit this protocol to compromise your system.

Binding the TIPC protocol to the network stack increases the attack surface of the host.
Unprivileged local processes can cause the kernel to dynamically load a protocol handler by using
the protocol to open a socket.

Procedure
1 Openthe /etc/modprobe.d/modprobe.conf file in a text editor.
2 Ensure thatthe install tipc /bin/false line appears in this file.

3 Save the file and close it.

Secure Internet Packet Exchange Protocol

Prevent the Internetwork Packet Exchange (IPX) protocol from loading vRealize appliances by
default. Potential attackers can exploit this protocol to compromise your system.

Avoid loading the IPX protocol module unless it is absolutely necessary. IPX protocol is an
obsolete network-layer protocol. Binding this protocol to the network stack increases the attack
surface of the host. Unprivileged local processes might cause the system to dynamically load a
protocol handler by using the protocol to open a socket.

Procedure
1 Openthe /etc/modprobe.d/modprobe.conf file in a text editor.
2 Ensurethattheline install ipx /bin/false appears in this file.

3 Save the file and close it.

Secure AppleTalk Protocol

Prevent the AppleTalk protocol from loading on vRealize appliances by default. Potential attackers
might exploit this protocol to compromise your system.

Avoid loading the AppleTalk Protocol module unless it is necessary. Binding this protocol to the
network stack increases the attack surface of the host. Unprivileged local processes might cause
the system to dynamically load a protocol handler by using the protocol to open a socket.

Procedure
1 Openthe /etc/modprobe.d/modprobe.conf file in a text editor.
2 Ensurethattheline install appletalk /bin/false appears in this file.

3 Save the file and close it.

VMware, Inc. 63



VvRealize Operations Manager 8.2 Help

Secure DECnet Protocol

Prevent the DECnet protocol from loading on your system by default. Potential attackers might
exploit this protocol to compromise your system.

Avoid loading the DECnet Protocol module unless it is absolutely necessary. Binding this protocol
to the network stack increases the attack surface of the host. Unprivileged local processes can
cause the system to dynamically load a protocol handler by using the protocol to open a socket.

Procedure
1 Open the DECnet Protocol /etc/modprobe.d/modprobe.conf file in a text editor.
2 Ensurethat the line install decnet /bin/false appears in this file.

3 Save the file and close it.

Secure Firewire Module

Prevent the Firewire module from loading on vRealize appliances by default. Potential attackers
might exploit this protocol to compromise your system.

Avoid loading the Firewire module unless it is necessary.

Procedure
1 Openthe /etc/modprobe.d/modprobe.conf file in a text editor.
2 Ensure thattheline install ieeel394 /bin/false appears in this file.

3 Save the file and close it.

Kernel Message Logging

The kernel.printk specification in the /etc/sysctl.conf file specifies the kernel print logging
specifications.

There are 4 values specified:

m  console loglevel. The lowest priority of messages printed to the console.

m default loglevel. The lowest level for messages without a specific log level.
m  The lowest possible level for the console log level.

m  The default value for console log level.

There are eight possible entries per value.

m  define KERN EMERG "<0>" /* system is unusable */

m  define KERN ALERT "<1>" /* action must be taken immediately */

m  define KERN_CRIT "<2>" /* critical conditions */

m  define KERN ERR "<3>" /* error conditions */

m  define KERN WARNING "<4>" /* warning conditions */

VMware, Inc. 64



VvRealize Operations Manager 8.2 Help

m  define KERN NOTICE "<5>" /* normal but significant condition */
m  define KERN INFO "<6>" /* informational */
m  define KERN DEBUG "<7>" /* debug-level messages */

Set the kernel .printkvaluesto 3 4 1 7 and ensure that the line kernel.printk=3 4 1 7
exists in the /etc/sysctl.conf file.

End Point Operations Management Agent

The End Point Operations Management agent adds agent-based discovery and monitoring
capabilities to vRealize Operations Manager.

The End Point Operations Management agent is installed on the hosts directly and might or might
not be at the same level of trust as the End Point Operations Management server. Therefore, you
must verify that the agents are securely installed.

Security Best Practices for Running End Point Operations Management Agents
You must follow certain security best practices while using user accounts.

m  For asilent installation, remove any credentials and server certificate thumbprints that were
stored in the AGENT HOME/conf/agent.properties file.

m  Use a vRealize Operations Manager user account reserved specifically for End Point
Operations Management agent registration. For more information, see the topic called "Roles
and Privileges" in vRealize Operations Manager in the vRealize Operations Manager Help.

m Disable the vRealize Operations Manager user account that you use for agent registration
after the installation is over. You must enable the user’s access for agent administration
activities. For more information, see the topic called Configuring Users and Groups in vRealize
Operations Manager in the vRealize Operations Manager Help.

m If a system that runs an agent is compromised, you can revoke the agent certificate using the
vRealize Operations Manager user interface by removing the agent resource. See the section
called Revoking an Agent for more detail.

Minimum Required Permissions for Agent Functionality

You require permissions to install and modify a service. If you want to discover a running process,
the user account you use to run the agent must also have privileges to access the processes

and programs. For Windows operating system installations, you require permissions to install and
modify a service. For Linux installations, you require permission to install the agent as a service, if
you install the agent using a RPM installer.

The minimum credentials that are required for the agent to register with the vRealize Operations
Manager server are those for a user granted the Agent Manager role, without any assignment to

objects within the system.
Linux Based Platform Files and Permissions
After you install the End Point Operations Management agent, the owner is the user that installs

the agent.
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The installation directory and file permissions such as 600 and 700, are set to the owner when the
user who installs the End Point Operations Management agent extracts the TAR file or installs the

RPM.

Note When you extract the ZIP file, the permissions might not be correctly applied. Verify and
ensure that the permissions are correct.

All the files that are created and written to by the agent are given 700 permissions with the owner
being the user who runs the agent.

Table 2-10. Linux Files and Permissions

Directory or File

agent directory/bin

agent directory/conf

agent directory/1og

agent directory/data

agent directory/bin/ep-
agent.bat

agent directory/bin/ep-
agent.sh

agent directory/conf/*

(all files in the conf
directory)

agent directory/1og/*
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Permissio
ns

700

700

700

700

600

700

600

600

Groups or Users

Owner

Group

All

Owner

Group

All

Owner

Group

All

Owner

Group

All

Owner

Group

All

Owner

Group

All

Owner

Group

All

Owner

Read

Yes

No

No

Yes

No

No

Yes

No

No

Yes

No

No

Yes

No

No

Yes

No

No

Yes

No

No

Yes

Write

Yes

No

No

Yes

No

No

Yes

No

No

Yes

No

No

Yes

No

No

Yes

No

No

Yes

No

No

Yes

Execute

Yes

No

No

Yes

No

No

No

No

No

Yes

No

No

No

No

No

Yes

No

No

Yes

No

No

No
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Table 2-10. Linux Files and Permissions (continued)

Permissio

Directory or File ns Groups or Users Read Write Execute
(all files in the 1og Group No No No
directory)

All No No No
agent directory/data/* 600 Owner Yes Yes No
(all files in the data
directory) Group No No No

All No No No

Windows Based Platform Files and Permissions
For a Windows based installation of the End Point Operations Management agent, the user

installing the agent must have permissions to install and modify the service.

After you install the End Point Operations Management agent, the installation folder including
all subdirectories and files should only be accessible by the SYSTEM, the administrators group,
and the installation user. When you install the End Point Operations Management agent using
ep-agent.bat, ensure that the hardening process succeeds. As the user installing the agent, it
is advised that you take note of any error messages. If the hardening process fails, the user can
apply these permissions manually.

Table 2-11. Windows Files and Permissions

Groups or Read and
Directory or File Users Full Control Modify Execute Read Write
<agent SYSTEM Yes - - - -

directory>/bin
Administrator Yes - - - -

Installation Yes - - - -

User

Users - - - -
<agent directory>/  SYSTEM Yes - - - -
conf

Administrator Yes - - - -

Installation Yes - - - -

User

Users - - - -
<agent SYSTEM Yes - - - -

directory>/log
Administrator Yes - - - -

Installation Yes - - - -
User

Users - - - -
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Table 2-11. Windows Files and Permissions (continued)

Directory or File

<agent directory>/
data

<agent
directory>/bin/hq-
agent.bat

<agent
directory>/bin/hq-
agent.sh

<agent directory>/
conf/*

(all files in the conf
directory)

<agent
directory>/log/*
(all files in the 1og
directory)

<agent directory>/
data/*

(all files in data
directory)
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Groups or
Users

SYSTEM

Administrator

Installation
User

Users

SYSTEM

Administrator

Installation
User

Users

SYSTEM

Administrator

Installation
User

Users

SYSTEM

Administrator

Installation
User

Users

SYSTEM

Administrator

Installation
User

Users

SYSTEM

Administrator

Installation
User

Users

Full Control

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Modify

Read and
Execute

Read

Write
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Open Ports on Agent Host

The agent process listens for commands on two ports 127.0.0.1:2144 and 127.0.0.1:32000 that are
configurable. These ports might be arbitrarily assigned, and so, the exact port number might vary.
The agent does not open ports on external interfaces.

Table 2-12. Minimum Required Ports

Port Protocol Direction Comments
443 TCP Outgoing Used by the agent for outgoing connections over HTTP, TCP, or ICMP.
2144 TCP Listening Internal Only. Configurable. Used for inter-process communication between

the agent and the command line that loads and configures it. The agent
process listens on this port.

Note The port number is assigned arbitrarily and might differ.

32000 TCP Listening Internal Only. Configurable. Used for inter-process communication between
the agent and the command line that loads and configures it. The agent
process listens on this port.

Note The port number is assigned arbitrarily and might differ.

Revoking an Agent

If for any reason you need to revoke an agent, for example when a system with a running agent
is compromised, you can delete the agent resource from the system. Any subsequent request will
fail verification.

Use the vRealize Operations Manager user interface to revoke the agent certificate by removing
the agent resource. For more information, see Removing the Agent Resource.

When the system is secured again, you can reinstate the agent. For more information, see

Reinstate an Agent Resource.
Removing the Agent Resource
You can use the vRealize Operations Manager to revoke the agent certificate by removing the

agent resource.

Prerequisites

To preserve the continuity of the resource with previously recorded metric data, take a record of
the End Point Operations Management agent token that is displayed in the resource details.

Procedure

1 Navigate to the Inventory page in the vRealize Operations Manager user interface.
Open the Adapter Types tree.

Open the EP Ops Adapter list.

Select EP Ops Agent - *“HOST_DNS_NAME*.

Click Edit Object.

o uu A W N

Record the agent ID, which is the agent token string.
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7 Close the Edit Object dialog box .

8 Select EP Ops Agent - *HOST_DNS_NAME* and click Delete Object.

Reinstate an Agent Resource
When the secure state of a system is recovered, you can reinstate a revoked agent. This ensures

that the agent continues to report on the same resources without losing historical data. To do this
you must create a new End Point Operations Management token file by using the same token
recorded before you removed the agent resource. See the section called Removing The Agent
Resource.

Prerequisites

m  Ensure that you have the recorded End Point Operations Management token string.

m  Use the resource token recorded prior to removing the agent resource from the vRealize
Operations Manager server.

m  Ensure that you have the Manage Agent privilege.

Procedure
1 Create the agent token file with the user that runs the agent.
For example, run the command to create a token file containing the 123-456-789 token.
= On Linux:
echo 123-456-789 > /etc/epops/epops-token
= On Windows:

echo 123-456-789 > %$PROGRAMDATA%\VMware\Ep Ops Agent\epops-token
In the example, the token file is written to the default token location for that platform

2 Install a new agent and register it with the vRealize Operations Manager server. Ensure that
the agent loads the token you inserted in the token file.

You must have the Manage Agent privilege to perform this action.

Agent Certificate Revocation and Update of Certificates

The reissue flow is initiated from the agent using the setup command line argument. When an
agent that is already registered uses the setup command line argument ep-agent.sh setup and
fills in the required credentials, a new registerAgent command is sent to the server.

The server detects that the agent is already registered and sends the agent a new client certificate
without creating another agent resource. On the agent side, the new client certificate replaces the
old one. In cases where the server certificate is modified and you run the ep-agent.sh setup
command, you see a message that asks you to trust the new certificate. You can alternatively
provide the new server certificate thumbprint in the agent.properties file before running the
ep-agent.sh setup command, to make the process silent.
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Prerequisites

Manage agent privilege to revoke and update certificates.

Procedure

¢ On Linux based operating systems, run the ep-agent.sh setup command on the agent host.
On Windows based operating systems, run the ep-agent.bat setup command.

If the agent detects that the server certificate has been modified, a message is displayed.
Accept the new certificate if you trust it and it is valid.
Patching and Updating the End Point Operations Management Agent

If required, new End Point Operations Management agent bundles are available independent of
VRealize Operations Manager releases.

Patches or updates are not provided for the End Point Operations Management agent. You must
install the latest available version of the agent that includes the latest security fixes. Critical security
fixes will be communicated as per the VMware security advisory guidance. See the topic on
Security Advisories.

Additional Secure Configuration Activities

Block unnecessary ports on your host server that are not required.

Disabling Unnecessary Ports and Services

Verify the host server's firewall for the list of open ports that allow traffic.

Block all the ports that are not listed as a minimum requirement for vRealize Operations Manager
in the Configuring Ports and Protocols section of this document, or are not required. In addition,
audit the services running on your host server and disable those that are not required.

Network Security and Secure Communication

As a security best practice, review and edit the network communication settings of your VMware
virtual appliances and host machines. You must also configure the minimum incoming and
outgoing ports for vRealize Operations Manager.

Configuring Network Settings for Virtual Application Installation
To ensure that your VMware virtual appliance and host machines allow only safe and essential

communication, review and edit their network communication settings.

Set the Queue Size for TCP Backlog

As a security best practice, configure a default TCP backlog queue size on VMware appliance host
machines. To mitigate TCP denial or service attacks, set an appropriate default size for the TCP
backlog queue size. The recommended default setting is 1280.
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Procedure

1 Runthe # cat /proc/sys/net/ipv4/tcp max syn backlogcommand on each VMware
appliance host machine.

2 Set the queue size for TCP backlog.
a Openthe /etc/sysctl.conf file in a text editor.
b Setthe default TCP backlog queue size by adding the following entry to the file.
net.ipv4.tcp max_syn backlog=1280
c Save your changes and close the file.

d Run# sysctl -pto apply the configuration.

Deny ICMPv4 Echoes to Broadcast Address

Responses to broadcast Internet Control Message Protocol (ICMP) echoes provide an attack
vector for amplification attacks and can facilitate network mapping by malicious agents.
Configuring your system to ignore ICMPv4 echoes provides protection against such attacks.

Procedure

1 Runthe # cat /proc/sys/net/ipv4/icmp echo ignore broadcasts command to verify that
the system is not sending responses to ICMP broadcast address echo requests.

2 Configure the host system to deny ICMPv4 broadcast address echo requests.
a Openthe /etc/sysctl.conf file in a text editor.

b If the value for this entry is not set to 1, add the net.ipv4.icmp echo ignore broadcasts=1
entry.

c Save the changes and close the file.

d Run# sysctl -ptoapply the configuration.

Configure the Host System to Disable IPv4 Proxy ARP

IPv4 Proxy ARP allows a system to send responses to ARP requests on one interface on behalf of
hosts connected to another interface. You must disable IPv4 Proxy ARP to prevent unauthorized
information sharing. Disable the setting to prevent leakage of addressing information between the
attached network segments.

Procedure

1 Runthe# grep [01] /proc/sys/net/ipv4/conf/*/proxy arplegrep "default|all"
command to verify whether the Proxy ARP is disabled.
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2 Configure the host system to disable IPv4 Proxy ARP.
a Openthe /etc/sysctl.conf file in a text editor.
b If the values are not set to 0, add the entries or update the existing entries accordingly. Set

the value to 0.

net.ipvd.conf.all.proxy arp=0

net.ipvéd.conf.default.proxy arp=0

c Save any changes you made and close the file.

d Run# sysctl -pto apply the configuration.

Configure the Host System to Ignore IPv4 ICMP Redirect Messages

As a security best practice, verify that the host system ignores IPv4 Internet Control Message
Protocol (ICMP) redirect messages. A malicious ICMP redirect message can allow a man-in-
the-middle attack to occur. Routers use ICMP redirect messages to notify hosts that a more
direct route exists for a destination. These messages modify the host's route table and are
unauthenticated.

Procedure

1 Runthe# grep [01] /proc/sys/net/ipv4/conf/*/accept redirects|egrep
"default|all" command on the host system to check whether the host system ignores IPv4
redirect messages.

2 Configure the host system to ignore IPv4 ICMP redirect messages.
a Openthe /etc/sysctl.conf file.

b If the values are not set to 0, add the following entries to the file or update the existing
entries accordingly. Set the value to 0.

net.ipvé4.conf.all.accept redirects=0

net.ipvé4.conf.default.accept redirects=0

c Save the changes and close the file.

d Run# sysctl -pto apply the configuration.

Configure the Host System to Ignore IPv6 ICMP Redirect Messages

As a security best practice, verify that the host system ignores IPv6 Internet Control Message
Protocol (ICMP) redirect messages. A malicious ICMP redirect message might allow a man-in-the-
middle attack to occur. Routers use ICMP redirect messages to tell hosts that a more direct route
exists for a destination. These messages modify the host's route table and are unauthenticated.

VMware, Inc. 73



VvRealize Operations Manager 8.2 Help

Procedure

1 Runthe# grep [01] /proc/sys/net/ipvé6/conf/*/accept redirects|egrep
"default|all"™ command on the host system and check whether it ignores IPv6 redirect
messages.

2 Configure the host system to ignore IPv6 ICMP redirect messages.

a Openthe /etc/sysctl.conf to configure the host system to ignore the IPv6 redirect
messages.

b If the values are not set to 0, add the following entries to the file or update the existing
entries accordingly. Set the value to 0.

net.ipvé6.conf.all.accept redirects=0
net.ipv6.conf.default.accept redirects=0

c Save the changes and close the file.

d Run# sysctl -ptoapply the configuration.

Configure the Host System to Deny IPv4 ICMP Redirects

As a security best practice, verify that the host system denies IPv4 Internet Control Message
Protocol (ICMP) redirects. Routers use ICMP redirect messages to inform servers that a direct
route exists for a particular destination. These messages contain information from the system's
route table that might reveal portions of the network topology.

Procedure

1 Runthe# grep [01] /proc/sys/net/ipv4/conf/*/send redirects|egrep "default|
all" on the host system to verify whether it denies IPv4 ICMP redirects.

2 Configure the host system to deny IPv4 ICMP redirects.
a Openthe /etc/sysctl.conf file to configure the host system.

b If the values are not set to 0, add the following entries to the file or update the existing
entries accordingly. Set the value to 0.

net.ipvd.conf.all.send redirects=0
net.ipvéd.conf.default.send redirects=0

c Save the changes and close the file.

d Run# sysctl -pto apply the configuration.

Configure the Host System to Log IPv4 Martian Packets

As a security best practice, verify that the host system logs IPv4 Martian packets. Martian packets
contain addresses that the system knows to be invalid. Configure the host system to log the
messages so that you can identify misconfigurations or attacks in progress.
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Procedure

1 Runthe# grep [01] /proc/sys/net/ipv4/conf/*/log martians|egrep "default|
all"™ command to check whether the host logs IPv4 Martian packets.

2 Configure the host system to log IPv4 Martian packets.
a Openthe /etc/sysctl.conf file to configure the host system.

b If the values are not set to 1, add the following entries to the file or update the existing
entries accordingly. Set the value to 1.

net.ipvd.conf.all.log martians=1
net.ipvd.conf.default.log martians=1

c Save the changes and close the file.

d Run# sysctl -pto apply the configuration.

Configure the Host System to use IPv4 Reverse Path Filtering

As a security best practice, configure your host machines to use IPv4 reverse path filtering.
Reverse path filtering protects against spoofed source addresses by causing the system to discard
packets with source addresses that have no route or if the route does not point towards the
originating interface.

Configure your system to use reverse-path filtering whenever possible. Depending on the system
role, reverse-path filtering might cause legitimate traffic to be discarded. In such cases, you might
need to use a more permissive mode or disable reverse-path filtering altogether.

Procedure

1 Runthe# grep [01] /proc/sys/net/ipv4/conf/*/rp filter|egrep "default|all"
command on the host system to check whether the system uses IPv4 reverse path filtering.

2 Configure the host system to use IPv4 reverse path filtering.
a Openthe /etc/sysctl.conf file to configure the host system.

b If the values are not set to 1, add the following entries to the file or update the existing
entries accordingly. Set the value to 1.

net.ipvd.conf.all.rp_filter=1
net.ipvéd.conf.default.rp filter=1

c Save the changes and close the file.

d Run# sysctl -pto apply the configuration.

Configure the Host System to Deny IPv4 Forwarding

As a security best practice, verify that the host system denies IPv4 forwarding. If the system is
configured for IP forwarding and is not a designated router, it can be used to bypass network
security by providing a path for communication that is not filtered by network devices.

VMware, Inc. 75



VvRealize Operations Manager 8.2 Help

Procedure

1 Runthe# cat /proc/sys/net/ipv4/ip forward command to verify whether the host
denies IPv4 forwarding.

2 Configure the host system to deny IPv4 forwarding.
a Openthe /etc/sysctl.conf to configure the host system.

b If the value is not set to 0, add the following entry to the file or update the existing entry
accordingly. Set the value to o.

net.ipvéd.ip forward=0

c Save the changes and close the file.

d Run# sysctl -pto apply the configuration.

Configure the Host System to Deny Forwarding of IPv4 Source Routed Packets

Source-routed packets allow the source of the packet to suggest that routers forward the packet
along a different path than what is configured on the router, which can be used to bypass network
security measures.

This requirement applies only to the forwarding of source-routed traffic, such as when IPv4
forwarding is enabled and the system is functioning as a router.

Procedure

1 Runthe# grep [01] /proc/sys/net/ipv4/conf/*/accept source route|egrep
"default|all" command to verify whether the system does not use IPv4 source routed
packets

2 Configure the host system to deny forwarding of IPv4 source routed packets.
a Openthe /etc/sysctl.conf file with a text editor.

b If the values are not set to 0, ensure that net.ipv4.conf.all.accept source route=0 and
the et.ipv4.conf.default.accept source route=0 are setto 0.

c Save and close the file.

d Run# sysctl -pto apply the configuration.

Configure the Host System to Deny IPv6 Forwarding

As a security best practice, verify that the host system denies IPv6 forwarding. If the system is
configured for IP forwarding and is not a designated router, it can be used to bypass network
security by providing a path for communication that is not filtered by network devices.

Procedure

1 Runthe# grep [01] /proc/sys/net/ipvé6/conf/*/forwarding|egrep "default|all"
command to verify whether the host denies IPv6 forwarding.
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2 Configure the host system to deny IPv6 forwarding.
a Openthe /etc/sysctl.conf to configure the host system.
b If the values are not set to 0, add the following entries to the file or update the existing

entries accordingly. Set the value to 0.

net.ipvé6.conf.all.forwarding=0

net.ipvé6.conf.default.forwarding=0

c Save the changes and close the file.

d Run# sysctl -pto apply the configuration.

Configure the Host System to Use IPv4 TCP SYN Cookies

As a security best practice, verify that the host system uses IPv4 Transmission Control Protocol
(TCP) SYN cookies. A TCP SYN flood attack might cause a denial of service by filling a system's
TCP connection table with connections in the SYN_RCVD state. SYN cookies are used so as not
to track a connection until a subsequent ACK is received, verifying that the initiator is attempting a
valid connection and is not a flood source.

This technique does not operate in a fully standards-compliant manner, but is only activated when
a flood condition is detected, and allows defense of the system while continuing to service valid
requests.

Procedure

1 Runthe# cat /proc/sys/net/ipv4/tcp syncookies command to verify whether the host
system uses IPv4 TCP SYN cookies.

2 Configure the host system to use IPv4 TCP SYN cookies.
a Openthe /etc/sysctl.conf to configure the host system.

b If the value is not set to 1, add the following entry to the file or update the existing entry
accordingly. Set the value to 1.

net.ipvéd.tcp syncookies=1

c Save the changes and close the file.

d Run# sysctl -pto apply the configuration.

Configure the Host System to Deny IPv6 Router Advertisements

As a security best practice, verify that the host system denies the acceptance of router
advertisements and Internet Control Message Protocol (ICMP) redirects unless necessary.

A feature of IPv6 is how systems can configure their networking devices by automatically
using information from the network. From a security perspective, it is preferable to manually
set important configuration information rather than accepting it from the network in an
unauthenticated way.
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Procedure

1 Runthe# grep [01] /proc/sys/net/ipv6/conf/*/accept ralegrep "default|all"
command on the host system to verify whether the system denies the acceptance of router
advertisements and ICMP redirects unless necessary.

2 Configure the host system to deny IPv6 router advertisements.
a Openthe /etc/sysctl.conf file.

b If the values are not set to 0, add the following entries to the file or update the existing
entries accordingly. Set the value to 0.

net.ipv6.conf.all.accept ra=0
net.ipv6.conf.default.accept ra=0

c Save the changes and close the file.

d Run# sysctl -pto apply the configuration.

Configure the Host System to Deny IPv6 Router Solicitations

As a security best practice, verify that host system denies IPv6 router solicitations unless
necessary. The router solicitations setting determines how many router solicitations are sent
when bringing up the interface. If addresses are assigned statically, there is no need to send
any solicitations.

Procedure

1 Runthe# grep [01] /proc/sys/net/ipvé6/conf/*/router solicitations|egrep
"default|all" command to verify whether the host system denies IPv6 router solicitations

unless necessary.
2 Configure the host system to deny IPv6 router solicitations.
a Openthe /etc/sysctl.conf.

b If the values are not set to 0, add the following entries to the file or update the existing
entries accordingly. Set the value to o.

net.ipvé6.conf.all.router solicitations=0

net.ipvé6.conf.default.router solicitations=0

c Save the changes and close the file.

d Run# sysctl -ptoapply the configuration.

Configure the Host System to Deny IPv6 Router Preference in Router Solicitations

As a security best practice, verify that your host system denies IPv6 router solicitations unless
necessary. The router preference in the solicitations setting determines router preferences.

If addresses are assigned statically, there is no need to receive any router preference for
solicitations.
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Procedure

1 Runthe# grep [01] /proc/sys/net/ipv6/conf/*/accept ra rtr pref|egrep
"default|all" on the host system to verify whether the host system denies IPv6 router
solicitations.

2 Configure the host system to deny IPv6 router preference in router solicitations.
a Openthe /etc/sysctl.conf file.

b If the values are not set to 0, add the following entries to the file or update the existing
entries accordingly. Set the value to 0.

net.ipv6.conf.all.accept ra rtr pref=0

net.ipvé6.conf.default.accept ra rtr pref=0

c Save the changes and close the file.

d Run# sysctl -pto apply the configuration.

Configure the Host System to Deny IPv6 Router Prefix

As a security best practice, verify that the host system denies IPv6 router prefix information unless

necessary. The accept ra pinfo setting controls whether the system accepts prefix information

from the router. If addresses are statically assigned, the system does not receive any router prefix

information.

Procedure

1 Runthe# grep [01] /proc/sys/net/ipvé6/conf/*/accept ra pinfo|egrep
"default|all" to verify if that system denies IPv6 router prefix information.

2 Configure the host system to deny IPv6 router prefix.
a Openthe /etc/sysctl.conf file.

b If the values are not set to 0, add the following entries to the file or update the existing
entries accordingly. Set the value to 0.

net.ipvé6.conf.all.accept ra pinfo=0
net.ipv6.conf.default.accept ra pinfo=0

c Save the changes and close the file.

d Run# sysctl -ptoapply the configuration.

Configure the Host System to Deny IPv6 Router Advertisement Hop Limit Settings

As a security best practice, verify that the host system denies IPv6 router advertisement Hop
Limit settings from a router advertisement unless necessary. The accept ra defrtr setting
controls whether the system accepts Hop Limit settings from a router advertisement. Setting it
to 0 prevents a router from changing your default IPv6 Hop Limit for outgoing packets.
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Procedure

1

Runthe # grep [01] /proc/sys/net/ipv6/conf/*/accept ra defrtr|egrep
"default|all" command to verify that the host system denies IPv6 router Hop Limit
settings.

If the values are not set to 0, configure the host system to deny IPv6 router advertisement Hop
Limit settings.

a Openthe /etc/sysctl.conf file.

b If the values are not set to 0, add the following entries to the file or update the existing
entries accordingly. Set the value to 0.

net.ipv6.conf.all.accept_ra defrtr=0
net.ipvé6.conf.default.accept _ra defrtr=0

c Save the changes and close the file.

d Run# sysctl -pto apply the configuration.

Configure the Host System to Deny IPv6 Router Advertisement Autoconf Settings

As a security best practice, verify that the host system denies IPv6 router advertisement autoconf

settings. The autoconf setting controls whether router advertisements can cause the system to

assign a global unicast address to an interface.

Procedure

1

Runthe # grep [01] /proc/sys/net/ipvé6/conf/*/autoconf|egrep "default|all"
command to verify whether the host system denies IPv6 router advertisement autoconf
settings.

If the values are not set to 0, configure the host system to deny IPv6 router advertisement
autoconf settings.

a Openthe /etc/sysctl.conf file.

b If the values are not set to 0, add the following entries to the file or update the existing
entries accordingly. Set the value to 0.

net.ipvé6.conf.all.autoconf=0

net.ipvé6.conf.default.autoconf=0

c Save the changes and close the file.

d Run# sysctl -pto apply the configuration.

Configure the Host System to Deny IPv6 Neighbor Solicitations

As a security best practice, verify that the host system denies IPv6 neighbor solicitations unless
necessary. The dad_transmits setting determines how many neighbor solicitations are to be sent
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out per address including global and link-local, when you bring up an interface to ensure that the
desired address is unique on the network.

Procedure

1

Runthe # grep [01] /proc/sys/net/ipv6/conf/*/dad transmits|egrep "default|
all" command to verify whether the host system denies IPv6 neighbor solicitations.

If the values are not set to 0, configure the host system to deny IPv6 neighbor solicitations.
a Openthe /etc/sysctl.conf file.

b If the values are not set to 0, add the following entries to the file or update the existing
entries accordingly. Set the value to 0.

net.ipv6.conf.all.dad_transmits=0
net.ipvé6.conf.default.dad transmits=0

c Save the changes and close the file.

d Run# sysctl -pto apply the configuration.

Configure the Host System to Restrict IPv6 Maximum Addresses

As a security best practice, verify that the host restricts the maximum number of IPv6 addresses
that can be assigned. The maximum addresses setting determines how many global unicast IPv6
addresses can be assigned to each interface. The default is 16 but you must set the number to the
statically configured global addresses required.

Procedure

1

Runthe # grep [1] /proc/sys/net/ipv6/conf/*/max addresses|egrep "default|
all"™ command to verify whether the host system restricts the maximum number of IPv6
addresses that can be assigned.

If the values are not set to 1, configure the host system to restrict the maximum number of
IPv6 addresses that can be assigned.

a Openthe /etc/sysctl.conf file.

b Add the following entries to the file or update the existing entries accordingly. Set the
value to 1.

net.ipv6.conf.all.max addresses=1
net.ipv6.conf.default.max addresses=1

c Save the changes and close the file.

d Run# sysctl -pto apply the configuration.

Configuring Ports and Protocols

As a security best practice, disable all non-essential ports and protocols.
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Configure the minimum incoming and outgoing ports for vRealize Operations Manager
components as required for important system components to operate in production.

Minimum Default Incoming Ports

As a security best practice, configure the incoming ports required for vRealize Operations
Manager to operate in production.

Table 2-13. Minimum Required Incoming Ports

Port

443

123

5433

7001

9042

6061

10000-10010

20000-20010

VMware, Inc.

Protocol

TCP

UDP

TCP

TCP

TCP

TCP

TCP and UDP

TCP and UDP

Comments

Used to access the vRealize Operations Manager
user interface and the vRealize Operations Manager
administrator interface.

Used by vRealize Operations Manager for Network Time
Protocol (NTP) synchronization to the primary node.

Used by the primary and replica nodes to replicate the
global database (vPostgreSQL ) when high availability is
enabled .

Used by Cassandra for secure inter-node cluster
communication.

Do not expose this port to the Internet. Add this port to
a firewall.

Used by Cassandra for secure client-related
communication among nodes.

Do not expose this port to the Internet. Add this port to
a firewall.

Used by clients to connect to the GemFire Locator to
get connection information to servers in the distributed
system. Also monitors server load to send clients to the
least-loaded servers.

GempFire Server ephemeral port range used for unicast
UDP messaging and for TCP failure detection in a peer-
to-peer distributed system.

GempFire Locator ephemeral port range used for unicast
UDP messaging and for TCP failure detection in a peer-
to-peer distributed system.
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Table 2-14. Optional Incoming Ports

Port Protocol Comments

22 TCP Optional. Secure Shell (SSH). The SSH
service listening on port 22, or any
other port, must be disabled in a
production environment, and port 22
must be closed.

80 TCP Optional. Redirects to 443.

3091-3101 TCP When Horizon View is installed, used
to access data for vRealize Operations
Manager from Horizon View.

Auditing and Logging on your vRealize Operations Manager System

As a security best practice, set up auditing and logging on your vRealize Operations Manager
system.

The detailed implementation of auditing and logging is outside the scope of this document.

Remote logging to a central log host provides a secure store for logs. By collecting log files

to a central host, you can easily monitor the environment with a single tool. You can also

perform aggregate analysis and search for coordinated attacks on multiple entities within the
infrastructure. Logging to a secure, centralized log server can help prevent log tampering and also
provide a long-term audit record.

Securing the Remote Logging Server

As a security best practice, ensure that the remote logging server can be configured only by an
authorized user and is secure.

Attackers who breach the security of your host machine might search for and attempt to tamper
with log files to cover their tracks and maintain control without being discovered.

Use an Authorized NTP Server

Ensure that all the host systems use the same relative time source, including the relevant
localization offset. You can correlate the relative time source to an agreed-upon time standard
such as Coordinated Universal Time (UTC).

You can easily track and correlate an intruder's actions when you review the relevant log files.
Incorrect time settings can make it difficult to inspect and correlate log files to detect attacks,
and can make auditing inaccurate. You can use at the least three NTP servers from outside time
sources or configure a few local NTP servers on a trusted network that obtain their time from at
least three outside time sources.

Client Browser Considerations

As a security best practice, do not use vRealize Operations Manager from untrusted or unpatched
clients or from clients that use browser extensions.

VMware, Inc. 83



Installing

Install VMware vRealize Operations Manager to create and configure one or more nodes that
collect and analyze object data from your environment.

This chapter includes the following topics:

m  About Installing

m  Preparing for Installation

m Installing vRealize Operations Manager

m  Resize your Cluster by Adding Nodes

m  VRealize Operations Manager Post-Installation Considerations

m  Upgrade, Backup and Restore

About Installing

You prepare for vRealize Operations Manager installation by evaluating your environment and
deploying enough vRealize Operations Manager cluster nodes to support how you want to use the
product.

Workflow of vRealize Operations Manager Installation

The vRealize Operations Manager virtual appliance installation process consists of deploying the
vRealize Operations Manager OVF, once for each cluster node, accessing the product to set up
cluster nodes according to their role, and logging in to configure the installation.
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Figure 3-1. vRealize Operations Manager Installation Architecture
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Monitor your environment

To automate installation, configuration, upgrade, patch, configuration management, drift
remediation and health from within a single pane of glass, you can use vRealize Suite Lifecycle
Manager. If you are a new user, click here to install vRealize Suite Lifecycle Manager. This provides
the IT Managers of Cloud admin resources to focus on business-critical initiatives, while improving
time to value (TTV),reliability, and and consistency.

VMware, Inc. 85


https://docs.vmware.com/en/VMware-vRealize-Suite-Lifecycle-Manager/index.html

VvRealize Operations Manager 8.2 Help

You can also install upgrade vRealize Operations Manager by using vRealize Suite Lifecycle
Manager. For more information, see the Creating an Environment from Configure vRealize
Products.

Sizing the vRealize Operations Manager Cluster

The resources needed for vRealize Operations Manager depend on how large of an environment
you expect to monitor and analyze, how many metrics you plan to collect, and how long you need
to store the data.

It is difficult to broadly predict the CPU, memory, and disk requirements that will meet the needs
of a particular environment. There are many variables, such as the number and type of objects
collected, which includes the number and type of adapters installed, the presence of HA, the
duration of data retention, and the quantity of specific data points of interest, such as symptoms,
changes, and so on.

VMware expects vRealize Operations Manager sizing information to evolve, and maintains
Knowledge Base articles so that sizing calculations can be adjusted to adapt to usage data and
changes in versions of vRealize Operations Manager.

Knowledge Base article 2093783

The Knowledge Base articles include overall maximums, plus spreadsheet calculators in which you
enter the number of objects and metrics that you expect to monitor. To obtain the numbers, some
users take the following high-level approach, which uses vRealize Operations Manager itself.

1 Review this guide to understand how to deploy and configure a vRealize Operations Manager
node.

Deploy a temporary vRealize Operations Manager node.
Configure one or more adapters, and allow the temporary node to collect overnight.

Access the Cluster Management page on the temporary node.

g A W N

Using the Adapter Instances list in the lower portion of the display as a reference, enter object
and metric totals of the different adapter types into the appropriate sizing spreadsheet from
Knowledge Base article 2093783.

6 Deploy the vRealize Operations Manager cluster based on the spreadsheet sizing
recommendation. You can build the cluster by adding resources and data nodes to the
temporary node or by starting over.

If you have a large number of adapters, you might need to reset and repeat the process on the
temporary node until you have all the totals you need. The temporary node will not have enough
capacity to simultaneously run every connection from a large enterprise.

Another approach to sizing is through self monitoring. Deploy the cluster based on your best
estimate, but create an alert for when capacity falls below a threshold, one that allows enough
time to add nodes or disk to the cluster. You also have the option to create an email notification
when thresholds are passed.
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During internal testing, a single-node vVApp deployment of vRealize Operations Manager that
monitored 8,000 virtual machines ran out of disk storage within one week.
Add Data Disk Space to a vRealize Operations Manager vVApp Node

You add to the data disk of vRealize Operations Manager vApp nodes when space for storing the
collected data runs low.

Prerequisites

m  Note the disk size of the analytics cluster nodes. When adding disk, you must maintain uniform
size across analytics cluster nodes.

m  Use the vRealize Operations Manager administration interface to take the node offline.

m  Verify that you are connected to a vCenter Server system with a vSphere Client, and log in to
the vSphere Client.

Procedure
1 Shut down the virtual machine for the node.

2 Edit the hardware settings of the virtual machine, and add another disk.

Note Do not expand disks. vRealize Operations Manager does not support expanding disks.
3 Power on the virtual machine for the node.

Results

During the power-on process, the virtual machine expands the vRealize Operations Manager data
partition.

Complexity of Your Environment
When you deploy vRealize Operations Manager, the number and nature of the objects that you
want to monitor might be complex enough to recommend a Professional Services engagement.

Complexity Levels

Every enterprise is different in terms of the systems that are present and the level of experience
of deployment personnel. The following table presents a color-coded guide to help you determine
where you are on the complexity scale.

m  Green

Your installation only includes conditions that most users can understand and work with,
without assistance. Continue your deployment.

= Yellow

Your installation includes conditions that might justify help with your deployment, depending
on your level of experience. Consult your account representative before proceeding, and
discuss using Professional Services.
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s Red

Your installation includes conditions that strongly recommend a Professional Services
engagement. Consult your account representative before proceeding, and discuss using
Professional Services.

Note that these color-coded levels are not firm rules. Your product experience, which increases
as you work with vRealize Operations Manager and in partnership with Professional Services, must
be taken into account when deploying vRealize Operations Manager.

Table 3-1. Effect of Deployment Conditions on Complexity

Complexity

Level

Green

Green

Yellow

Yellow

Yellow

Yellow

Yellow

Yellow

VMware, Inc.

Current or New Deployment Condition

You run only one vRealize Operations Manager
deployment.

Your deployment includes a management pack
that is listed as Green according to the
compatibility guide on the VMware Solutions
Exchange Web site.

You run multiple instances of vRealize Operations
Manager.

Your deployment includes a management pack
that is listed as Yellow according to the
compatibility guide on the VMware Solutions
Exchange Web site.

You are deploying vRealize Operations Manager
remote collector nodes.

You are deploying a multiple-node vRealize
Operations Manager cluster.

Your new vRealize Operations Manager instance
will include a Linux based deployment.

Your vRealize Operations Manager instance will
use high availability (HA).

Additional Notes

Lone instances are usually easy to create in
VRealize Operations Manager.

The compatibility guide indicates whether the
supported management pack for vRealize
Operations Manager is a compatible 5.x one or
a new one designed for this release. In some
cases, both might work but produce different
results. Regardless, users might need help in
adjusting their configuration so that associated
data, dashboards, alerts, and so on appear as
expected.

Note that the terms solution, management
pack, adapter, and plug-in are used somewhat
interchangeably.

Multiple instances are typically used to address
scaling or operator use patterns.

The compatibility guide indicates whether the
supported management pack for vRealize
Operations Manager is a compatible 5.x one or
a new one designed for this release. In some
cases, both might work but produce different
results. Regardless, users might need help in
adjusting their configuration so that associated
data, dashboards, alerts, and so on appear as
expected.

Remote collector nodes gather data but leave
the storage and processing of the data to the
analytics cluster.

Multiple nodes are typically used for scaling out
the monitoring capability of vRealize Operations
Manager.

Linux deployments are not as common as
VApp deployments and often need special
consideration.

High availability and its node failover capability
is a unigue multiple-node feature that you might
want additional help in understanding.
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Table 3-1. Effect of Deployment Conditions on Complexity (continued)

Complexity

Level Current or New Deployment Condition Additional Notes

Yellow You want help in understanding the new vRealize Operations Manager is different than
or changed features in vRealize Operations vCenter Operations Manager in areas such as
Manager and how to use them in your policies, alerts, compliance, custom reporting,
environment. or badges. In addition, vRealize Operations

Manager uses one consolidated interface.

Red You run multiple instances of vRealize Operations  Multiple instances are typically used to address
Manager, where at least one includes virtual scaling, operator use patterns, or because
desktop infrastructure (VDI). separate VDI (V4V monitoring) and non-VDI

instances are needed.

Red Your deployment includes a management The compatibility guide indicates whether the
pack that is listed as Red according to the supported management pack for vRealize
compatibility guide on the VMware Solutions Operations Manager is a compatible 5.x one or
Exchange Web site. a new one designed for this release. In some

cases, both might work but produce different
results. Regardless, users might need help in
adjusting their configuration so that associated
data, dashboards, alerts, and so on appear as
expected.

Red You are deploying multiple vRealize Operations Multiple clusters are typically used to isolate
Manager clusters. business operations or functions.

Red Your current vRealize Operations Manager If your environment was complex enough to
deployment required a Professional Services justify a Professional Services engagement in the
engagement to install it. previous version, it is possible that the same

conditions still apply and might warrant a similar
engagement for this version.

Red Professional Services customized your vRealize If your environment was complex enough to

Operations Manager deployment. Examples
of customization include special integrations,
scripting, nonstandard configurations, multiple
level alerting, or custom reporting.

justify a Professional Services engagement in the
previous version, it is possible that the same
conditions still apply and might warrant a similar
engagement for this version.

About vRealize Operations Manager Cluster Nodes

All vRealize Operations Manager clusters consist of a master node (primary node), an optional
replica node for high availability, optional data nodes, and optional remote collector nodes.

When you install vRealize Operations Manager, you use a vRealize Operations Manager VApp
deployment to create role-less nodes. After the nodes are created and have their names and IP
addresses, you use an administration interface to configure them according to their role.

You can create role-less nodes all at once or as needed. A common as-needed practice might
be to add nodes to scale out vRealize Operations Manager to monitor an environment as the
environment extends larger.

The following node types make up the vRealize Operations Manager analytics cluster:

Master Node
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The master node is the primary node and the initial, required node in vRealize Operations
Manager. All other nodes are managed by the primary node.

In a single-node installation, the primary node manages itself, has adapters installed on it, and
performs all data collection and analysis.

Data Node

In larger deployments, additional data nodes have adapters installed and perform collection
and analysis.

Larger deployments usually include adapters only on the data nodes so that primary and
replica node resources can be dedicated to cluster management.

Replica Node

To use vRealize Operations Manager high availability (HA), the cluster requires that you
convert a data node into a replica of the primary node.

The following node types are a member of the vRealize Operations Manager cluster but not part of
the analytics cluster:

Remote Collector Node

Distributed deployments might require a remote collector node that can navigate firewalls,
interface with a remote data source, reduce the bandwidth across data centers, or reduce
the load on the vRealize Operations Manager analytics cluster. Remote collectors only gather
objects for the inventory, without storing data or performing analysis. In addition, remote
collector nodes might be installed on a different operating system than the rest of the cluster.

Witness Node

To use vRealize Operations Manager continuous availability (CA), the cluster requires that

you have a witness node. If the network connection between the two fault domains is lost,

the witness node acts as a decision maker regarding the availability of vRealize Operations
Manager.

About vRealize Operations Manager Remote Collector Nodes

A remote collector node is an additional cluster node that allows vRealize Operations Manager to
gather more objects into its inventory for monitoring. Unlike data nodes, remote collector nodes
only include the collector role of vRealize Operations Manager, without storing data or processing
any analytics functions.

A remote collector node is usually deployed to navigate firewalls, reduce bandwidth across data
centers, connect to remote data sources, or reduce the load on the vRealize Operations Manager
analytics cluster.
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Remote collectors do not buffer data while the network is experiencing a problem. If the
connection between remote collector and analytics cluster is lost, the remote collector does not
store data points that occur during that time. In turn, and after the connection is restored, vRealize
Operations Manager does not retroactively incorporate associated events from that time into any
monitoring or analysis.

You must have at least one primary node before adding remote collector nodes.

About vRealize Operations Manager High Availability

vRealize Operations Manager supports high availability (HA). HA creates a replica for the vRealize
Operations Manager primary node and protects the analytics cluster against the loss of a node.

With HA, data stored in the primary node is always 100% backed up on the replica node. To
enable HA, you must have at least one data node deployed, in addition to the primary node. If you
have more than one data node, the data stored in the primary node can be stored and replicated
in any of the other nodes. But in case the primary node fails, only the replica node can function as
the replacement of the primary node.

m  HA is not a disaster recovery mechanism. HA protects the analytics cluster against the loss
of only one node, and because only one loss is supported, you cannot stretch nodes across
vSphere clusters in an attempt to isolate nodes or build failure zones.

= When HA is enabled, the replica can take over all functions that the primary provides, were
the primary to fail for any reason. If the primary fails, failover to the replica is automatic
and requires only two to three minutes of vRealize Operations Manager downtime to resume
operations and restart data collection.

When a primary node problem causes failover, the replica node becomes the primary node,
and the cluster runs in degraded mode. To get out of degraded mode, take one of the
following steps.

m  Return to HA mode by correcting the problem with the primary node. When a primary
node exits an HA-enabled cluster, primary node does not rejoin with the cluster without
manual intervention. Therefore, restart the vRealize Operations Analytics process on the
downed node to change its role to replica and rejoin the cluster.

m  Remove the failed primary node then re-enable HA by converting a data node into replica.
Removed primary nodes cannot be repaireaddedd and re to vRealize Operations Manager.

= Remove the old, failed primary node and then change to non-HA operation by disabling
HA. Removed primary nodes cannot be repaired and readded to vRealize Operations
Manager.

m |n the administration interface, after an HA replica node takes over and becomes the new
primary node, you cannot remove the previous, offline primary node from the cluster. In
addition, the previous node remains listed as a primary node. To refresh the display and
enable removal of the node, refresh the browser.
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= When HA is enabled, the cluster can survive the loss of one data node without losing any
data. However, HA protects against the loss of only one node at a time, of any kind, so
simultaneously losing data and primary/replica nodes, or two or more data nodes, is not
supported. Instead, vRealize Operations Manager HA provides additional application level
data protection to ensure application level availability.

m When HA is enabled, it lowers vRealize Operations Manager capacity and processing by half,
because HA creates a redundant copy of data throughout the cluster, and the replica backup
of the primary node. Consider your potential use of HA when planning the number and size of
your vRealize Operations Manager cluster nodes. See Sizing the vRealize Operations Manager
Cluster.

= When HA is enabled, deploy analytics cluster nodes on separate hosts for redundancy and
isolation. One option is to use anti-affinity rules that keep nodes on specific hosts in the
vSphere cluster.

If you cannot keep the nodes separate, you should not enable HA. A host fault might cause the
loss of more than one node, which is not supported, and all of vRealize Operations Manager
can become unavailable.

The opposite is also true. Without HA, you can keep nodes on the same host, and it will not
make a difference. Without HA, the loss of even one node can make all of vRealize Operations
Manager unavailable.

= When you power off the data node and change the network settings of the VM, this affects the
IP address of the data node. After this point, the HA cluster is no longer accessible and all the
nodes have a status of "Waiting for analytics". Verify that you have used a static IP address.

= When you remove a node that has one or more vCenter adapters configured to collect data
from a HA-enabled cluster, one or more vCenter adapters associated with that node stops
collecting. You change the adapter configuration to pin them to another node before removing
the node.

= Administration Ul shows the resource cache count, which is created for active objects only,
but the Inventory displays all objects. Therefore, when you remove a node from a HA-enabled
cluster allowing the vCenter adapters collect data and rebalance each node, the Inventory
displays a different quantity of objects from that shown in the Administration UI.

About vRealize Operations Manager Continuous Availability

vRealize Operations Manager supports continuous availability (CA). CA separates the vRealize
Operations Manager cluster into two fault domains, stretching across vSphere clusters, and
protects the analytics cluster against the loss of an entire fault domain.

You can configure the analytics cluster with Continuous Availability. This allows the cluster nodes
to be stretch across two fault-domains. A fault domain consists of one or more analytics nodes
grouped according to their physical location in the data center. With CA, the two fault domains
permit vRealize Operations Manager to tolerate failures of an entire physical location and failures
from resources dedicated to a single fault domain.
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To enable continuous availability within vRealize Operations Manager, the witness node must be
deployed in the cluster. The witness node does not collect nor store data. In a situation where
network connectivity the two fault-domains is lost, the cluster would go into a split-brain situation.
This situation is detected by the Witness Node and one of the fault domains will go offline to avoid
data inconsistency issues. You will see a Bring Online button on the admin Ul of the nodes which
are made offline by the witness node. Before using this option to bring the fault domain online,
ensure that the network connectivity between the nodes across the two fault domains is restored
and stable. Once confirmed you can bring the fault domain online.

With CA, the data stored in the primary node and data nodes grouped in fault domain 1is always
100% synced to the replica node and data nodes paired in fault domain 2. To enable CA, you must
have at least one data node deployed, in addition to the primary node. If you have more than

one data node, there must be an even number of data nodes including the primary node. For
example, the cluster must have 2, 4, 6, 8, 10, 12, 14 or 16 nodes based on the appropriate sizing
requirements. The data stored in the primary node in fault domain 1is stored and replicated in the
replica node in fault domain 2. The data stored in the data nodes in fault domain 1 is stored and
replicated in the paired data nodes in fault domain 2. But in case the primary node fails, only the
replica node can function as the replacement of the primary node.

m  CA protects the analytics cluster against the loss of half the analytics nodes specific to one fault
domain. You can stretch nodes across vSphere clusters in an attempt to isolate nodes or build
failure zones.

s When CA is enabled, the replica node can take over all functions that the primary node
provides, in case of a primary node failure. The failover to the replica is automatic and requires
only two to three minutes of vRealize Operations Manager downtime to resume operations
and restart data collection.

Note In case of a primary node failure, the replica node becomes the primary node, and the
cluster runs in degraded mode. To fix this, perform any one of the following actions.

m  Correct the primary node failure manually.

m  Return to CA mode by replacing the primary node. Replacement nodes do not repair the
node failure, instead a new node assumes the primary node role.

m |n the administration interface, after a CA replica node takes over and becomes the new
primary node, you cannot remove the previous, offline primary node from the cluster. In
addition, the previous node remains listed as a primary node. To refresh the display and
enable the removal of the node, refresh the browser.

s When CA is enabled, the cluster can survive the loss of half the data nodes, all in one fault
domain, without losing any data. CA protects against the loss of only one fault domain at a
time. Simultaneously losing data and primary/replica nodes, or two or more data nodes in
both fault domains, is not supported.

m A CA enabled cluster will be non-functional if you power off the primary node or the primary
node replica while one of the fault domains is down.
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s When CA is enabled, it lowers the vRealize Operations Manager capacity and processing by
half, because CA creates a redundant copy of data throughout the cluster, and the replica
backup of the primary node. Consider your potential use of CA when planning the number and
size of your vRealize Operations Manager cluster nodes. See Sizing the vRealize Operations
Manager Cluster.

m When CA is enabled, deploy analytics cluster nodes, in each fault domain, on separate hosts
for redundancy and isolation. You can also use anti-affinity rules that keep nodes on specific
hosts in the vSphere clusters.

m |f you cannot keep the nodes separate in each fault domain, you can still enable CA. A host
fault might cause the loss of the data nodes in the fault domain, and vRealize Operations
Manager can still be available in the other fault domain.

m |f you cannot split the data nodes into different vSphere clusters, do not enable CA. A cluster
failure can cause the loss of more than half of the data nodes, which is not supported, and all
of vSphere might become unavailable.

= Without CA, you can keep nodes on the same host in the same vSphere. Without CA, the loss
of even one node might make all of vRealize Operations Manager unavailable.

= When you power off data nodes in both fault domains and change the network settings of the
VMs, it affects the IP address of the data nodes. After this point, the CA cluster is no longer
accessible and all the nodes status change to "waiting for analytics". Verify that you have
used a static IP address.

= When you remove a node that has one or more vCenter adapters configured to collect data
from a CA-enabled cluster, one or more vCenter adapters associated with that node stops
collecting. You must change the adapter configuration to pin them to another node before
removing the node.

m  The administration interface displays the resource cache count, which is created for active
objects only, but the inventory displays all objects. When you remove a node from a CA-
enabled cluster allowing the vCenter adapters to collect data and rebalance each node,
the inventory displays a different quantity of objects from that shown in the administration
interface.

Preparing for Installation

When you prepare for your installation, consider some of these best practices, cluster, sizing and
scaling requirements.

Requirements

You have to consider important requirements while creating nodes in a vRealize Operations
Manager.
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Using IPv6 with vRealize Operations Manager

VRealize Operations Manager supports both, Internet Protocol version 4 (IPv4) and Internet
Protocol version 6 (IPv6). You can use IPv4 or IPv6 or both. If the environment has a dual-

stack support with both IPv4 and IPv6 protocols, all nodes in the cluster must follow the same
protocol. When using IPv6, the Prefer IPv6 flag must be enabled during the OVF deployment
for each node. If you set the Prefer IPv6 flag, vRealize Operations Manager uses IPv6 for

it internal communications. It does not affect how vRealize Operations Manager handles its
external communications. The use of IPv6 with vRealize Operations Manager requires that certain
limitations be observed.

Considerations While Using IPv6

m  All vRealize Operations Manager cluster nodes, including remote collectors, must have IPv6
addresses. Do not mix IPv6 and IPv4.

m  Use global IPv6 addresses only. Link-local addresses are not supported.
m [f any nodes use DHCP, your DHCP server must be configured to support IPv6.

m  DHCP is only supported on data nodes and remote collectors. Primary nodes and replica
nodes still require fixed addresses, which are true for IPv4 as well.

m  Your DNS server must be configured to support IPv6.
m  When adding nodes to the cluster, enter the IPv6 address of the primary node.

m When registering a VMware vCenter instance within vRealize Operations Manager, place
square brackets around the IPv6 address of your VMware vCenter Server system if vCenter
is also using IPv6.

For example: [2015:0db8:85a3:0042:1000:8a2e:0360:7334]

Note When vRealize Operations Manager is using IPv6, vCenter Server might still have an
IPv4 address. In that case, vRealize Operations Manager does not need the square brackets.

Cluster Requirements

When you create the cluster nodes that make up vRealize Operations Manager, you have general
requirements that you must meet.

General vRealize Operations Manager Cluster Node Requirements

You have to follow some general requirements to create a node on your environment.

General Requirements

m  VRealize Operations Manager version. All nodes must run the same vRealize Operations
Manager version.

For example, do not add a version 6.1 data node to a cluster of vRealize Operations Manager
6.2 nodes.
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= Analytics Cluster Deployment Type. In the analytics cluster, all nodes must be the same kind of
deployment: vApp.

m  Remote Collector Deployment Type. A remote collector node does not need to be the same
deployment type as the analytics cluster nodes.

When you add a remote collector of a different deployment type, the following clusters are
supported:

= VApp analytics cluster
= Witnhess Node Deployment Type. The witness node must be the same vApp deployment.

= Analytics Cluster Node Sizing. In the analytics cluster, CPU, memory, and disk size must be
identical for all nodes.

Primary, replica, and data nodes must be uniform in sizing.

m Remote Collector Node Sizing. Remote collector nodes may be of different sizes from each
other or from the uniform analytics cluster node size.

m  Witness Node Sizing. The witness node has only one size and may be of different sizes from
remote collectors or from the uniform analytics cluster node size

m  Geographical Proximity. You may place analytics cluster nodes in different vSphere clusters,
but the nodes must reside in the same geographical location.

Different geographical locations are not supported.

= Witness Node Placement. You may place the witness node in a different vSphere cluster
separate from the analytics nodes.

= Virtual Machine Maintenance. When any node is a virtual machine, you may only update the
virtual machine software by directly updating the vRealize Operations Manager software.

For example, going outside of vRealize Operations Manager to access vSphere to update
VMware Tools is not supported.

m  Redundancy and Isolation. If you expect to enable HA, place analytics cluster nodes on
separate hosts. See About vRealize Operations Manager High Availability .

m |f you expect to enable CA, place analytics cluster nodes on separate hosts in fault domains,
stretched across vSphere clusters. See About vRealize Operations Manager Continuous
Availability.

m  You can deploy remote collectors behind a firewall. You cannot use NAT between remote
collectors and analytics nodes.

Requirements for Solutions

Be aware that solutions might have requirements beyond those for vRealize Operations Manager
itself. For example, vRealize Operations Manager for Horizon View has specific sizing guidelines
for its remote collectors.
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See your solution documentation, and verify any additional requirements before installing
solutions. Note that the terms solution, management pack, adapter, and plug-in are used
interchangeably.

vRealize Operations Manager Cluster Node Networking Requirements

When you create the cluster nodes that make up vRealize Operations Manager, the associated

setup within your network environment is critical to the inter-node communication and proper
operation.

Networking Requirements
Important vRealize Operations Manager analytics cluster nodes need frequent communication
with one another. In general, your underlying vSphere architecture might create conditions

where some vSphere actions affect that communication. Examples include, but are not limited
to, vMotions, storage vMotions, HA events, and DRS events.

m  The primary and replica nodes must use a static IP address, or fully qualified domain name
(FQDN) with a static IP address.

Data and remote collector nodes can use dynamic host control protocol (DHCP).

m  You can successfully reverse-DNS all nodes, including remote collectors, to their FQDN,
currently the node hostname.

Nodes deployed by OVF have their hostnames set to the retrieved FQDN by default.

m  All nodes, including remote collectors, must be bidirectionally routable by IP address or
FQDN.

m Do not separate analytics cluster nodes with network address translation (NAT), load balancer,
firewall, or a proxy that inhibits bidirectional communication by IP address or FQDN.

m  Analytics cluster nodes must not have the same hostname.

m  Place analytics cluster nodes within the same data center and connect them to the same local
area network (LAN).

m  Place analytics cluster nodes on same Layer 2 network and IP subnet.
A stretched Layer 2 or routed Layer 3 network is not supported.

m Do not span the Layer 2 network across sites, which might create network partitions or
network performance issues.

= With Continuous Availability enabled, separate analytics cluster nodes into fault domains,
stretched across vSphere clusters

m  Packet Round Trip Time between the analytics cluster nodes must be 5 ms or lower.
m  Network bandwidth between the analytics cluster nodes must be one gbps or higher.
m Do not distribute analytics cluster nodes over a wide area network (WAN).

To collect data from a WAN, a remote or separate data center, or a different geographic
location, use remote collectors.
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m  Remote collectors are supported through a routed network but not through NAT.

m Do notinclude an underscore in the hostname of any cluster node.

vRealize Operations Manager Cluster Node Best Practices

When you create the cluster nodes that make up vRealize Operations Manager, additional best
practices improve performance and reliability in vRealize Operations Manager.

Best Practices

m  Deploy vRealize Operations Manager analytics cluster nodes in the same vSphere cluster in a
single datacenter and add only one node at a time to a cluster allowing it to complete before
adding another node.

m If you deploy analytics cluster nodes in a highly consolidated vSphere cluster, you might need
resource reservations for optimal performance.

Determine whether the virtual to physical CPU ratio is affecting performance by reviewing CPU
ready time and co-stop.

m  Deploy analytics cluster nodes on the same type of storage tier.

m  To continue to meet analytics cluster node size and performance requirements, apply storage
DRS anti-affinity rules so that nodes are on separate datastores.

m  To prevent unintentional migration of nodes, set storage DRS to manual.

m  To ensure balanced performance from analytics cluster nodes, use ESXi hosts with the same
processor frequencies. Mixed frequencies and physical core counts might affect analytics
cluster performance.

m  To avoid a performance decrease, vRealize Operations Manager analytics cluster nodes need
guaranteed resources when running at scale. The vRealize Operations Manager Knowledge
Base includes sizing spreadsheets that calculate resources based on the number of objects
and metrics that you expect to monitor, use of HA, and so on. When sizing, it is better to
over-allocate than under-allocate resources.

See Knowledge Base article 2093783.

m  Because nodes might change roles, avoid machine names such as Primary, Data, Replica, and
so on. Examples of changed roles might include making a data node into a replica for HA, or
having a replica take over the primary node role.
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s The NUMA placement is removed in the vRealize Operations Manager 6.3 and later.
Procedures related to NUMA settings from the OVA file follow:

Table 3-2. NUMA Setting

Action Description
Set the vRealize Operations Manager cluster status to 1 Shut down the vRealize Operations Manager cluster.
offline 2 Right-click the cluster and click Edit Settings >

Options > Advanced General.
3 Click Configuration Parameters. In the vSphere
Client, repeat these steps for each VM.
Remove the NUMA setting 1 From the Configuration Parameters, remove the
setting numa . vcpu.preferHT and click OK.
Click OK.

Repeat these steps for all the VMs in the vRealize
Operations cluster.

4 Power on the cluster.

Note To ensure the availability of adequate resources and continued product performance,
monitor vRealize Operations performance by checking its CPU usage, CPU ready and CPU
contention time.

Sizing and Scaling Requirements

The CPU, memory, and disk requirements that meet the needs of a particular environment depend
on the number and type of objects in your environment and the data collected. This includes

the number and type of adapters installed, the use of HA (High Availability) or CA (Continuous
Availability), the duration of data retention, and the quantity of specific data points of interest.

VMware updates Knowledge Base article 2093783 with the most current information about sizing
and scaling. The Knowledge Base article includes overall maximums and spreadsheet calculations
that provide a recommendation based on the number of objects and metrics you expect to
monitor.

Installing vRealize Operations Manager
VRealize Operations Manager nodes are virtual appliance (VApp) based systems.

Deployment of vRealize Operations Manager

VRealize Operations Manager consists of one or more nodes in a cluster. To create these nodes,
you have to download and install the vRealize Operations Manager suitable to your environment.
Create a Node by Deploying an OVF

VRealize Operations Manager consists of one or more nodes, in a cluster. To create nodes, you
use the vSphere client to download and deploy the vRealize Operations Manager virtual machine,
once for each cluster node.
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Prerequisites

Verify that you have permissions to deploy OVF templates to the inventory.

If the ESXi host is part of a cluster, enable DRS in the cluster. If an ESXi host belongs to a
non-DRS cluster, all resource pool functions are disabled.

If this node is to be the primary node, reserve a static IP address for the virtual machine,
and know the associated domain name, domain search path, domain name servers, default
gateway, and network mask values.

Plan to keep the IP address because it is difficult to change the address after installation.

If this node is to be a data node that will become the HA/CA replica node, reserve a static IP
address for the virtual machine, and store the associated domain name, domain search path,
domain name servers, default gateway, and network mask values for later use.

In addition, familiarize yourself with HA node placement as described in About vRealize
Operations Manager High Availability and CA node allocation as described in About vRealize
Operations Manager Continuous Availability .

Plan your domain and machine naming so that the deployed virtual machine name begins and
ends with an alphabet (a-z) or digit (0-9) characters, and will only contain alphabet, digit,

or hyphen (-) characters. The underscore character (_) must not appear in the host name or
anywhere in the fully qualified domain name (FQDN).

Plan to keep the name because it is difficult to change the name after installation.

For more information, review the host name specifications from the Internet Engineering Task
Force. See www.ietf.org.

Plan node placement and networking to meet the requirements described in General vRealize
Operations Manager Cluster Node Requirements and vRealize Operations Manager Cluster
Node Networking Requirements.

If you expect the vRealize Operations Manager cluster to use IPv6 addresses, review the IPv6
limitations described in Using IPv6 with vRealize Operations Manager.

Download the vRealize Operations Manager .ova file to a location that is accessible to the
vSphere client.

If you download the virtual machine and the file extension is . tar, change the file extension

to .ova.

Verify that you are connected to a vCenter Server system with a vSphere client, and log in to
the vSphere client.

Do not deploy vRealize Operations Manager from an ESXi host. Deploy only from vCenter
Server.

Procedure

1

Select the vSphere Deploy OVF Template option.
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10

1

Enter the path to the vRealize Operations Manager . ova file.
Follow the prompts until you are asked to enter a name for the node.
Enter a node name. Examples might include Ops1, Ops2 Ops-A, Ops-B.

Do not include nonstandard characters such as underscores (_) in node names.

Use a different name for each vRealize Operations Manager node.
Follow the prompts until you are asked to select a configuration size.
Select the size configuration that you need. Your selection does not affect the disk size.

Default disk space is allocated regardless of which size you select. If you need additional space
to accommodate the expected data, add more disk after deploying the vApp, see Add Data
Disk Space to a vRealize Operations Manager vApp Node.

Follow the prompts until you are asked to select the disk format.

Option Description
Thick Provision Lazy Zeroed Creates a virtual disk in a default thick format.
Thick Provision Eager Zeroed Creates a type of thick virtual disk that supports clustering features such

as Fault Tolerance. Thick provisioned eager-zeroed format can improve
performance depending on the underlying storage subsystem.

Select the thick provisioned eager-zero option when possible.

Thin Provision Creates a disk in thin format. Use this format to save storage space.

Snapshots can negatively affect the performance of a virtual machine and typically result in
a 25-30 percent degradation for the vRealize Operations Manager workload. Do not use
snapshots.

Click Next.

From the drop-down menu, select a Destination Network, for example, Network 1 = TEST,
and click Next.

Under Networking Properties, in case of a static IP, specify the associated Default Gateway,
Domain Name, Domain Search Path, Domain Name Servers, Network 1 1P Address, and
Network 1 Netmask values. In case of DHCP, leave all the fields blank. The primary node and
replica node require a static IP. A data node or remote collector node can use DHCP or a static
IP.

Note The hostname is configured using DHCP and DNS. If a static IP is used the
hostname is configured according to the node name specified during node configuration, after
deployment.

Optionally, in Properties, under Application, select the option for IPv6 .
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12 In the Timezone Setting, leave the default of UTC or select a time zone.
The preferred approach is to standardize on UTC. Alternatively, configure all nodes to the

same time zone.

Note You cannot configure nodes to different time zones.

13 Click Next.
14 Review the settings and click Finish.

15 If you are creating a multiple-node vRealize Operations Manager cluster, repeat through all the
steps to deploy each node.

What to do next

Use a Web browser client to configure a newly added node as the vRealize Operations Manager
primary node, a data node, a high availability primary replica node, or a remote collector node.
The primary node is required first.

For security, do not access vRealize Operations Manager from untrusted or unpatched
clients, or from clients using browser extensions.

Installation Types

After you have installed vRealize Operations Manager product, you can either perform a new
installation, an express installation, or expand an existing installation.

m  Express Installation
= New installation

= Expand Installation

Figure 3-2. Getting Started Setup

Get Started

Installing vRealize Operations Manager for a New User

After you install vRealize Operations Manager using an OVF or an installer, you are notified to
the main product Ul page. You can create a single node or multiple nodes depending on your
environment.

Introduction to a New Installation

You can perform a new installation as a first-time user and create a single node to handle both
administration and data handling.
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Figure 3-3. New Installation from the Setup page

NEW INSTALLATION

Perform a New Installation on the vRealize Operations Manager Product Ul
You can create a single node and configure it as a primary node or create a data node in a cluster

to handle additional data. All vRealize Operations Manager installations require a primary node.
With a single node cluster, administration and data functions are on the same primary node. A
multiple-node vRealize Operations Manager cluster contains one primary node and one or more
nodes for handling additional data.

Prerequisites

Create a node by deploying the vRealize Operations Manager vApp.
After it is deployed, note the fully qualified domain name (FQDN) or IP address of the node.

If you plan to use a custom authentication certificate, verify that your certificate file meets the
requirements for vRealize Operations Manager.

Procedure

1

Navigate to the name or IP address of the node that will be the primary node of vRealize
Operations Manager.

The setup wizard appears, and you do not need to log in to vRealize Operations Manager.
Click New Installation.

Click Next.

Enter and confirm a password for the admin user account, and click Next.

Passwords require a minimum of eight characters, one uppercase letter, one lowercase letter,
one digit, and one special character.

The user account name is admin by default and cannot be changed.

Select whether to use the certificate included with vRealize Operations Manager or to install
one of your own.

a To use your own certificate, click Browse, locate the certificate file, and click Open to load
the file in the Certificate Information text box.

b Review the information detected from your certificate to verify that it meets the
requirements for vRealize Operations Manager.

Click Next.
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7 Enter a name for the primary node.
For example: Ops-Master

8 Enter the URL or IP address for the Network Time Protocol (NTP) server with which the cluster
synchronizes.

For example: nist. time.gov

9 Click Add.

Leave the NTP blank to have vRealize Operations Manager manage its own synchronization by
having all nodes synchronize with the primary node and replica node.

10 Click Next.

11 Configure the vRealize Operations Manager availability. To install vRealize Operations Manager
with availability, enable the Availability Mode and select High Availability or Continuous
Availability. To continue your installation on full capacity, click Next .

Note You can enable High Availability or Continuous Availability after installation from the
administrator interface.

12 Click the Add icon to add a node.

a Enter the Node Name and Node Address.

b Select the Current Cluster Role.

Note This step is optional if you use the default configuration. If you select High Availability
for this cluster option, you can select a node from the added list of nodes to be the replica
node. Although, only one node from the list can be selected as a replica node. For more
information on High Availability, see Adding High Availability to vRealize Operations Manager.
If you select Continuous Availability for this cluster, add at least one witness node and an even
number of data nodes including the primary node and divide them across two fault domains.
For more information, see Adding Continuous Availability.

13 Click Next, and click Finish.

The administration interface appears, and it takes a moment for vRealize Operations Manager
to finish adding the primary node.

Results

You have created a primary node to which you can add more nodes.

What to do next

After creating the primary node, you have the following options.

Create and add data nodes to the unstarted cluster.

Create and add remote collector nodes to the unstarted cluster.
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m Click Start vRealize Operations Manager to start the single-node cluster, and log in to finish
configuring the product.

The cluster might take from 10 to 30 minutes to start, depending on the size of your cluster
and nodes. Do not make changes or perform any actions on cluster nodes while the cluster is
starting.

About the vRealize Operations Manager Master Node
The master node is the primary node that is the required, initial node in your vRealize Operations
Manager cluster.

The primary node performs administration for the cluster and must be online before you configure
any new nodes. In addition, the primary node must be online before other nodes are brought
online. If the primary node and replica node go offline together, bring them back online
separately. Bring the primary node online first, and then bring the replica node online.

Advantages of a New Installation

You can use the new installation to create a primary node during the first installation of vRealize
Operations Manager. With the primary node in place, you can then start adding more nodes to
form a cluster and then define an environment for your organization.

In a single-node clusters, administration and data is on the same primary node. A multiple-node
cluster includes one primary node and one or more data nodes. In addition, there might be
remote collector nodes, and there might be one replica node used for high availability. For
continuous availability, you need a witness node and an even number of data nodes including
the primary node. For more information on creating a primary node, see About the vRealize
Operations Manager Master Node.

Installing vRealize Operations Manager as an Administrator

As an administrator, you can install several instances of vRealize Operations Manager build in your
VM environment.

Introduction to Express Installation

Express installation is one possible way to create primary nodes, add data nodes, form clusters,
and test your connection status. You can use express installation to save time and speed up the
process of installation when compared to a new installation. Do not to use this feature unless the
user is an administrator.

Figure 3-4. Express Installation from the Setup screen
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Perform an Express Installation on the vRealize Operations Manager product Ul
Use express installation on the vRealize Operations Manager cluster to create a primary node.

Select express installation option when installing for the first time.

Prerequisites

Verify that you have a static IP address created from an OVF file.

Procedure

1 Navigate to the name or IP address of the node that will be the primary node of vRealize
Operations Manager.

The setup wizard appears, and you do not need to log in to vRealize Operations Manager.
2 Click Express Installation.
3 Click Next.
4 Enter and confirm a password for the admin user account, and click Next.

Passwords require a minimum of 8 characters, one uppercase letter, one lowercase letter, one
digit, and one special character.

The user account name is admin by default and cannot be changed.
5 Click Next.

6 Click Finish.

Results

You have created a primary node to which you can add more nodes.

Advantages of an Express Installation

Express installation saves time when compared to a new installation to create a new primary node.
The express installation uses the default certificates, which differ from one organization to another.
This feature is mainly used by the developers or the administrators.

Expand an Existing Installation of vRealize Operations Manager

Use this option to add a node to an existing vRealize Operations Manager cluster. You can use this
option if you have already configured a primary node and you want to increase the capacity by
adding more nodes to your cluster.

Introduction to Expand an Existing Installation

You can deploy and configure additional nodes so that vRealize Operations Manager can support
larger environments. A primary node always requires an additional node for a cluster to monitor
your environment. With expanding your installation, you can add more than one node to your
cluster.
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Adding Data Nodes

Data nodes are the additional cluster nodes that allow you to scale out vRealize Operations
Manager to monitor larger environments.

You can dynamically scale out vRealize Operations Manager by adding data nodes without
stopping the vRealize Operations Manager cluster. When you scale out the cluster by 25% or
more, you should restart the cluster to allow vRealize Operations Manager to update its storage
size, and you might notice a decrease in performance until you restart. A maintenance interval
provides a good opportunity to restart the vRealize Operations Manager cluster.

In addition, the product administration options include an option to re-balance the cluster, which
can be done without restarting. Rebalancing adjusts the vRealize Operations Manager workload
across the cluster nodes.

Figure 3-5. Expand an existing installation from the Setup screen
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EXPAND AN EXISTING INSTALLATION

Note Do not shut down online cluster nodes externally or by using any means other than the
vRealize Operations Manager interface. Shut down a node externally only after taking it offline in
the vRealize Operations Manager interface.

Expand an Existing Installation to Add a Data Node
Larger environments with multiple-node vRealize Operations Manager clusters contain one

primary node and one or more data nodes for additional data collection, storage, processing,
and analysis.

Prerequisites
m Create nodes by deploying the vRealize Operations Manager vApp.
m  Create and configure the primary node.

m  Note the fully qualified domain name (FQDN) or IP address of the primary node.

Procedure

1 Ina Web browser, navigate to the name or IP address of the node that will become the data
node.

The setup wizard appears, and you do not need to log in to vRealize Operations Manager.
Click Expand an Existing Installation.

Click Next.

A W N

Enter a name for the node (for example, Data-1).

5 From the Node Type drop-down, select Data.

VMware, Inc. 107



VvRealize Operations Manager 8.2 Help

6 Enter the FQDN or IP address of the master node and click Validate.
7 Select Accept this certificate and click Next.
If necessary, locate the certificate on the primary node and verify the thumbprint.
8 Verify the vRealize Operations Manager administrator username of admin.
9 Enter the vRealize Operations Manager administrator password.

Alternatively, instead of a password, type a pass-phrase that you were given by your vRealize
Operations Manager administrator.

10 Click Next, and click Finish.

The administration interface appears, and it takes a moment for vRealize Operations Manager
to finish adding the data node.

What to do next
After creating a data node, you have the following options.
= New, unstarted clusters:

m Create and add more data nodes.

m  Create and add remote collector nodes.

m  Create a high availability primary replica node.

m Click Start vRealize Operations Manager to start the cluster, and log in to finish
configuring the product.

The cluster might take from 10 to 30 minutes to start, depending on the size of your cluster
and nodes. Do not make changes or perform any actions on cluster nodes while the cluster
is starting.

m  Established, running clusters:
m  Create and add more data nodes.
m  Create and add remote collector nodes.

m  Create a high availability primary replica node, which requires a cluster restart.

Advantages of an Expanding an Installation

A data node shares the load of performing vRealize Operations Manager analysis and it can also
have an adapter installed to perform collection and data storage from the environment. You must
have a primary node before you add data nodes to form a cluster.

Installing vRealize Operations Manager on VMware Cloud on AWS

You can use your on-premises vRealize Operations Manager to manage and monitor your cloud
infrastructure on VMware Cloud by simply adding your VMware Cloud based vCenter Server into
VRealize Operations Manager. You can extend the current set of monitoring, troubleshooting,
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optimization, and remediation processes of vRealize Operations Manager on to VMware Cloud. It
provides you with a hybrid view of your environment.

Prerequisites

m A VPN or a direct connection to set up the bidirectional access between the nodes and remote
collectors of vRealize Operations Manager on-premises and VMware Cloud.

m  Scale the existing vRealize Operations Manager cluster before adding the new VMware Cloud
SDDC sites. To get the appropriate sizing, see vRealize Operations Manager Online Sizer.

Known Limitations

m  The cloudadmin@vmc.local user in VMware Cloud has limited privileges. In-guest memory
collection using VMware tools is not supported with virtual machines on VMware Cloud. Active
and consumed memory utilizations continue to work in this case.

m  Cost computation is disabled on the VMware Cloud on AWS inventory since the cost model is
different from the on-premises vCenter Server. The cost of infrastructure coming from VMware
Cloud on AWS can be managed using VRealize Operations Manager management pack for
VMware Cloud on AWS.

m  The compliance workflows in vRealize Operations Manager 8.2 work for virtual machines
running on a vCenter Server in VMware Cloud on AWS. The compliance checks for VMware
management objects such Hosts, vCenter, and so on, are not available.

= Only migration planning scenarios with VMware Cloud are supported.

m Workload optimization including pDRS and host-based business intent does not work because
VMware managers cluster configurations.

m  Workload optimization for the cross cluster placement within the SDDC with the cluster-based
business intent is fully supported with vRealize Operations Manager 8.2. However, workload
optimization is not aware of resource pools and places the virtual machines at the cluster level.
A user can manually correct this in the vCenter Server interface.

= VMware Cloud does not support vRealize Operations Manager plugin.

m  You cannot log in to vRealize Operations Manager using your VMware Cloud vCenter Server
credentials.

Using vRealize Operations Manager on-premises on VMware Cloud on AWS

Extend the monitoring capabilities of your on-premises vRealize Operations Manager to monitor
the VMware Cloud vCenter Server by connecting the VMware Cloud vCenter Server as an end
point insidevRealize Operations Manager . Create an adapter instance both for vCenter Server
and VMware vSAN to collect data from VMware Cloud and bring that into vRealize Operations
Manager . You can either connect directly to thevCenter Server or use a remote collector which
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can be deployed inside a VMware Cloud SDDC to ensure that the data can be compressed and
encrypted.

Note If the network latency between vRealize Operations Manager primary node and VMware
Cloud is greater than 5 milliseconds, you should deploy remote collectors in VMware Cloud.

Procedure

1

Deploy the vRealize Operations Manager remote collectors in VMware Cloud, see Create a
Remote Collector.

Note Deploy the OVF in the SDDC-Datacenter level and select the Compute Resource Pools
and validate your deployment. You can only select the workload datastore for storage when
deploying the OVF in VMware Cloud.

Since VMware Cloud is set in an isolated network, the remote collectors cannot view or
connect to the primary node. To collect data, you must set up the bidirectional access between
the vRealize Operations Manager primary node and the remote collectors you have created.
To do so, you can use a VPN or create a direct connection with no-NAT.

Add and configure an adapter instance in the vRealize Operations Manager cluster in VMware
Cloud. To configure a vCenter adapter, see Configure a vCenter Adapter Instance in vRealize
Operations Manager. To configure a VSAN adapter, see Configure a vSAN Adapter Instance.

Note Incase of a vCenter adapter instance, set the Cloud Type to VMware Cloud on AWS.

Ensure that the remote collector is assigned to the adapter instance and the data collection
happens through the remote collectors that you have set up. Select the newly deployed
remote collectors for Collectors/Groups under Advanced Settings.
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Figure 3-6. vRealize Operations On-Premises collecting data from VMware Cloud and AWS
without remote data collectors
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Figure 3-7. vRealize Operations On-Premises collecting data from VMware Cloud and AWS
with remote data collectors
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Deploying vRealize Operations Manager on VMware Cloud on AWS

If you have moved a large part of your environment into VMware Cloud, you can deploy or
migrate your vRealize Operations Manager instance into VMware Cloud directly. After the vRealize
Operations Manager cluster is deployed on VMware Cloud, you can collect data from other
VMware Cloud SDDCs and the SDDC located on-prem using remote collectors. You can deploy
remote collectors to send over data into the centralized analytics cluster deployed in VMware
Cloud.

Procedure
1 Deploy the vRealize Operations Manager cluster in VMware Cloud, see Deployment of

VvRealize Operations Manager.

Note Deploy the OVF template in the VMware Cloud on the data center level. VMware Cloud
has two resource pools, the regular workload and the administrative workload. You can only
deploy the new OVF template in the workload resource pool.
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2 Deploy the remote collectors in vRealize Operations Manager , see Create a Remote Collector.

Note VMware Cloud is set in an isolated network and so, the remote collectors cannot view or
connect to the primary node. To collect data, you must set up the bidirectional access between
the vRealize Operations Manager primary node and the remote collector you have created. To
do so, you can use a VPN or a direct connection with no NAT.

3 Add and configure an adapter instance in the vRealize Operations Manager cluster in VMware
Cloud. To configure a vCenter adapter, see Configure a vCenter Adapter Instance in vRealize
Operations Manager. To configure a VSAN adapter, see Configure a vSAN Adapter Instance.

Note If the Remote collectors are deployed on-premises, set Cloud Type to Private Cloud.
However, if you deploy remote collectors in another VMware Cloud, set the Cloud Type to
VMware Cloud on AWS.

Ensure that the remote collector is assigned to the adapter instance and the data collection of
the adapter instance happens through the remote collectors that you have set up. Select the
newly deployed remote collectors for Collectors/Groups under Advanced Settings.
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Figure 3-8. vRealize Operations in VMware Cloud collecting data from other VMware Cloud
SDDC, AWS and On-Premise with remote data collectors
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Resize your Cluster by Adding Nodes

You can deploy and configure additional nodes so that vRealize Operations Manager can support
larger environments.
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Figure 3-9. Workflow - Resize your cluster
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Gathering More Data by Adding a vRealize Operations Manager
Remote Collector Node

You deploy and configure remote collector nodes so that vRealize Operations Manager can add to
its inventory of objects to monitor without increasing the processing load on vRealize Operations
Manager analytics.

Run the Setup Wizard to Create a Remote Collector Node

In distributed vRealize Operations Manager environments, remote collector nodes increase the
inventory of objects that you can monitor without increasing the load on vRealize Operations
Manager in terms of data storage, processing, or analysis.

Prerequisites
m Create nodes by deploying the vRealize Operations Manager vApp.
During VApp deployment, select a remote collector size option.

m  Ensure any remote adapter instance is running on the correct remote collector. If you have
only one adapter instance, select Default collector group.

m  Create and configure the primary node.

= Note the fully qualified domain name (FQDN) or an IP address of the primary node.
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Verify that there is one remote collector already added before you add another remote
collector.

Note Remote collectors when added in parallel cause a cluster to crash.

Procedure

1

Hh W N

a1

10

In a Web browser, navigate to the name or IP address of the deployed OVF that will become
the remote collector node.

The setup wizard appears, and you do not need to log in to vRealize Operations Manager.
Click Expand an Existing Installation.

Click Next.

Enter a name for the node, for example, Remote-1.

From the Node Type drop-down menu, select Remote Collector.

Enter the FQDN or IP address of the master node and click Validate.

Select Accept this certificate and click Next.

If necessary, locate the certificate on the primary node and verify the thumbprint.

Verify the vRealize Operations Manager administrator username of admin.

Enter the vRealize Operations Manager administrator password.

Alternatively, instead of a password, type a passphrase that you were given by the vRealize
Operations Manager administrator.

Click Next, and click Finish.

The administration interface appears, and it takes several minutes for vRealize Operations
Manager to finish adding the remote collector node.

What to do next

After creating a remote collector node, you have the following options.

New, unstarted clusters:

m Create and add data nodes.

m Create and add more remote collector nodes.
m Create a high availability primary replica node.

m Click Start vRealize Operations Manager to start the cluster, and log in to finish
configuring the product.

The cluster might take from 10 to 30 minutes to start, depending on the size of your cluster
and nodes. Do not make changes or perform any actions on cluster nodes while the cluster
is starting.
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m Established, running clusters:
m Create and add data nodes.
m  Create and add more remote collector nodes.

m  Create a high availability primary replica node, which requires a cluster restart.

Adding High Availability to vRealize Operations Manager
You can dedicate one vRealize Operations Manager cluster node to serve as a replica node for the

VRealize Operations Manager primary node.

Run the Setup Wizard to Add a Primary Replica Node

To enable high availability (HA) for a vRealize Operations Manager cluster, specify one of the data
nodes to become a replica of the primary node.

Note If the cluster is running, enabling HA restarts the cluster.

You can add HA to the vRealize Operations Manager cluster at installation time or after vRealize
Operations Manager is up and running. Adding HA at installation is less intrusive because the
cluster has not yet started.

Prerequisites

m Create nodes by deploying the vRealize Operations Manager vApp.
m Create and configure the primary node.

m Create and configure a data node with a static IP address.

m  Note the fully qualified domain name (FQDN) or IP address of the primary node.

Procedure

1 Ina Web browser, navigate to the master node administration interface.
https://master-node-name-or-ip-address/admin

2 Enter the vRealize Operations Manager administrator user name of admin.

Enter the vRealize Operations Manager administrator password and click Log In.

Under High Availability, click Enable.

Select a data node to serve as the replica for the primary node.

o o h~ W

Select the Enable High Availability for this cluster option, and click OK.

If the cluster was online, the administration interface displays progress as vRealize Operations
Manager configures, synchronizes, and rebalances the cluster for HA.
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7 If the primary node and replica node go offline, and the primary remains offline for any reason
while the replica goes online, the replica node does not take over the primary role, take
the entire cluster offline, including data nodes and log in to the replica node command-line
console as a root.

8 Open $SALIVE BASE/persistence/persistence.properties in a text editor.

9 Locate and set the following properties:

db.role=MASTER
db.driver=/data/vcops/xdb/vcops.bootstrap

10 Save and close persistence.properties.

11 In the administration interface, bring the replica node online, and verify that it becomes the
primary node and bring the remaining cluster nodes online.

What to do next
After creating a primary replica node, you have the following options.
= New, unstarted clusters:

m Create and add data nodes.

m Create and add remote collector nodes.

m Click Start vRealize Operations Manager to start the cluster, and log in to finish
configuring the product.

The cluster might take from 10 to 30 minutes to start, depending on the size of your cluster
and nodes. Do not make changes or perform any actions on cluster nodes while the cluster
is starting.

m Established, running clusters:
m  Create and add data nodes.

m  Create and add remote collector nodes.

Adding Continuous Availability

Continuous availability prevents data loss in the event of one or more node failures. This mode
requires one witness node, one primary node, and one data node divided across two fault
domains. The witness node lies outside the fault domains. By default, the primary node is assigned
to Fault Domain 1. The data node becomes the replica node and is assignhed to Fault Domain 2.
The primary node and the replica node create a pair. The number of data nodes including the
primary node should always be an even number not exceeding 16. Each data node added to Fault
Domain 1 must have a pair in Fault Domain 2 to preserve and replicate data that is added to its
peer.
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Enable Continuous Availability in vRealize Operations Manager
You can enable continuous availability (CA) for vRealize Operations Manager to protect your data
if there is one or more node failures.

Note If the cluster is running, enabling CA restarts the cluster.

You can enable CA in the vRealize Operations Manager cluster at the installation time or after
vRealize Operations Manager is up and running. Adding CA at installation is less intrusive because
the cluster has not yet started.

Prerequisites

m Create nodes by deploying the vRealize Operations Manager vApp.
m  Create and configure the primary node.

m Create and configure the witness node.

Note While deploying an OVA file, you can select the recommended CPU/RAM configuration
for the witness node.

m Create and configure one data node with a static IP address.

m  Note the fully qualified domain name (FQDN) or IP address of the primary node.

Procedure

1 Ina Web browser, navigate to the master node administration interface.
https://master-node-name-or-ip-address/admin

2 Enter the vRealize Operations Manager administrator user name of admin.

3 Enter the vRealize Operations Manager administrator password and click Log In.

4 Under Continuous Availability, click Enable CA.

The Continuous Availability wizard opens. The Witness node exists outside the fault domains.
The primary node is already assigned to Fault Domain 1.

Note You can enter names for each Fault Domain during installation. You can also edit the
fault domain names after enabling continous availability.

5 To create a pair with the primary node, drag the data nodes to Fault Domain 2.

Note You can add a maximum of 16 data nodes including the primary node and divide them
between the fault domains to create eight pairs. You can also add remote collector nodes
outside the fault domains as required.

6 Click Ok.
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VRealize Operations Manager Cluster and Node Maintenance

You perform cluster and node maintenance procedures to help your vRealize Operations Manager
perform more efficiently cluster and node maintenance involves activities such as changing the
online or offline state of the cluster, fault domains, or individual nodes, enabling or disabling

high availability (HA) or continuous availability (CA), reviewing statistics related to the installed
adapters, and rebalancing the workload for a better performance.

You perform most vRealize Operations Manager cluster and node maintenance using the Cluster
Management page in the product interface, or the Cluster Status and Troubleshooting page in
the administration interface. The administration interface provides more options than the product
interface.
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Table 3-3. Cluster and Node Maintenance Procedures

Procedure

Change Cluster Status

Enable or Disable High
Availability

VMware, Inc.

Interface

Administration/Product

Administration

Description

You can change the status of a node to online or
offline.

In a high availability (HA) cluster, taking

the primary or replica offline causes vRealize
Operations Manager to run from the remaining
node and for HA status to be degraded.

In continuous availability (CA) cluster, taking
the primary or replica offline causes vRealize
Operations Manager to run in a degraded status.

Note You cannot convert a High Availability
(HA) enabled cluster to a Continuous Availability
cluster and vice versa. You must first disable the
cluster availability, so that the cluster becomes a
standard cluster and then enable HA or CA as
required.

Any manual or system action that restarts the
cluster brings all vRealize Operations Manager
nodes online, including any nodes that you had
taken offline.

If you take a data node that is part of a multi-
node cluster offline and then bring it back online,
the End Point Operations Management adapter
does not automatically come back online. To
bring the End Point Operations Management
adapter online, select the End Point Operations
Management adapter in the Inventory and click
the Start Collector icon .

Enabling high availability requires the cluster to
have at least one data node, with all nodes online
or all offline. You cannot use Remote Collector
nodes.

To enable high availability, see Adding High
Availability to vRealize Operations Manager.
Disabling high availability restarts the vRealize
Operations Manager cluster.

After you disable high availability, the replica
node in vRealize Operations Manager converts
back to a data node and restarts the cluster.
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Table 3-3. Cluster and Node Maintenance Procedures (continued)

Procedure

Enable or Disable Continuous
Availability

Add Nodes

Replace Nodes

Generate Passphrase

VMware, Inc.

Interface

Administration

Administration

Administration

Administration

Description

Enabling continuous availability requires the
cluster to have at least one witness node, and at
least two data node, with all nodes online or all
offline. You cannot use Remote Collector nodes.

To enable continuous availability, see Adding
Continuous Availability.

Disabling continuous availability restarts the
VvRealize Operations Manager cluster.

When you disable continuous availability, you can
choose to keep all your nodes or cut out one of
the fault domains.

m  Click Simply Disable with keeping all nodes
to keep all your nodes when you disable
continuous availability.

Note You cannot disable continuous
availability if one of your nodes is faulty. If you
want to keep all your nodes, you must fix or
replace the faulty node before you proceed.

m  Click Cut-Out one Fault Domain and then
select the fault domain you want to keep. The
other fault domain and the witness node are
deleted.

After you disable continuous availability, the
replica node in vRealize Operations Manager
converts back to a data node and restarts the
cluster.

You can add one or more nodes for your cluster.
Enabling continuous availability requires one
withess node, and an even number of data nodes
including the primary node. For example, the
cluster must have 2, 4, 6, 8, 10, 12, 14 or 16 nodes.

You can add nodes and replace them with a
downed or non-functional node in a cluster.

You can generate a passphrase to use instead of
the administrator credentials to add a node to this
cluster.

The passphrase is only valid for a single use.
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Table 3-3. Cluster and Node Maintenance Procedures (continued)

Procedure Interface Description

Remove a Node Administration When you remove a node, you lose data that the
node had collected unless you are running in high
availability (HA) mode. HA protects against the
removal or loss of one node.

You must not re-add nodes to vRealize
Operations Manager that you already removed. If
your environment requires more nodes, add new
nodes instead.

When you perform maintenance and migration
procedures, you should take the node offline, not
remove the node.

Configure NTP Product The nodes in vRealize Operations Manager cluster
synchronize with each other by standardizing on
the primary node time or by synchronizing with an
external Network Time Protocol (NTP) source.

Rebalance the Cluster Product You can rebalance adapter, disk, memory, or
network load across vRealize Operations Manager
cluster nodes to increase the efficiency of your
environment.

Cluster Management

VRealize Operations includes a central page where you can monitor and manage the nodes in your
vRealize Operations cluster and the adapters that are installed on the nodes.

How Cluster Management Works

Cluster management lets you view and change the online or offline state of the overall vRealize
Operations cluster or the individual nodes. In addition, you can enable or disable high availability
(HA) and view statistics related to the adapters that are installed on the nodes.

Where You Find Cluster Management

In the left pane, select Administration > Cluster Management.

Cluster Management Options

The options include cluster-level monitoring and management features.
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Table 3-4. Initial Setup Status Details

Option

Cluster Status

High Availability

Continuous Availability

Description

Displays the online, offline, or unknown state of the
vRealize Operations cluster.

Once CA is enabled, it displays the status of the two fault
domains.

Indicates whether HA is enabled, disabled, or degraded.

Indicates whether CA is enabled, disabled, or degraded.

vRealize Operations provides node-level information and a toolbar for taking nodes online or

offline.

Table 3-5. Nodes in the vRealize Operations Cluster

Option

Node Name

Node Address

Cluster Role

Fault Domain

Node Pair

State

Status

Objects in Process

Objects Being Collected

Metrics in Process

VMware, Inc.

Description

Machine name of the node.

The node that you are logged into displays a dot next to
the name.

Internet protocol (IP) address of the node. Primary and
replica nodes require static IP addresses. Data nodes can
use DHCP or static IP.

Type of vRealize Operations node: primary, data, replica,
or remote collector.

Displays the fault domain a node is associated to in a CA
enabled cluster.

Note This column appears only if CA is enabled.

Displays which pair the node belongs to. For example, in
CA, nodes are added in pairs. If there are four nodes, the
column displays whether the node is part of pair one or
two.

Note This column appears only if CA is enabled.

Running, Not Running, Going Online, Going Offline,
Inaccessible, Failure, Error

Online, offline, unknown, or other condition of the node.

Total environment objects that the node currently
monitors.

Total environment objects that the node collected.

Total metrics that the node has discovered since being
added to the cluster.
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Table 3-5. Nodes in the vRealize Operations Cluster (continued)

Option Description

Metrics Being Collected Total metrics the node has collected since being added to
the cluster.

Version Displays the vRealize Operations software version and the

build number installed on the node.

In addition, there are adapter statistics for the selected node.

Table 3-6. Adapters on Server

Option Description

Name Name that the installing user gave to the adapter.

Status Indication of whether the adapter is collecting data or not.

Objects Being Collected Total environment objects that the adapter currently
monitors.

Metrics Being Collected Total metrics that the adapter has collected since being

installed on the node.

Last Collection Time Date and time of the most recent data collection by the
adapter.
Added On Date and time when the adapter was installed on the node.

VvRealize Operations Manager Post-Installation
Considerations

After you install vRealize Operations Manager, there are post-installation tasks that might need
your attention.

About Logging In to vRealize Operations Manager

Logging in to vRealize Operations Manager requires that you point a Web browser to the fully
qualified domain name (FQDN) or |IP address of a node in the vRealize Operations Manager
cluster.

When you log in to vRealize Operations Manager, there are a few things to keep in mind.

m  After initial configuration, the product interface URL is:
https://node-FQDN-or-IP-address

m  Before initial configuration, the product URL opens the administration interface instead.

m  After initial configuration, the administration interface URL is:
https://node-FQDN-or-1P-address/admin

m  The administrator account name is admin. The account name cannot be changed.
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m  The admin account is different from the root account used to log in to the console, and does
not need to have the same password.

= When logged in to the administration interface, avoid taking the node that you are logged into
offline and shutting it down. Otherwise, the interface closes.

m  The number of simultaneous login sessions before a performance decrease depends on
factors such as the number of nodes in the analytics cluster, the size of those nodes, and
the load that each user session expects to put on the system. Heavy users might engage
in significant administrative activity, multiple simultaneous dashboards, cluster management
tasks, and so on. Light users are more common and often require only one or two dashboards.

The sizing spreadsheet for your version of vRealize Operations Manager contains further detail
about simultaneous login support. See Knowledge Base article 2093783.

m  You cannot log in to a vRealize Operations Manager interface with user accounts that are
internal to vRealize Operations Manager, such as the maintenance Admin account.

m  You cannot open the product interface from a remote collector node, but you can open the
administration interface.

m  For supported Web browsers, see the vRealize Operations Manager Release Notes for your
version.

After You Log In

After you log in to vRealize Operations Manager from a web browser, you see the Quick Start
page. You can set any dashboard to be the landing page instead of the Quick Start page. Click the
Actions menu on a dashboard that you want to set as the landing page and select Set as Home
landing page. To remove the dashboard as the home landing page, click the Actions menu on the
relevant dashboard and select Reset from Home landing page.

The Quick Start page provides an overview of key areas of vRealize Operations Manager.

Quick Start Page Before Cloud Accounts Are Configured

When you log in to vRealize Operations Manager and no cloud accounts are configured, the Quick
Start page displays guided tours in the Optimize Performance, Optimize Capacity, Troubleshoot,
and Manage Configuration sections. Watch these guided tours to understand how the product
functions. If your user account does not have administrative rights, then the Quick Start page
prompts you to contact the administrator for configuration of cloud accounts.

If you have logged in using an administrative account, you must set the currency in the Global
Settings page. You can do so from the message that you see in the Quick Start page when you log
in for the first time. Optionally, you can close the message. Once you set a currency, you cannot
change it. As an administrator, you must also first set up a cloud account or configure an adapter
before you can start using vRealize Operations Manager. Until you do so, you see links to guided
tours about vRealize Operations Manager.
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A new license key is required for vRealize Operations Manager 7.0 and later versions. All

license keys except vSOM Enterprise Plus and its add-ons are invalidated. The product works in
evaluation mode until a new valid license key, which can be obtained from the MyVMware portal,
is installed. After login, if you see the "You are using an evaluation license. Please
consider applying a new license by the end of the evaluation period." message
in the Quick Start page, you must add a new license before the end of the 60-day evaluation
period in the Licensing page. To add a new license, from the message, click Actions > Go to
Licensing.

Note If you added new licenses when you upgraded to vRealize Operations Manager 7.0, you can
skip this step.

After logging in, if you see a message like, "vRealize Operations Manager internal
certificates will expire on dd/mm/yyyy. Please install a new certificate
before the expiry date. For details, see KB 71018"inthe Quick Start page, you must
upgrade your internal certificates for vRealize Operations Manager using the certificate renewal
PAK file from the vRealize Operations Manager Administrator interface. For more information, see
the following KB article 71018.

Quick Start Page After Cloud Accounts Are Configured

When you log in to vRealize Operations Manager after the cloud accounts or adapter instances are
configured, and the initial setup is complete, the Quick Start displays the following sections.

Optimize Performance

Displays links to workload optimization, right sizing, recommendations, and optimization
history.

Optimize Capacity

Displays links to assess capacity, reclaim resources, plan scenarios and assess costs.

Troubleshoot

Displays links to the troubleshooting workbench, alerts, logs, and dashboards.

Manage Configuration

Displays links to the compliance page. Links to the dashboard that displays the configuration
of your virtual machines.

Click View More to access the following sections:

Extend Monitoring

Displays links to apps in the VMware Solutions Exchange website.

Learn and Evaluate
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Displays links to the vRealize Operations Guided Tour, Evaluate vRealize Suite and to open the
vRealize Operations Manager micro-site.

Run Assessments

Displays links to dashboards that help you assess vSphere Optimization and Hybrid Cloud.

Secure the vRealize Operations Manager Console

After you install vRealize Operations Manager, you secure the console of each node in the cluster
by logging in for the first time.

Procedure

1

6
7

Locate the node console in vCenter or by direct access. In vCenter, use Alt+F1to access the
login prompt.

For security, vRealize Operations Manager remote terminal sessions are disabled by default.
Log in as root.

vRealize Operations Manager prevents you from accessing the command prompt until you
create a root password.

When prompted for a password, press Enter.
When prompted for the old password, press Enter.

When prompted for the new password, enter the root password that you want, and note it for
future reference.

Re-enter the root password.

Log out of the console.

Log in to a Remote vRealize Operations Manager Console Session

As part of managing or maintaining the nodes in your vRealize Operations Manager cluster, you
might need to log in to a vRealize Operations Manager node through a remote console.

For security, remote login is disabled in vRealize Operations Manager by default. To enable
remote login, perform the following steps.

Procedure

1

Log in to a vCenter Server system using a vSphere Web Client and select a vCenter Server
instance in the vSphere Web Client navigator.

a Find the Virtual Machine in the hierarchy and click Launch Console.

Note You can also use the vSphere Client to launch the node console by direct access
after enabling the SSHD service.

The virtual machine console opens in a new tab of the Web browser.
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2
3

Locate the node console and click Launch Console.

In vCenter, use Alt+F1to access the login prompt and log in as root. If this is the first time
logging in, you must set a root password.

a When prompted for a password, press Enter.
b  When prompted for the old password, press Enter.

¢ When prompted for the new password, enter the root password that you want, and note it
for future reference.

d Re-enter the root password.
To enable remote login, enter the following command:

service sshd start

About New vRealize Operations Manager Installations

A new VRealize Operations Manager installation requires that you deploy and configure nodes.
Then, you add solutions for the kinds of objects to monitor and manage.

After you add solutions, you configure them in the product and add monitoring policies that
gather the kind of data that you want.

Log In and Continue with a New Installation

To finish a new vRealize Operations Manager installation, you log in and complete a one-time
process to license the product and configure solutions for the kinds of objects that you want to
monitor.

Prerequisites

Create the new cluster of vRealize Operations Manager nodes.

Verify that the cluster has enough capacity to monitor your environment. See Sizing the
vRealize Operations Manager Cluster.

Procedure

1

In a Web browser, navigate to the IP address or fully qualified domain name of the primary
node.

Enter the username admin and the password that you defined when you configured the
primary node, and click Login.

Because this is the first time you are logging in, the administration interface appears.
To start the cluster, click Start vRealize Operations Manager.
Click Yes.

The cluster might take from 10 to 30 minutes to start, depending on your environment. Do not
make changes or perform any actions on cluster nodes while the cluster is starting.
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5

10
1

12

When the cluster finishes starting and the product login page appears, enter the admin
username and password again, and click Login.

A one-time licensing wizard appears.
Click Next.
Read and accept the End User License Agreement, and click Next.

Enter your product key, or select the option to run vRealize Operations Manager in evaluation
mode.

Your level of product license determines what solutions you may install to monitor and manage
objects.

m  Standard. vCenter only

m  Advanced. vCenter plus other infrastructure solutions

m  Enterprise. All solutions

VvRealize Operations Manager does not license managed objects in the same way that vSphere

does, so there is no object count when you license the product.

Note When you transition to the Standard edition, you no longer have the Advanced and
Enterprise features. After the transition, delete any content that you created in the other
versions to ensure that you comply with EULA and verify the license key which supports the
Advanced and Enterprise features.

If you entered a product key, click Validate License Key.

Click Next.

Select whether or not to return usage statistics to VMware, and click Next.
Click Finish.

The one-time wizard finishes, and the vRealize Operations Manager interface appears.

What to do next

Use the vRealize Operations Manager interface to configure the solutions that are included
with the product.

Use the vRealize Operations Manager interface to add more solutions.

Use the vRealize Operations Manager interface to add monitoring policies.

Upgrade, Backup and Restore

You can update your existing vRealize Operations Manager deployments to a newly released
version.
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When you perform a software update, you need to make sure you use the correct PAK file for your
cluster. A good practice is to take a snapshot of the cluster before you update the software, but
you must remember to delete the snapshot once the update is complete.

If you have customized the content that vRealize Operations Manager provides such as alerts,
symptoms, recommendations, and policies, and you want to install content updates, clone the
content before performing the update. In this way, you can select the option to reset out-of-the-
box content when you install the software update, and the update can provide new content
without overwriting customized content.

Obtain the Software Update PAK File

Each type of cluster update requires a specific PAK file. Make sure you are using the correct one.

Download the Correct PAK files

To update your vRealize Operations Manager environment, you need to download the right PAK
file for the clusters you wish to upgrade. In case modifications are required, you can manually
update the hosts file after completing the software update.

To download the PAK file for vRealize Operations Manager, go to Download VMware vRealize

Operations page.

Create a Snapshot as Part of an Update

It's a good practice to create a snapshot of each node in a cluster before you update a vRealize
Operations Manager cluster. Once the update is complete, you must delete the snapshot to avoid
performance degradation.

For more information about snapshots, see the vSphere Virtual Machine Administration
documentation.

Procedure

1 Log into the vRealize Operations Manager Administrator interface at https://<master-node-
FODN-or-IP-address>/admin.

Click Take Offline under the cluster status.
When all nodes are offline, open the vSphere client.

Right-click a vRealize Operations Manager virtual machine.

a A W N

Click Snapshot and then click Take Snapshot.
a Name the snapshot. Use a meaningful name such as "Pre-Update."
b Uncheck the Snapshot the Virtual Machine Memory check box.

¢ Uncheck the Ensure Quiesce Guest File System (Needs VMware Tools installed) check
box.

d Click OK.
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6 Repeat these steps for each node in the cluster.

What to do next

Start the update process as described in Install a Software Update.

How To Preserve Customized Content

When you upgrade vRealize Operations Manager, it is important that you upgrade the current
versions of content types that allow you to alert on and monitor the objects in your environment.
With upgraded alert definitions, symptom definitions, and recommendations, you can alert on the
various states of objects in your environment and identify a wider range of problem types. With
upgraded views, you can create dashboards and reports to easily identify and report on problems
in your environment.

You might need to perform certain steps before you upgrade the alert definitions, symptom
definitions, recommendations, and views in your vRealize Operations Manager environment.

m |f you customized any of the alert definitions, symptom definitions, recommendations, or views
that were provided with previous versions of vRealize Operations Manager, and you want to
retain those customized versions, perform the steps in this procedure.

m If you did not customize any of the alert definitions, symptom definitions, recommendations, or
views that were provided with previous versions of vRealize Operations Manager, you do not
need to back them up first. Instead, you can start the upgrade, and during the upgrade select
the check box named Reset out-of-the-box content.

Prerequisites

You previously customized versions of your alert definitions, symptom definitions,
recommendations, or views.

Procedure

1 Before you begin the upgrade to vRealize Operations Manager, back up the changes to your
alert definitions, symptom definitions, recommendations, and views by cloning them.

2 Start the upgrade of vRealize Operations Manager.

3 During the upgrade, select the check box named Reset out-of-the-box content.

Results

After the upgrade completes, you have preserved your customized versions of alert definitions,
symptom definitions, recommendations, and views, and you have the current versions that were
installed during the upgrade.

What to do next

Review the changes in the upgraded alert definitions, symptom definitions, recommendations,
and views. Then, determine whether to keep your previously modified versions, or to use the
upgraded versions.
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Back Up and Restore

Back up and restore your vRealize Operations Manager system regularly to avoid downtime and
data loss in case of a system failure. If your system does fail, you can restore the system to the last
full or incremental backup.

You can back up and restore vRealize Operations Manager single or multi-node clusters by using
vSphere Data Protection or other backup tools. You can perform full, differential, and incremental
backups and restores of virtual machines.

To back up and restore vRealize Suite components by using vSphere Data Protection and
NetBackup, see the Back up and Restore section in the vRealize Suite Information Center.

It is highly recommended to take a backup during quiet periods. Since a snapshot based backup
happens at the block level, it is important that there are limited or no changes being performed by
a user on the cluster configuration. This will ensure that you have a healthy backup.

It is best to take the cluster offline before you back up the vRealize Operations Manager nodes.
This will ensure the data consistency across the nodes and internally in the node. You can either
shut down the VM before the backup or enable quiescing.

If the cluster remains online, backup your vRealize Operations Manager multi-node cluster by

using vSphere Data Protection or other backup tools, disable quiescing of the file system.

Note All nodes are backed up and restored at the same time. You cannot back up and restore
individual nodes.

VRealize Operations Manager Software Updates
VRealize Operations Manager includes a central page where you can manage updates to the

product software.

How Software Updates Work

The Software Update option lets you install updates to the vRealize Operations Manager product
itself.

Where You Find Software Updates

Log in to the vRealize Operations Manager administration interface at https://master-node-name-
or-ip-address/admin. On the left, click Software Update.

Software Update Options

The options include a wizard for locating the update PAK file and starting the installation, plus a list
of updates and the vRealize Operations Manager cluster nodes on which they are installed.
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Table 3-7. Software Update Options

Option Description

Install a Software Update Launch a wizard that allows you to locate, accept the

license, and start the installation of a vRealize Operations
Manager software update.

Node Name Machine name of the node where the update is installed

Node IP Address Internet protocol (IP) address of the node where the

update is installed. Primary and replica nodes require
static IP addresses. Data nodes may use DHCP or static

IP.
Update Step Software update progress in step x of y format
Status Success, failure, in-progress, or unknown condition of the

software update

Install a Software Update

If you have already installed vRealize Operations Manager, you can update your software when a
newer version becomes available.

Note Installation might take several minutes or even a couple hours depending on the size and

type of your clusters and nodes.

Prerequisites

Create a snapshot of each node in your cluster. See Create a Snapshot as Part of an Update for
details.

Obtain the PAK file for your cluster. See Obtain the Software Update PAK File for details.

Before you install the PAK file, or upgrade your vRealize Operations Manager instance, clone
any customized content to preserve it. Customized content can include alert definitions,
symptom definitions, recommendations, and views. Then, during the software update, you
select the options named Install the PAK file even if it is already installed and Reset out-of-
the-box content.

Since version 6.2.1, vRealize Operations Manager update operation has a validation process
that identifies issues before you start to update your software. Although it is good practice
to run the pre-update check and resolve any issues found, users who have environmental
constraints can disable this validation check.

To disable the pre-update validation check, perform the following steps:

m  Edit the update file to /storage/db/
pakRepolLocal/bypass prechecks vRealizeOperationsManagerEnterprise-

buildnumberofupdate.json.
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m  Change the value to TRUE and run the update.

Note If you disable the validation, you might encounter blocking failures during the update
itself.
Procedure

1 Log into the master node vRealize Operations Manager administrator interface of your cluster
at https://master-node-FQDN-or-IP-address/admin.

2 Click Software Update in the left pane.

3 Click Install a Software Update in the main pane.

4 Follow the steps in the wizard to locate and install your PAK file.
This updates the OS on the virtual appliance and restarts each virtual machine.
Note When you upgrade to vRealize Operations Manager 8.2 version from a version
prior to 8.0, the base OS automatically changes to Photon. Any customization done to
the OS, for example, files or directories created somewhere on the root partition, like

~/.ssh/authorized keys Of the vRealize Operations Manager appliance gets deleted after the
upgrade.

Wait for the software update to complete. When it does, the administrator interface logs you
out.

5 Read the End User License Agreement and Update Information, and click Next.
6 Click Install to complete the installation of software update.
7 Log back into the master node administrator interface.

The main Cluster Status page appears and cluster goes online automatically. The status page
also displays the Bring Online button, but do not click it.

8 Clear the browser caches and if the browser page does not refresh automatically, refresh the
page.
The cluster status changes to Going Online. When the cluster status changes to Online, the

upgrade is complete.

Note If a cluster fails and the status changes to offline during the installation process of a PAK
file update, then some nodes become unavailable. To fix this, you can access the administrator
interface and manually take the cluster offline and click Finish Installation to continue the
installation process.

9 Click Software Update to check that the update is done.

A message indicating that the update completed successfully appears in the main pane.

Note When you update vRealize Operations Manager to a latest version, all nodes get
upgraded by default.
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What to do next
Delete the snapshots you made before the software update.

Note Multiple snapshots can degrade performance, so delete your pre-update snapshots after
the software update completes.

Install a vRealize Operations Manager Software Update from the Administration
Interface

You activate the vRealize Operations Manager product or its additional solutions by registering
licenses.

Prerequisites
= Know the name and location of the software update PAK file.

m  Before you install the PAK file, or upgrade your vRealize Operations Manager instance, clone
any customized content to preserve it. Customized content can include alert definitions,
symptom definitions, recommendations, and views. Then, during the software update, you
select the options named Install the PAK file even if it is already installed and Reset out-of-
the-box content.

Procedure

1 Ina Web browser, navigate to the vRealize Operations Manager administration interface at
https:// master-node-name-or-ip-address/admin.

Log in with the admin user name and password for the master node.
On the left, click Software Update.

Click Install a Software Update.

a » W N

Follow the wizard to locate and install your copy of update-filename.pak.

Installation completes in a couple of minutes, and the administrator interface logs you out. If
you are not logged out automatically after 5 minutes, refresh the page in your browser.

6 Log back in to the master node administrator interface, and click Software Update again.

7 Verify that update name appears on the right. If the update does not appear, wait a few
minutes, and refresh the page in your browser.

Before Upgrading to vRealize Operations Manager 8.2

With every vRealize Operations Manager release, many metrics are either discontinued or
disabled. These changes update the capacity analytics and improve the product scale. VMware
has made many of these changes transparent or nearly so. Still, multiple changes can impact
management packs that you might be using, along with the dashboards and reports that you
have created. Therefore, before upgrading, run the vRealize Operations Manager Pre-upgrade
Readiness Assessment Tool (Assessment Tool) that helps you understand the precise impact on
your environment through a detailed report.
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Why Run the Assessment Tool

Various changes in vRealize Operations Manager can impact the user experience. When you run
the Assessment Tool, you get an HTML-formatted report identifying all the points in your system
affected by the changes. Further, the Assessment Tool gives recommendations for the correct
changes to be made in your content for when you upgrade from a previous release.

Note You must run the Assessment Tool on the instance of the vRealize Operations Manager
installation that you want to assess - typically your production system. The Assessment Tool does
not alter anything in your system, and deletes itself when it has completed its run. It leaves behind
only the assessment result - a support bundle that you download from the Support Bundles
section of the vRealize Operations Manager Administration user interface.

The Assessment tool validates your environment to ensure it is ready for the upgrade. For
example, if the ESXi version does not match the product requirements, the assessment tool will
identify the issue and provide you with a recommendation in the Systems Validation tab.

For detailed instructions on running the Assessment Tool, see Running the vRealize Operations
Manager 8.2 Pre-Upgrade Readiness Assessment Tool.

To view the upgrade path from an earlier version of vRealize Operations Manager to 8.2, see
VRealize Operations Manager Upgrade Path.

Running the vRealize Operations Manager 8.2 Pre-Upgrade Readiness
Assessment Tool

Before upgrading, you can gauge the impact on your system by running the vRealize Operations
Manager Pre-Upgrade Readiness Assessment Tool (Assessment Tool). The tool generates a report
detailing the precise impact on your environment and gives suggestions for replacement metrics.

Using the Assessment Tool consists of four distinct steps:

1 Download the PAK file from https://my.vmware.com/group/vmware/get-download?
downloadGroup=VROPS-820.

2 Run the vRealize Operations Manager Pre-Upgrade Readiness Assessment Tool.

3 Extract the report from the generated ZIP file.

4 Click the various items in the report to link to the solutions grid.

Note You must run the Assessment Tool on the instance of the vRealize Operations Manager
installation that you want to assess - typically your production system. The Assessment Tool does
not alter anything in your system, and deletes itself when it has completed its run. It leaves behind

only the assessment result - a support bundle that you download from the Support Bundles
section of the vRealize Operations Manager Administration user interface.
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Prerequisites

You must have administrator privileges in your current installation of vRealize Operations
Manager to download and run the Assessment Tool. For more information on using the upgrade
assessment tool, see the following KB article 67311.

Procedure

1

10

Download the Assessment Tool PAK from https://my.vmware.com/group/vmware/get-
download?downloadGroup=VROPS-820 to your local machine. Search for APUAT or vRealize
Operations - Upgrade Assessment Tool.

Open a browser and navigate to thevRealize Operations Manager administrator console:
https://<master_node_ IP>/admin.

Then log into the administrator user interface with the user ID admin and the associated
password.

In the left pane of the administration home page, click Software Update.
The Software Update screen appears.

Click Install a Software Update at the top of the screen.

The Add Software Update workspace appears.

Click the Browse link and navigate to the PAK file you downloaded in Step 1.

A check mark appears next to the statement: The selected file is ready to upload and install.
Click UPLOAD to continue.

Ensure that a check mark appears next to the statement: Install the PAK file even if it is
already installed.

Leave blank the check box next to Reset Default Content...
Click the UPLOAD link.

The PAK file is uploaded from your local machine to vRealize Operations Manager. Uploading
may take a few minutes.

Once the PAK file is uploaded, click NEXT.

The End User License Agreement appears.

Click the check box next to the statement: | accept the terms of this agreement.
Click NEXT. The Important Update and Release Information screen appears.

Review the release information and click NEXT. At the Install Software Update screen, click
INSTALL.

The Software Update screen appears again, this time with a rotating icon and an installation
in progress... bar marking the progress of the PAK file and assessment as they run on your
environment. The process can take from five to 20 minutes, depending on the size of your
system.
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11 When the process is complete, click Support in the left pane.
The Support screen appears.

12 Select the Support Bundles option above the toolbar.

The available support bundles are listed.

13 Locate the support bundle most recently created. Click the chevron next to the bundle name
to open the file and select it, then click the download link on the toolbar to save the support
bundle ZIP file to your local files.

14 To review the report, extract the files from the ZIP file and open the HTML file. (Do not open
the CSV file, it is for VMware use only.)

The report is a graphical depiction of your vRealize Operations Manager Ul components -
dashboards, reports, management packs, alerts, heat maps, and so on - and includes the
number of deprecated metrics impacting each component. For example, you might find that
10 of your 25 dashboards contain a total of 15 deprecated metrics.

15 Click a component.

The report details for that component are listed following the graphics, under Impacted
Component Details. Taking dashboards as an example, the list provides - for each dashboard

- the dashboard name, owner, widgets removed, metric-impacted views, and metric-impacted
widgets. The deprecated metrics are live links.

16 Click a live metric link.

A browser window opens at URL http://partnerweb.vmware.com/programs/vrops/
DeprecatedContent.html with the selected metric highlighted in a table of like metrics. If a
replacement metric is available for the deprecated metric, it is listed in the same row by name
and metric key. You might choose to install the new metric in place of the deprecated metric.

17 Repeat Steps 15 and 16 for all your components.

If you replace the deprecated metrics with new metrics, or update each component to provide
needed information without the deprecated metrics, your system is ready for the upgrade.

18 Rerun the entire assessment process from Step 1to confirm that your system is no longer
impacted or at least mostly not impacted by the metrics changes.

19 Once you have upgraded to vRealize Operations Manager 8.2, fix the remaining issues with
replacement metrics available in the new release.

Results

Your vRealize Operations Manager components are updated to work correctly in the 8.2 release.

What to do next

Once you have installed vRealize Operations Manager 8.2, conduct, at a minimum, random testing
to determine if system metrics are operating as you expect. Monitor the platform on an ongoing
basis to confirm that you are receiving the correct data.
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Configuring

You configure objects, alerts, actions, policies, dashboards, and reports, in vRealize Operations
Manager to effectively monitor your environment. You use administration settings to manage your
environment.

Configure solutions in vRealize Operations Manager to connect to and analyze data from external
data sources in your environment. Once connected, you use vRealize Operations Manager to
monitor and manage objects in your environment. Solutions that are installed together with
VRealize Operations Manager include vSphere, End Point Operations, Log Insight, vRealize
Automation, VMware vSAN, and Business Management. Configure these adapters to connect to
and integrate with these instances.

Create alert definitions so that whenever there is a problem, vRealize Operations Manager triggers
alerts and provides recommendations to resolve the problem. The process of configuring alerts
involves defining alerts, symptoms, and recommendations.

Enable actions to address a problem in the monitored environment. The actions let you resolve a
problem by remaining in the vRealize Operations Manager environment itself.

Create a policy to define rules for vRealize Operations Manager to use. You can use a policy to
analyze and display information about the objects in your environment.

Define compliance standards to determine the compliance of your objects. You can use vRealize
Operations Manager alert definitions to create compliance standards that notify you when an
object does not comply with a required standard.

Create super metrics to give you a big picture of your environment. A super metric is a
mathematical formula that contains one or more metrics. It is a custom metric that you design
and is useful when you need to track combinations of metrics, either from a single object or from
multiple objects. If a single metric cannot tell you what you need to know about the behavior of
your environment, you can define a super metric.

Create dashboards to determine the nature and timeframe of existing and potential issues with
your environment. You create dashboards by adding widgets to a dashboard and configuring
them.

Create views to interpret metrics, properties, and policies of various monitored objects including
alerts. Generate a report to capture details related to current or predicted resource needs. A
report is a scheduled snapshot of views and dashboards.
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This chapter includes the following topics:

m  Connecting vRealize Operations Manager to Data Sources

m  Configuring Alerts and Actions

m  Configuring Policies

m  Configuring Compliance

m  Configuring Super Metrics

m  Configuring Objects

m  Configuring Data Display

m  Configuring Administration Settings

m  About the vRealize Operations Manager Administration Interface

m  Configuring and Using Workload Optimization

Connecting vRealize Operations Manager to Data Sources

You can extend the monitoring capabilities of vRealize Operations Manager by installing and
configuring management packs in vRealize Operations Manager to connect to and analyze data
from external data sources in your environment. Once connected, you use vRealize Operations
Manager to monitor and manage objects in your environment.

A management pack might be only a connection to a data source, or it might include predefined
dashboards, widgets, alerts, and views.

Solutions can include cloud accounts, other accounts, dashboards, reports, alerts, and other
content. The cloud accounts and other accounts comprise of adapters and using which vRealize
Operations Manager manages communication and integration with other products, applications,
and functions. When a management pack is installed and the adapters are configured, you can
use the vRealize Operations Manager analytics and alerting tools to manage the objects in your
environment.

VMware solutions include adapters for Storage Devices, Log Insight, NSX for vSphere, Network
Devices, and VCM. Third-party solutions include AWS, SCOM, EMC Smarts, and many others.

Other management packs such as the VMware Management Pack for NSX for vSphere, can be
added to vRealize Operations Manager as management packs from the Repository page. To
download VMware management packs and other third-party solutions, visit the VMware Solution
Exchange at https://marketplace.vmware.com/vsx/.

VRealize Operations Manager includes management packs that are pre-installed. These solutions
are installed when you install vRealize Operations Manager and cannot be deactivated. The
management packs are as follows:

= VMware vSphere

m  VMware vRealize Log Insight
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s VMware vRealize Assessments

= VMware vSAN

m  VRealize Operations Service Discovery Management Pack

m  VMware vRealize Automation 8.x

= VMware Management Pack for AWS

= VMware Management Pack for Microsoft Azure

. VMware vRealize Operations Management Pack for NSX-T

m  VMware vRealize Operations Management Pack for VMware Cloud on AWS
= VMware vRealize Network Insight

VRealize Operations Manager also includes management packs that are bundled with vRealize
Operations Manager, but not activated. You can activate these management packs from the
Repository page. The management packs are as follows:

m  Operating Systems/Remote Service Monitoring
= VMware vRealize Application Management Pack
= VMware vRealize Automation 7.x

m  VMware vRealize Compliance Pack for PCI

m  VMware vRealize Compliance Pack for ISO

= VMware vRealize Compliance Pack for HIPAA

= VMware vRealize Compliance Pack for FISMA

m  VMware vRealize Compliance Pack for CIS

m  VMware vRealize Compliance Pack for DISA

m  VMware vRealize Ping

Upgrade Considerations

The management packs bundled with vRealize Operations Manager are reinstalled if vRealize
Operations Manager is upgraded. If there is a fresh deployment of vRealize Operations Manager,
only VMware vSphere and vRealize Optimization Assessments are installed and activated, all other
management packs are pre-bundled and require activation for use.

If you upgrade from an earlier version of vRealize Operations Manager , your management pack
files are copied to the /usr/lib/vmware-vcops/user/plugins/.backup file in a folder with the
date and time as the folder name. Before migrating your data to your new vRealize Operations
Manager instance, you must configure the adapter instances again. If you have customized the
adapter, your adapter customizations are not included in the migration, and you must reconfigure
the customizations.
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If you update a management pack in vRealize Operations Manager to a newer version, and you
have customized the adapter, your adapter customizations are not included in the upgrade, and

you must reconfigure them.

Solutions Repository

You can activate or deactivate native management packs and add or upgrade other management

packs from the Repository page.

Where You Find the Repository Page

In the menu, click Administration. From the left pane, select Solutions > Repository.

Table 4-1. Repository Page Options

Options

VMware Native Management Packs
Name

Activate

Deactivate

Status

Provided By

Version

View Content

VMware, Inc.

Descriptions

Name of the solution.

Installs the native management pack. You can configure
cloud management packs after activation from Solutions >
Cloud Accounts. You can configure all other management
packs after activation from Solutions > Other Accounts.

The activation starts only if all the cluster's nodes are
accessible.

Note Pre-Installed management packs are activated by
default. You can configure them from the Cloud Accounts
or the Other Accounts page as applicable. Click Add
Account configure the solutions.

Uninstalls the management pack.

Note Pre-installed management packs cannot be
deactivated.

Indicates whether the management pack has been
configured or not. A green tick symbolizes that the
management pack has been successfully installed. If
configured, you can view the number of accounts
associated to it.

To view or edit the accounts, click the account link
to navigate to the accounts page associated to the
management pack.

Name of the vendor or manufacturer who created the
solution.

Version and build number identifiers of the solution.

Displays the list of content that has been deployed using
the management pack.
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Table 4-1. Repository Page Options (continued)

Options Descriptions
Reset Default Content This option is only available for the VMware vSphere
solution.

After you update your instance of vRealize Operations
Manager and select the option to overwrite, alert
definitions and symptom definitions, you must overwrite
your existing compliance alert definitions.

Reset Default Content ensures that compliance standards
are current for your vSphere 6.0 and 5.5 objects. The
alert definitions and symptom definitions now include the
compliance standards for both vSphere 6.0 and 5.5.

When you upgrade your current version of vRealize
Operations Manager, you must select this option to
overwrite alert definitions and symptom definitions. If
you do not overwrite alert and symptom definitions,
compliance rules use a mixture of new and outdated

definitions.

Other Management Packs

Add/Upgrade You can add a management pack. For details, see Adding
Solutions.

Managing Solutions in vRealize Operations Manager

You can view, activate, and configure solutions that are already installed from the Solutions page.

How Solutions Work

Solutions can include dashboards, reports, alerts and other content, cloud accounts and

other accounts. The cloud accounts and other accounts contain adapters using which

vRealize Operations Manager manage the communication and integration with other products,
applications, and functions.

Where You Find Solutions

In the menu, click Administration and in the left pane under Solutions, click Repository to view
and activate/deactivate cloud and other solutions. Click Cloud Accounts to view and configure the
cloud solutions that are already installed. Click Other Accounts view and configure other solutions
that are already installed.

Note The VMware vSphere solution and other native management packs are pre-installed and
cannot be deactivated.

Data Collection Notifications

The Data Collection bell icon on the menu provides quick access to status and critical notifications
related to data collections. The icon indicates whether notifications exist, and whether any of them
are critical.
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The list displays notifications about the data collections that are in progress, and indicates whether
any of them have critical issues. The list groups the data collection notifications that are in
progress into a single entry at the bottom of the list. To view the details about a collection, expand
the notification.

Each notification displays the status of the last or current data collection, the associated adapter
instance, and the time since the collection completed or an issue was identified. You can click a

notification to open the Solutions page, where you can see further details, and manage adapter
instances.

If problems occur with the data collections, vRealize Operations Manager identifies those
problems during each 5-minute collection cycle.

Failed Solution Installation

If a solution installation fails, plug-ins related to the solution might appear in the Plug-ins page of
VRealize Operations Manager, even though the solution is not installed and does not appear on
the Solutions page. When the solution installation fails, reinstall the solution.

Manage Cloud Accounts

You can view and configure cloud solutions that are already installed and configure adapter
instances from the cloud accounts page.

The Cloud Accounts page includes a toolbar of options.

Click All Filters and select All to enter your criteria or filter them according to name, collector,
description, solution, or adapter.

The cloud accounts page lists the solutions that were added and configured so that vRealize
Operations Manager can collect data. To add another account, click Add Account and select one
of the cloud solutions. For more information see, Adding Cloud Accounts.

Table 4-2. Cloud Accounts Grid Options

Option Description

Vertical Ellipses Change the configuration of the solution, like stop the data
collection, edit or delete the cloud account, and view the
object details related to the account.

Name Name that the vendor or manufacturer gave to the
solution.
Status Indicates the status of the solution and whether the

adapter is collecting any data. If the status displays a green
tick with the text OK, it means that the solution is collecting
data.

Description Typically, an indication of what the solution monitors or
what data source its adapter connects to.

Identifier Version and build number identifiers of the solution.
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Table 4-2. Cloud Accounts Grid Options (continued)

Option Description
Licensing Indicates that the solution requires a license.
Collector Indicates the status of the solution. Data receiving shows

that the solution is collecting data.

Manage the Other Solutions

To add and configure the other solutions, see Adding Other Accounts

Adding Cloud Accounts

You can add and configure cloud accounts associated with solutions that are provided with or
that you add to vRealize Operations Manager. After you have configured the account, vRealize
Operations Manager can communicate with the target system. You can access the cloud accounts
page at any time to modify your adapter configurations.

On the menu, click Administration and in the left pane, click Solutions > Cloud Accounts. Click
Add Account and select the solution you want to manage.

To manage accounts for the vSphere solution, see Cloud Account Information - VMware vSphere
Account Options.

To add and configure accounts for the Management Pack for AWS, see Add a Cloud Account for
Management Pack for AWS

To add and configure accounts for the Management Pack for Microsoft Azure, see Add a Cloud
Account for the Management Pack for Microsoft Azure.

To add and configure accounts for VMware Cloud on AWS, see Configuring a VMware Cloud on
AWS Instance in vRealize Operations Manager

Prerequisites

Note

m Activate the cloud account before adding and configuring cloud accounts.

= VMware vSphere solution is activated by default and cannot be deactivated.

Importing Cloud Accounts

You can import and synchronize existing cloud accounts from vRealize Automation 8.x to vRealize
Operations Manager .The Import Accounts page lists all the cloud accounts associated with
vCenter Server, Amazon AWS, and Microsoft Azure that are not managed by vRealize Operations
Manager . You can select and import these accounts into vRealize Operations Manager directly
with existing credentials as defined in vRealize Automation or add or edit the credentials before
the import process. The Import Accounts option is hidden from the user until the integration

with vRealized Automation 8.x is enabled from the integration page under Administration >
Management.
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Prerequisites

m  Verify that vRealize Automation 8.x is enabled from Administration > Management >
Integrations in vRealize Operations Manager .

m  Verify that you know the vCenter Server credentials that have sufficient privileges to connect
and collect data.

m  Verify that the user has privileges of Organizational Owner and Cloud Assembly administrator
set in vRealize Automation.

Procedure

1 Inthe menu, click Administration and then in the left pane, click Cloud Accounts > Import
Accounts.

2 From the Import Accounts page, select the cloud account you want to import.

3 To override an existing credential from vRealize Automation, click the Edit icon next to Edit
Credential.

m  Select the existing credential from the Credential drop-down menu and click Save.

m  To add a new credential, click the plus icon next to the Credential drop-down menu and
enter the credential details and click Save.

4 Select the collector/group from the drop-down menu.
5 Click Validate to verify that the connection is successful.

6 Click Import.

Results

The imported cloud account is listed in the Cloud Accounts page. After the data collection for the
cloud account is complete the configuration status changes from Warning to OK.

Manage Other Accounts

You can view and configure native management packs and other solutions that are already

installed and configure adapter instances from the other accounts page.

Note You must activate solutions before configuring them. For more information, see Solutions
Repository
The Other Accounts page includes a toolbar of options.

Click All Filters and select All to enter your criteria or filter them according to name, collector,
description, solution, or adapter.

The other accounts page lists the solutions that were added and configured so that vRealize
Operations Manager can collect data. To add another account, click Add Account and select one
of the solutions. For more information see, Adding Other Accounts.
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Table 4-3. Cloud Accounts Grid Options

Option Description

Vertical Ellipses Change the configuration of the solution, like stop the data
collection, edit or delete the cloud account, and view the
object details related to the account.

Name Name that the vendor or manufacturer gave to the
solution.
Status Indicates the status of the solution and whether the

adapter is collecting any data. If the status displays a green
tick with the text OK, it means that the solution is collecting
data.

Description Typically, an indication of what the solution monitors or
what data source its adapter connects to.

Identifier Version and build number identifiers of the solution.
Licensing Indicates that the solution requires a license.
Collector Indicates the status of the solution. Data receiving shows

that the solution is collecting data.

Manage the Cloud Solutions

To add and configure the cloud accounts, see Manage Other Accounts

Adding Other Accounts

You can add and configure accounts associated with other solutions that you add to vRealize
Operations Manager. After you have configured the account, vRealize Operations Manager can
collect data from or send data to the target system. You can access the other accounts page at any
time to modify your adapter configurations.

Note
m  Activate the solutions before adding and configuring other accounts.

On the menu, click Administration and in the left pane, click Solutions > Other Accounts. Click
Add Accounts and select the solution you want to manage.

The options available depend on the selected solution.

Configuring VMware vRealize Ping Adapter Instances

In vRealize Operations Manager, you can configure the VMware vRealize Ping functionality to
verify the availability of end points that exist in your virtual environment. The ping functionality is
configured at the adapter instance for IP addresses, group of IP addresses, and FQDN.

Note If you have multiple adapter instances running on different collectors and both are pinging
the same address, you can still get statistics from both the adapter instances for the same IP.
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Procedure

In the menu, click Administration, and then from the left pane click Solutions > Other

Accounts > Add Accounts.

2 Click the VMware vRealize Ping adapter instance.
3 Configure the VMware vRealize Ping adapter instance.
Option Description
Name Enter a name for the adapter instance.
Description Enter the description of the adapter instance.
Unique Name Specify the name for the adapter instance. You can use the name to view the
metrics published for the adapter instance.
Address List Specify the IP address, IP address range, and the FQDN which must be
pinged.
Configuration Filename Specify the name of the configuration file. The configuration file contains the
IP addresses, Cedar information, and FQDN details as a comma-separated
file.
Collectors/Groups Select the collector from which this adapter instance must run.
Advanced Settings To configure the advanced settings, click the drop-down menu.
Batch Circle Interval Specify the time interval for a new ping cycle to start. The batch circle interval
values must be between O and 300 seconds.
Number of Pings Specify how many times you have to ping the same IP address.
Period Specify how long you must wait before you ping the IP address again.
DNS Name Resolve Interval Specify the time at which you must resolve the DNS name for the next cycle.
By default the value is set to 30 minutes.
Packet Size Specify the byte size of the packet when you ping.
Don't Fragment Select False to fragment the packet and True to not fragment the packet.
4 Click Save.
Results

After you configure the VMware vRealize Ping adapter instance, you can view the adapter details
from Administration > Solutions > Inventory > VMware vRealize Ping Adapter Instance.

Adding Solutions

Solutions are delivered as PAK files that you upload, license, and install.

How Added Solutions Work

When you add solutions, you configure adapters that manage the communication and integration
between vRealize Operations Manager and other products, applications, and functionality.
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Where You Add Solutions

On the menu, select Administration and in the left pane select Solutions > Repository. Click Add/
Upgrade to install other management packs.

Add Solutions Wizard Options

The wizard includes three pages where you locate and upload a PAK file, accept the EULA and
install, and review the installation.

Before you install the PAK file, or upgrade your vRealize Operations Manager instance, clone
any customized content to preserve it. Customized content can include alert definitions, symptom
definitions, recommendations, and views.

While upgrading to the latest version, you can select the Install the PAK file even if it is already
installed and the Reset Default Content options.

Table 4-4. Wizard Options

Option Description

Page 1

Browse a Solution Navigate to your copy of a management pack PAK file.

Upload To prepare for installation, copy the PAK file to vRealize Operations Manager.

Install the PAK file even if If the PAK file was already uploaded, reload the PAK file using the current file, but leave
it is already installed user customizations in place. Do not overwrite or update the solution alerts, symptoms,
recommendations, and policies.

Reset Default Content If the PAK file was already uploaded, reload the PAK file using the current file, and
overwrite the solution default alerts, symptoms, recommendations, and policies with newer
versions provided with the current PAK file.

Note A reset overwrites customized content. If you are upgrading vRealize Operations
Manager, the best practice is to clone your customized content before you upgrade.

The PAK file is unsigned Warning appears if the PAK file is not signed with a digital signature that VMware
provides. The digital signature indicates the original developer or publisher and provides
the authenticity of the management pack. If installing a PAK file from an untrusted source
is a concern, check with the management pack distributor before proceeding with the

installation.

Page 2

| accept the terms of the Read and agree to the end-user license agreement.

agreement - - - - - -
Note Click Next to install the solution. The installation starts only if all the cluster's nodes
are accessible.

Page 3

Installation Details Review the installation progress, including the vRealize Operations Manager nodes where

the adapter was installed.
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Manage Integrations

vRealize Operations Manager includes a central page where you can configure and integrate your
end points to communicate with the vRealize Automation Management Pack and vRealize Log
Insight Management Pack.

Where You Find Integrations

On the menu, click Administration and in the left pane click Management > Integrations.

Table 4-5. Integration Page Options

Property Description

Configure Allows you to configure and integrate your adapter
instance.

Edit Allows you to edit the integrated adapter instance.

Deactivate Removes the adapter instance and clears the objects

associated with the instance from the system, including
historical data and role assignments.

Pause Stops the data collection process.

Name Displays the name of the Integrated adapter instance.
Version Displays the version of the integrated adapter instance.
Status Displays warning, OK, or Not Configured state of the

integrated adapter instance.

Managing Solution Credentials

Credentials are the user accounts that vRealize Operations Manager uses to enable one or more
solutions and associated adapters, and to establish communication with the target data sources.
The credentials are supplied when you configure each adapter. You can add or modify the
credential settings outside the adapter configuration process to accommodate changes to your
environment.

For example, if you are modifying credentials to accommodate changes based on your password
policy, the adapters configured with these credentials begin using the new user name and
password to communicate between vRealize Operations Manager and the target system.

Another use of credential management is to remove misconfigured credentials. If you delete valid
credentials that were in active use by an adapter, you disable the communication between the two
systems.

If you need to change the configured credential to accommodate changes in your environment,
you can edit the credential settings without being required to configure a new adapter instance
for the target system. To edit credential settings, click Administration on the menu, and in the left
pane, click Management> Credentials.
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Any adapter credential you add is shared with other adapter administrators and vRealize
Operations Manager collector hosts. Other administrators might use these credentials to configure
a new adapter instance or to move an adapter instance to a new host.

Credentials

The credentials are the collection configuration settings, for example, user names and passwords,
that the adapters use to authenticate the connection on the external data sources. Other

credentials can include values such as domain names, pass phrases, or proxy credentials. You
can configure for one or more solutions to connect to data sources as you manage your changing

environment.

Where You Find Credentials

On the menu, click Administration and in the left pane click Management > Credentials.

Table 4-6. Credentials Options

Option

Toolbar options

Filtering options

Credential name

Adapter Type

Credential Type

VMware, Inc.

Description

Manages the selected credential.

Limits the displayed credentials based on the adapter or

Add. Add new credentials for an adapter type that you

can later apply when configuring an adapter.

Click the Vertical Ellipses to perform any one of the
following actions:

m  Edit. Modify the selected credentials, usually when

the user name and password require a change.
The change is applied to the current adapter
credentials and the data source continues to

communicate with vRealize Operations Manager.

m  Delete . Remove the selected credentials from
vRealize Operations Manager. If you have
an adapter that uses these credentials, the
communication fails and you cease monitoring
the objects that the adapter was configured to

manage. Commonly used to delete misconfigured

credentials.

credential types.

Description of user-defined name that you provide to
manage the credentials. Not the account user name.

Adapter type for which the credentials are configured.

Type of credentials associated with the adapter. Some
adapters support multiple types of credentials. For
example, one type might define a user name and

password, and another might define a pass code and key

phrase.
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Manage Credentials

To configure or reconfigure credentials that you use to enable an adapter instance, you must
provide the collection configuration settings, for example, user name and password, that are
valid on the target system. You can also modify the connection settings for an existing credential
instance.

Where You Manage Credentials

On the menu, click Administration and in the left pane click Management > Credentials.

Manage Credentials Options

The Manage Credentials dialog box is used to add new or modifies existing adapter credentials.
The dialog box varies depending on the type of adapter and whether you are adding or editing.
The following options describe the basic options. Depending on the solution, the options other
than the basic ones vary.

Note Any adapter credentials you add are shared with other adapter administrators and vRealize
Operations Manager collector hosts. Other administrators might use these credentials to configure
a new adapter instance or to move an adapter instance to a new host.

Table 4-7. Manage Credential Add or Edit Options

Option Description

Adapter Type Adapter type for which you are configuring the
credentials.

Credential Kind Credentials associated with the adapter. The combination

of adapter and credential type affects the additional
configuration options.

Credential Name Descriptive name by which you are managing the
credentials.
User Name User account credentials that are used in the adapter

configuration to connect vRealize Operations Manager to
the target system.

Password Password for the provided credentials.

Managing Collector Groups

VRealize Operations Manager uses collectors to manage adapter processes such as gathering
metrics from objects. You can select a collector or a collector group when configuring an adapter
instance.
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If there are remote collectors in your environment, you can create a collector group, and add
remote collectors to the group. When you assign an adapter to a collector group, the adapter
can use any collector in the group. Use collector groups to achieve adapter resiliency in cases
where the collector experiences network interruption or becomes unavailable. If this occurs, and
the collector is part of a group, the total workload is redistributed among all the collectors in the
group, reducing the workload on each collector.

Collector Group Workspace

You can add, edit, or remove collector groups in vRealize Operations Manager, and rebalance
your adapter instances.

Rebalancing an Adapter Instance

Rebalancing of your adapter instances is not intended to provide equally distributed adapter
instances across each collector in the collector group. The rebalancing action considers the
number of resources that each adapter instance collects to determine the rebalancing placement.
The rebalancing happens at the adapter instance, which can result in several small adapter
instances on a single collector, and a single huge adapter instance on another collector, in your
vRealize Operations Manager instance.

Rebalancing your collector groups can add a significant load on the entire cluster. Moving adapter
instances from one collector to another collector requires that vRealize Operations Manager stops
the adapter instance and all its resources on the source collector, then starts them on the target
collector.

If a collector fails to respond or loses connectivity to the cluster, vRealize Operations Manager
starts automated rebalancing in the collector group. All other user-initiated manual operations
on the collector, such as to stop or restart the collector manually, do not result in automated
rebalancing.

If one of the collectors fails to respond, or if it loses network connectivity, vRealize Operations
Manager performs automated rebalancing. In cases of automated rebalancing, to properly
rebalance the collector group, you must have spare capacity on the collectors in the collector

group.

Where You Manage Collector Groups

On the menu, click Administration and in the left pane click Management > Collector Groups.
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Table 4-8. Collector Group Summary Grid

Options Description

Collector Group toolbar To manage collector groups, use the toolbar icons.
B Add. Add a collector group
m  Click the Vertical Ellipses to perform any one of the following actions:
m  Edit. Modify the collector group by adding or removing remote collectors.
m  Delete. Remove the selected collector group.

m  Rebalance collector group. Rebalance one collector group at a time. If you
have permissions to manage clusters, you can rebalance the workload across the
collectors and the remote collectors in the collector group. The rebalance action
moves objects from one collector group to another to rebalance the number of
objects on each collector in the collector group. If a disk rebalance is already in
progress, the collector rebalance does not run.

Collector Group Name The name given to the collector group when the collector group is created.
Description Description given to the collector group when the collector group is created.
All Filters Displays the list of collector groups in the summary grid by collector group name,

description, collector name, or IP address.

Quick Filter Name Filters the list of collector groups according to the name of the collector group entered.

Table 4-9. Collector Group Details Grid

Detail Grid Options Description

Members Remote collectors that are assigned to the collector group.

Name Name given to the remote collector when the collector was
created.

IP Address IP address of the remote collector.

Status Status of the remote collector: online or offline

Adding a Collector Group

Create a new collector group from the available remote collectors in your environment. A collector
can only be added to one group at a time.

Where You Add New Collector Groups

On the menu, click Administration and in the left pane click Management > Collector Groups.
Click the Add icon on the Collector Groups toolbar.

Add New Collector Group Workspace

Option Description
Name Name of the collector group.
Description Description of the collector group.
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Option

Members

All Filters

Editing Collector Groups

Description

Displays a list of the available remote collectors in your
vRealize Operations Manager environment together with
their IP address and status. Collectors that have already
been added to a collector group are not displayed in this
list.

Enables you to search the list of collectors according to the
following criteria:

m  Collector Name
m |P address

m  Status

Edit a collector group by adding remote collectors to the group, or removing the collectors that

you no longer require be part of the group.

Where You Edit a Collector Group

On the menu, click Administration and in the left pane click Management > Collector Groups.
Click the Edit icon on the Collector Groups toolbar.

Edit Collector Group Options

Option

Name

Description

Members

All Filters

Description

Name given to the collector group when the collector
group is created.

Description given to the collector group when the
collector group is created.

Displays a list of the available remote collectors in your
vRealize Operations Manager environment together with
their IP address and status. Collectors that have been
added to another collector group are not displayed in this
list. Collectors that are assigned to this collector group
appear with a selected check box next to the collector
name.

Enables you to filter the list of collectors according to the
following criteria:

m  Collector Name
m |P Address

m  Status

VMware vSphere Solution in vRealize Operations Manager

The VMware vSphere solution connects vRealize Operations Manager to one or more vCenter
Server instances. You collect data and metrics from those instances, monitor them, and run

actions in them.
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vRealize Operations Manager evaluates the data in your environment, identifying trends in object
behavior, calculating possible problems and future capacity for objects in your system based on
those trends, and alerting you when an object exhibits defined symptoms.

Configuring the vSphere Solution

The vSphere solution is installed together with vRealize Operations Manager. The solution
provides the vCenter Server adapter which you must configure to connect vRealize Operations
Manager to your vCenter Server instances.

Configure the vSphere Solution to )
connect vRealize Operations Manager To begin, access ,
to one or more vCenter instances Administration > Solutions > Configure

Enable/disable actions

Configure and manage
vCenter adapter instances in Update the default monitoring policy
one central workplace

Add vCenter adapter instances

. Create roles with permissions to determine
Configure user access so that who can access actions
users can run actions on objects
in vCenter Server from vRealize Create user groups, and assign them
Operations Manager action-specific roles and access to adapter
instances

How Adapter Credentials Work

The vCenter Server credentials that you use to connect vRealize Operations Manager to a vCenter
Server instance, determines what objects vRealize Operations Manager monitors. Understand how
these adapter credentials and user privileges interact to ensure that you configure adapters and
users correctly, and to avoid some of the following issues.

m |f you configure the adapter to connect to a vCenter Server instance with credentials that
have permission to access only one of your three hosts, every user who logs in to vRealize
Operations Manager sees only the one host, even when an individual user has privileges on all
three of the hosts in the vCenter Server.

m If the provided credentials have limited access to objects in the vCenter Server, even vRealize
Operations Manager administrative users can run actions only on the objects for which the
vCenter Server credentials have permission.

m |f the provided credentials have access to all the objects in the vCenter Server, any vRealize
Operations Manager user who runs actions is using this account.
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Controlling User Access to Actions

Use the vCenter Server adapter to run actions on the vCenter Server from vRealize Operations
Manager. If you choose to run actions, you must control user access to the objects in your vCenter
Server environment. You control user access for local users based on how you configure user
privileges in vRealize Operations Manager. If users log in using their vCenter Server account, then
the way their account is configured in vCenter Server determines their privileges.

For example, you might have a vCenter Server user with a read-only role in vCenter Server. If
you give this user the vRealize Operations Manager Power User role in vCenter Server rather than
a more restrictive role, the user can run actions on objects because the adapter is configured

with credentials that has privileges to change objects. To avoid this type of unexpected result,
configure local vRealize Operations Manager users and vCenter Server users with the privileges
you want them to have in your environment.

To configure a vCenter Server cloud account, see Configure a vCenter Server Cloud Account in
vRealize Operations Manager.

Configure a vCenter Server Cloud Account in vRealize Operations Manager

To manage your vCenter Server instances in vRealize Operations Manager, you must configure a
cloud account for each vCenter Server instance. The cloud account requires the credentials that
are used for communication with the target vCenter Server.

Note Any cloud account credentials you add are shared with other cloud account administrators
and vRealize Operations Manager collector hosts. Other administrators might use these
credentials to configure a new cloud account or to move a cloud account to a new host.

Prerequisites

m  Verify that you know the vCenter Server credentials that have sufficient privileges to connect
and collect data, see Privileges Required for Configuring a vCenter Adapter Instance. If the
provided credentials have limited access to objects in vCenter Server, all users, regardless of
their vCenter Server privileges see only the objects that the provided credentials can access.
At a minimum, the user account must have Read privileges and the Read privileges must be
assigned at the data center or vCenter Server level.

Procedure

—

On the menu, click Administration and in the left pane, click Solutions > Cloud Accounts.
On the Cloud Accounts page, click Add Accounts.

On the Accounts Type page, click vCenter.

Hh W N

Enter a display name and description for the cloud account.

m  Display name. Enter the name for the vCenter Server instance as you want it to appear in
vRealize Operations Manager. A common practice is to include the IP address so that you
can readily identify and differentiate between instances.

m  Description. Enter any additional information that helps you manage your instances.
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5

10

1

In the vCenter Server text box, enter the FQDN or |IP address of the vCenter Server instance to
which you are connecting.

The vCenter Server FQDN or |IP address must be reachable from all nodes in the vRealize
Operations Manager cluster.

To add credentials for the vCenter Server instance, click the Add icon, and enter the
required credentials. The vCenter credential must have Performance > Modify intervals
permission enabled in the target vCenter to collect VM guest metrics.

Optionally, you can use alternate user credentials for actions. Enter an Action User Name and
Password. If you do not enter an action user name and password, the default user specified is
considered for actions.

Note Credentials are stored in vRealize Operations Manager and can be used for one or more
instances of the vCenter Server.

Note To monitor application services and operating systems, it is
recommended that you enter action credentials with guest operations privileges
such as guest operation alias modification, guest operation alias query,
guest operation modifications, guest operation program execution,

guest operation queries.

Determine which vRealize Operations Manager collector or collector group is used to manage
the cloud account. If you have only one cloud account, select Default collector group. If you
have multiple collectors or collector groups in your environment, and you want to distribute
the workload to optimize performance, select the collector or collector group to manage the
adapter processes for this instance.

The cloud account is configured to run actions on objects in the vCenter Server from vRealize
Operations Manager. If you do not want to run actions, deselect Enable for Operational
Actions.

Click Validate Connection to validate the connection with your vCenter Server instance.
In the Review and Accept Certificate dialog box, review the certificate information.
¢ If the certificate presented in the dialog box matches the certificate for your target vCenter

Server, click OK.

¢ If you do not recognize the certificate as valid, click Cancel. The test fails and the
connection to vCenter Server is not completed. You must provide a valid vCenter Server
URL or verify the certificate on the vCenter Server is valid before completing the adapter
configuration.

To modify the advanced options regarding collectors, object discovery, or change events,
expand the Advanced Settings.

For information about these advanced settings, see Cloud Account Information - VMware
vSphere Account Options.
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12 To adjust the default monitoring policy that vRealize Operations Manager uses to analyze and
display information about the objects in your environment, click Define Monitoring Goals.

For information about monitoring goals, see Cloud Account Information - VMware vSphere
Account Options.

13 Click Add to save the configurations.

The vCenter Server adapter instance gets saved and the vRealize Operations Manager
Registration to the vCenter Server dialog box appears.

14 Use the vRealize Operations Manager Registration dialog box to review the registration
information.

¢ Ifthe vCenter Server already has a vRealize Operations Manager instance registered to
it, you can override the existing registrations with your instance of vRealize Operations
Manager. Click Yes to replace the existing registration with your vRealize Operations
Manager instance.

¢ To proceed with the configuration without registering your vRealize Operations Manager,
click No.

You can register your vRealize Operations Manager instance after the cloud account is
configured.

Results

The cloud account is added to the list. vRealize Operations Manager begins collecting metrics,
properties, and events from the vCenter Server instance. Depending on the number of managed
objects, the initial collection can take more than one collection cycle. A standard collection cycle
begins every five minutes.

For information about the network port that vRealize Operations Manager uses to communicate
with a vCenter Server system and vRealize Operations Manager components, see http://
ports.vmware.com.

What to do next

You can enable vVSAN Configuration for your cloud account. For more information, see Configure a
VSAN Adapter Instance .

You can use the vCenter Server for service discovery, see Configure Service Discovery.

You can register your vRealize Operations Manager instance to a vCenter Server instance if you
have not done it while configuring the vCenter Server cloud account.

1 Click the cloud account you just created and click Manage Registrations.
The Register vCenter Server dialog box appears.
2 Click the Use collection credentials check box.

m  Click Unregister to remove any existing registrations.
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m Click Register to register your instance of vRealize Operations Manager to the vCenter
Server. If the vCenter Server already has a vRealize Operations Manager registered to it,
click Unregister to remove the existing registration and then click Register.

Privileges Required for Configuring a vCenter Adapter Instance

To configure your vCenter Adapter instance in vRealize Operations Manager, you need sufficient
privileges to monitor and collect data and to perform vCenter Server actions. You can configure
these permissions as a single role in vCenter Server to be used by a single service account or
configure them as two independent roles for two separate service accounts.

The vCenter Adapter instance monitors and collects data from vCenter Server and the vCenter
Action adapter performs some actions in vCenter Server. So, for monitoring or collecting vCenter
Server inventory and their metrics and properties, the vCenter Adapter instance needs credentials
with the following privileges enabled in vCenter Server.

Table 4-10. Privileges for Configuring a vCenter Adapter: Monitoring and Data Collection

Task

Property Collection

Objects Discovery

Events Collection

Performance Metrics Collection

Service Discovery

VMware, Inc.

Privilege
System > Anonymous

Note When you add a custom role and do not assign

any privileges to it, the role is created as a Read Only role
with three system-defined privileges: System.Anonymous,
System.View, and System.Read. See, Using Roles to
Assign Privileges .

Profile-Driven Storage > View

Storage views > View

Profile-Driven Storage > Profile-Driven Storage View
Datastore > Browse Datastore

System > View

Note This permission is provided with the Read-Only role.

Performance > Modify intervals

System > Read

Note This permission is provided with the Read-Only role.

Virtual Machine > Guest Operations > Guest Operation
alias modification

Virtual Machine > Guest Operations > Guest Operation
alias query

Virtual Machine > Guest Operations > Guest Operation
modifications

Virtual Machine > Guest Operations > Guest Operation
program execution

Virtual Machine > Guest Operations > Guest Operation
queries
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Table 4-10. Privileges for Configuring a vCenter Adapter: Monitoring and Data Collection

(continued)

Task

Tag Collection

Monitor the Namespace Resource Pool or objects in the
Resource Pool.

Privilege

Global > Global tag
Global > Global health

Global > Manage custom attributes

Note This privilege is required only if the tags are
associated with custom attributes.

Global > System tag

Global > Set custom attribute

The account for the adapter instance also needs to be a
member of Administrators@vsphere.local on the vCenter
Server.

Table 4-11. Privileges for Configuring a vCenter Adapter: Performing vCenter Server Actions

Task

Set CPU Count for VM

Set CPU Resources for VM

Set Memory for VM

Set Memory Resources for VM

Delete Idle VM

Delete Powered Off VM

Create Snapshot for VM

Delete Unused Snapshots for Datastore

Delete Unused Snapshot for VM

Power Off VM

Power On VM

Shut Down Guest OS for VM

Move VM
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Privilege

Virtual Machine > Configuration > Change CPU Count
Virtual Machine > Configuration > Change Resource
Virtual Machine > Configuration > Change Memory
Virtual Machine > Configuration > Change Resource
Virtual machine > Edit Inventory > Remove

Virtual machine > Edit Inventory > Remove

Virtual Machine > Snapshot Management > Create
Snapshot

Virtual Machine > Snapshot Management > Remove
Snapshot

Virtual Machine > Snapshot Management > Remove
Snapshot

Virtual Machine > Interaction > Power Off
Virtual Machine > Interaction > Power On
Virtual Machine > Interaction > Power Off

Resource > Assign Virtual Machine to Resource Pool
Resource > Migrate Powered Off Virtual Machine

Resource > Migrate Powered On Virtual Machine

Datastore > Allocate Space

Note Combining these four permissions allows the service
account to perform Storage vMotion and regular vMotion
of an object therefore allowing vRealize Operations
Manager to perform the given operations.
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Table 4-11. Privileges for Configuring a vCenter Adapter: Performing vCenter Server Actions
(continued)

Task Privilege

Optimize Container m  Resource > Assign Virtual Machine to Resource Pool
m  Resource > Migrate Powered Off Virtual Machine
m  Resource > Migrate Powered On Virtual Machine
m  Datastore > Allocate Space

Schedule Optimize Container m  Resource > Assign Virtual Machine to Resource Pool
m  Resource > Migrate Powered Off Virtual Machine
m  Resource > Migrate Powered On Virtual Machine
m  Datastore > Allocate Space

Set DRS Automation Host > Inventory > Modify Cluster

Provide data to vSphere Predictive DRS External stats provider > Update

External stats provider > Register

External stats provider > Unregister

For more information about tasks and privileges, see Required Privileges for Common Tasks in
the vSphere Virtual Machine Administration Guide and Defined Privileges in the vSphere Security
Guide.

Configure User Access for Actions

To ensure that users can run actions in vRealize Operations Manager, you must configure user
access to the actions.

You use role permissions to control who can run actions. You can create multiple roles. Each role
can give users permissions to run different subsets of actions. Users who hold the administrator
role or the default super user role already have the required permissions to run actions.

You can create user groups to add action-specific roles to a group rather than configuring
individual user privileges.

Procedure
1 Onthe menu, click Administration and in the left pane click Access > Access Control.
2 Tocreatearole:

a Click the Roles tab.

b Click the Add icon, and enter a name and description for the role.

3 To apply permissions to the role, select the role, and in the Permissions pane, click the Edit
icon.

a Expand Environment, and then expand Action.

b Select one or more of the actions, and click Update.
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4 To create a user group:
a Click the User Groups tab, and click the Add icon.
b Enter a name for the group and a description, and click Next.
c Assign users to the group, and click the Objects tab.

d Select a role that has been created with permissions to run actions, and select the Assign
this role to the user check box.

e Configure the object privileges by selecting each adapter instance to which the group
needs access to run actions.

f  Click Finish.

What to do next

Test the users that you assigned to the group. Log out, and log back in as one of the users. Verify
that this user can run the expected actions on the selected adapter.

Cloud Account Information - VMware vSphere Account Options

To begin monitoring your environment with vRealize Operations Manager, you configure the
VMware vSphere solution. The solution includes the vCenter Server cloud account that collects
data from the target vCenter Server instances.

Where You Find the Solution - VMware vSphere

On the menu, click Administration and in the left pane click Solutions > Cloud Accounts. On the
Cloud Accounts page, click Add Account, and then select the vCenter card.

Account Information - VMware vSphere Account Options

Configure and modify cloud accounts, and define monitoring goals on the Account Information
page.

Table 4-12. Advanced Settings Options

Option Description

Advanced Settings Provides options related to designating specific collectors to manage this cloud account,
managing object discovery and change events.

Auto Discovery Determines whether new objects added to the monitored system are discovered and

added to vRealize Operations Manager after the initial configuration of the cloud account.

m If the value is true, vRealize Operations Manager collects the information about any
new objects that are added to the monitored system after the initial configuration. For
example, if you add more hosts and virtual machines, these objects are added during
the next collections cycle. This is the default value.

m [f the value is false, vRealize Operations Manager monitors only those objects that are
present on the target system when you configure the cloud account.
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Table 4-12. Advanced Settings Options (continued)

Option

Process Change Events

Enable Collecting vSphere
Distributed Switch

Enable Collecting Virtual
Machine Folder

Enable Collecting vSphere
Distributed Port Group

Exclude Virtual Machines
from Capacity Calculations

Maximum Number Of
Virtual Machines Collected

Provide data to vSphere
Predictive DRS

Enable Actions

Cloud Type

vCenter ID

Disable collecting Guest
File Systems with names
containing

Collection Interval
(Minutes)

Dynamic Thresholding

Description

Determines whether the cloud account uses an event collector to collect and process the
events generated in the vCenter Server instance.

m  If the value is true, the event collector collects and publishes events from vCenter
Server. This is the default value.

m |f the value is false, the event collector does not collect and publish events.

When set to false, reduces the collected data set by omitting collection of the associated
category.

When set to true, reduces the collected data set by omitting collection of the associated
category.

Reduces the collected data set by limiting the number of virtual machine collections.

To omit data on virtual machines and have vRealize Operations Manager collect only host
data, set the value to zero.

vSphere Predictive DRS proactively load balances a vCenter Server cluster to
accommodate predictable patterns in the cluster workload.

VvRealize Operations Manager monitors virtual machines running in a vCenter Server,
analyzes longer-term historical data, and provides forecast data about predictable patterns
of resource usage to Predictive DRS. Based on these predictable patterns, Predictive DRS
moves to balance resource usage among virtual machines.

Predictive DRS must also be enabled for the Compute Clusters managed by the vCenter
Server instances monitored by vRealize Operations Manager. Refer to the vSphere
Resource Management Guide for details on enabling Predictive DRS on a per Compute
Cluster basis.

When set to true, designates vRealize Operations Manager as a predictive data provider,
and sends predicative data to the vCenter Server. You can only register a single active
Predictive DRS data provider with a vCenter Server at a time.

Enabling this option helps in triggering the actions that are related to vCenter.

Provides an ability to identify the type of vCenter is used in vRealize Operations Manager.
By default, the cloud type is set to Private Cloud.

A globally unique identifier associated with the vCenter Server instance.

Provide comma separated list of strings. If these strings are found in any guest files system
mount point name, that guest file system will not be collected.

The interval between collection of data from the vCenter Server.

This setting is enabled by default.

The Define Monitoring Goals page provides you with default policy options which determine how
vRealize Operations Manager collects and analyzes data in your monitored environment. You can
change the options on this page to create a default policy.
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Table 4-13. Define Monitoring Goals Page Options

Option Description
Which objects do you want to be alerted on in your Specify the type of objects that receive alerts. vRealize
environment? Operations Manager can alert on all infrastructure objects

excluding virtual machines, only virtual machines, or all.

Which types of alerts do you want to enable? You can enable vRealize Operations Manager to trigger
Health, Risk, and Efficiency alerts on your objects.

Enable vSphere Security Configuration Guide Alerts Security Configuration Guides provide a prescriptive
guidance for customers on how to operate VMware
vSphere in a secure manner. Enabling this option
automatically assesses your environment against the
vSphere Security Configuration Guide.

You can find the vSphere Hardening Guides at http://www.vmware.com/security/hardening-
guides.html.

Click Save Settings to finish configuration of the solution.

VMware Cloud on AWS

VMware Cloud on AWS provides the infrastructure as a service. It uses the scale and flexibility of
the public cloud, while providing private cloud like operating environment.
Configuring a VMware Cloud on AWS Instance in vRealize Operations Manager

To manage your VMware Cloud on AWS instances in vRealize Operations Manager, you must
configure a cloud account. The adapter requires the CSP API token that is used to authorize and
communicate with the target VMware Cloud on AWS.

Prerequisites

m  To configure the VMware Cloud on AWS Adapter, generate the CSP API token with any of the
VMware Cloud on AWS service roles.

m  For data collection of bills, generate the CSP API token with the Billing Read-only or
Organization Owner organization role with any of the VMware Cloud on AWS service roles.

m For NSX monitoring, generate the CSP API token with the NSX Cloud Admin or NSX Cloud
Auditor VMware Cloud on AWS service role.

Procedure

—

On the menu, click Administration and in the left pane, click Solutions > Cloud Accounts.
On the Cloud Accounts page, click Add Accounts.

On the Accounts Type page, click VMware Cloud on AWS.

A W N

Enter a display name and description for the cloud account.

= Name. Enter the name for the VMware Cloud on AWS instance as you want it to appear in
vRealize Operations Manager.
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10

1

12

m  Description. Enter any additional information that helps you manage your instances.

To add credentials for the VMware Cloud on AWS instance, click the Add icon, and enter the
required credentials.

m  Credential Name. The name by which you are identifying the configured credentials.

m  CSP Refresh Token. A CSP API token. For details on generating an API token, see
Generating CSP API Token.

m  Proxy Host

m  Proxy Port

m  Proxy username
m  Proxy Password
s Proxy Domain

Determine which vRealize Operations Manager collector or collector group is used to manage
the cloud account. If you have multiple collectors or collector groups in your environment, and
you want to distribute the workload to optimize performance, select the collector or collector
group to manage the adapter processes for this instance.

Note Ensure that you have Internet connectivity for the collectors to work.

Organization ID. Click Get Organization to auto fill this field. If you are offline or if you are
unable to get the Organization ID, you can enter it manually.

The Organization ID refers to the Long Organization ID in the Cloud Service Portal. To obtain
this ID in the Cloud Service Portal, click Organization Settings > View Organization.

Click Validate Connection to validate the connection.

You can monitor the costs of running your VMware Cloud on AWS infrastructure by bringing in
the billing from VMware Cloud on AWS to vRealize Operations Manager. To do so, enable the
costing option in Advanced Settings.

Click Save.

The page to configure the SDDC in VMware Cloud on AWS appears.

Click Configure.

Configure the vCenter adapter:

a Click the Add icon, and enter the required credentials.
m  Credential Name. The name by which you are identifying the configured credentials.
m  User Name. The vCenter user name.
m  Password. The vCenter password configured for that vCenter user name.

b Select the required collector group.

¢ Click Next.

VMware, Inc. 167



VvRealize Operations Manager 8.2 Help

13 Configure the vSAN adapter.

a Enable the vSAN configuration option.
b Click Validate Connection to validate the connection.

¢ Click Next.

14 Configure the NSX-T adapter.

a Enable the NSX-T configuration option.
b Click Validate Connection to validate the connection.

¢ Click Next.

15 Click Save This SDDC.

Note The Service Discovery adapter is optional. The steps to configure the VMware Cloud on
AWS Service Discovery adapter are similar to configuring vCenter Service Discovery. For more
information about configuring the vCenter Service Discovery. see Configure Service Discovery.

The VMware Cloud on AWS account, with the configured SDDC, is added to the list.

Known Limitations

Review the following list of feature limitations of VMware Cloud on AWS integration.

Setting the Costing Enabled option to true, collects VMware Cloud on AWS bills. The cost
collection depends on the invoice generation. For instances, where the invoices are not
generated, contact the VMware on Cloud for AWS support.

vRealize Operations Manager does not calculate the datacenter, cluster, or VM costs for
VMware on AWS SDDCs even if the bills are being collected. Cost drivers also cannot be
configured for VMware Cloud on AWS.

The cloudadmin@vmc.local user in VMware Cloud has limited privileges. In-guest memory
collection using VMware tools is not supported with virtual machines on VMware Cloud. Active
and consumed memory utilizations continue to work in this case.

The compliance workflows in vRealize Operations work for virtual machines running on a
vCenter Server in VMware Cloud on AWS. The compliance checks for VMware management
objects such Hosts, vCenter, and so on, are not available.

Workload optimization including pDRS and host-based business intent does not work because
VMware manages cluster configurations.

Workload optimization for the cross cluster placement within the SDDC with the cluster-based
business intent is fully supported with vRealize Operations Manager 8.0 onwards. However,
workload optimization is not aware of resource pools and places the virtual machines at the
cluster level. A user can manually correct this in the vCenter Server interface.

VMware Cloud does not support vRealize Operations Manager plugin.
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m  You cannot log in to vRealize Operations Manager using your VMware Cloud vCenter Server
credentials.
Generating CSP API Token

After a user is onboarded to the VMware Cloud Services, an account is created for that user.
The user can log in to the account and generate an API token that can be configured as part of
Vmware Cloud on AWS.

Prerequisites

m  To configure the VMware Cloud on AWS Adapter, generate the CSP API token with any of the
VMware Cloud on AWS service roles.

m  For data collection of bills, generate the CSP API token with the Billing Read-only or
Organization Owner organization role with any of the VMware Cloud on AWS service roles.

m  For NSX monitoring, generate the CSP API token with the NSX Cloud Admin or NSX Cloud
Auditor VMware Cloud on AWS service role.

Procedure

1 Loginto the VMware Cloud Services, select your user profile in the top-right corner, and click
My Account.

2 Inthe My Account page, click APl Tokens, and then click Generate Token.

3 Select the required organization roles and the service roles. Depending on your requirement,
you can specifically select either the organization roles or the service roles.

4 Click Generate.

5 Copy or save the generated token.

Verify that the NSX-T Adapter Instance is Connected and Collecting Data

You configured an adapter instance of NSX-T with the VMware on AWS credentials. Now you
want to verify that your adapter instance can retrieve information from the NSX-T objects in your
inventory.

To view the object types, in the menu, click Administration > Inventory > Adapter Instances >
NSX-T Adapter Instance > <User_Created_Instance>.

Table 4-14. Object Types that NSX-T Discovers

Object Type Description

NSX-T Adapter Instance The vRealize Operations management pack for the NSX-T
instance.

Logical Switch Logical segments in the NSX-T environment.

Logical Switches Group of the logical segments.

Firewall Section Firewall sections in the NSX-T environment.
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Table 4-14. Object Types that NSX-T Discovers (continued)

Object Type Description

Firewall Sections Group of firewall sections.

Logical Router Logical routers in the NSX-T environment.

Logical Routers Group of tier-O and tier-1logical routers.

Tier-O Routers Group of tier-0 logical routers.

Tier-1 Routers Group of tier-1logical routers.

Group Groups in the NSX-T environment.

Management Groups Group of management groups in the NSX-T environment.

Compute Groups Group of compute groups in the NSX-T environment.

Groups Group of both management and compute groups.
Procedure

1 Inthe menu, click Administration and then in the left pane, click Inventory.
2 Inthe list of tags, expand Adapter Instances and expand NSX-T Adapter Instance.

3 Select the adapter instance name to display the list of objects discovered by your adapter
instance.

4 Slide the display bar to the right to view the object status.

Object Status

Collection State

Collection Status

Description

If green, the object is connected.

If green, the adapter is retrieving data from the object.

5 Deselect the adapter instance name and expand the Object Types tag.

Each Object Type name appears with the number of objects of that type in your environment.

AWS

Install and configure the Management Pack for AWS for vRealize Operations Manager. The
Management Pack for AWS is an embedded adapter with diagnostic dashboards for vRealize
Operations Manager. The adapter collects metrics from Amazon Web Services (AWS).
Introduction to the Management Pack for AWS

The Management Pack for AWS is a native management pack with diagnostic dashboards for

VRealize Operations Manager. The AWS adapter collects metrics from Amazon Web Services.
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Supported AWS Services

The Management Pack for AWS supports the following services in vRealize Operations Manager.

Service Object Description

Elastic MapReduce EMR Job Flow Enables developers, researchers, analysts, and data
scientists to easily process vast amounts of data.

Elastic Load Balancing Classic Load Balancer Provides basic load balancing across multiple Amazon
EC2 instances and operates at both the request level and
connection level. Classic load balancer is intended for
applications that are built within the EC2-Classic network.

Application Load Best suited for load balancing of HTTP and HTTPS traffic,

Balancer this balancer provides advanced request routing targeted
at the delivery of modern application architectures,
including microservices and containers.

Network Load Balancer Best suited for load balancing of TCP traffic where extreme
performance is required.

Amazon EC2 Elastic Compute Cloud Provides resizable computing capacity in the Amazon Web
Services cloud.

Elastic IP Elastic IP address is a static IPv4 address designed for
dynamic cloud computing, which is reachable from the
Internet.

Elastic Network Provides a logical networking component in a VPC that

Interface represents a virtual network card.

Placement group When you run a new EC2 instance, the EC2 service

attempts to place the instance in such a way that

all your instances are spread out across underlying
hardware to minimize correlated failures. You can use
placement groups to influence the placement of a group
of interdependent instances to meet the needs of your

workload.
Amazon EC2 Auto Scaling Web service designed to start or stop Elastic Compute
Group Cloud instances, based on user-defined policies,

schedules, and health checks.

Amazon Elastic Block Store EBS volume Provides block-level storage volumes for use with Amazon
Elastic Compute Cloud instances.

Amazon Relational Database RDS DB Instance Provides familiar SQL databases while automatically
Service managing administrative tasks.
Amazon ElastiCache ElastiCache Cluster Amazon ElastiCache allows you to seamlessly set up, run,

and scale popular open-Source compatible in-memory
datastores in the cloud. Build data-intensive applications
or boost the performance of your existing databases by
retrieving data from high throughput and low latency in-
memory data stores. Amazon ElastiCache is a popular
choice for real-time use cases like Caching, Session Stores,
Gaming, Geospatial Services, Real-Time Analytics, and
Queuing.
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Service

Amazon Simple Queue

Amazon Elastic Container
Registry

Amazon Elastic Container
Service

Amazon Elastic Kubernetes
Service

AWS Lambda

Amazon DynamoDB

Amazon DynamoDB
Accelerator (DAX)

Amazon Redshift

Amazon Virtual Private Cloud

VMware, Inc.

Object

ElastiCache Node

SQS Queue

ECR Container
Repository

ECS Cluster

EKS Cluster

Lambda Function

DynamoDB

DynamoDB Accelerator

Cluster

Redshift Cluster

VPC

Subnet

Transit Gateway

Security Group

Description

A node is the smallest building block of an Amazon
ElastiCache deployment. It is a fixed-size chunk of secure,
network-attached RAM. Each node runs the engine that
was selected when the cluster or replication group was
created or last modified. Each node has its own Domain
Name Service (DNS) name and port. Multiple types

of ElastiCache nodes are supported, each with varying
amounts of associated memory and computational power.

Provides a reliable, highly scalable, hosted queue for
storing messages.

Fully managed Docker container registry that makes it
easy for developers to store, manage, and deploy Docker
container images.

Highly scalable, high-performance container orchestration
service that supports Docker containers and allows you to
easily run and scale containerized applications on AWS.

Allows you to use Kubernetes on AWS without needing to
install and operate your own Kubernetes control plane.

AWS Lambda lets you run code without provisioning or
managing servers.

Fast and flexible NoSQL database service for all
applications that need consistent, single-digit millisecond
latency at any scale.

Fully managed, highly available, in-memory cache for
DynamoDB.

A fully managed data warehouse that makes it simple and
cost-effective to analyze all your data using standard SQL
and your existing Business Intelligence (Bl) tools.

Lets you provision a logically isolated section of the AWS
Cloud where you can run AWS resources in a virtual
network that you define.

Provides a range of IP addresses in your VPC. Use it to run
the AWS resources into a specified subnet., for example,
use a public subnet for resources that must be connected
to the Internet, and a private subnet for resources that will
not be connected to the Internet.

A security group acts as a virtual firewall for your instance
to control inbound and outbound traffic. When you run

an instance in a VPC, you can assign up to five security
groups to the instance. Security groups act at the instance
level, not the subnet level. Therefore, each instance in a
subnet in your VPC can be assigned to a different set of
security groups.
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Service Object Description

NAT Gateway Use a network address translation (NAT) gateway to
enable instances in a private subnet to connect to the
Internet are other AWS services, but prevent the Internet
from initiating a connection with those instances.

VPC VPN Connection Connect your Amazon VPC to remote networks by using a
VPN connection.

Amazon CloudFront CloudFront Distribution ~ AmazonCloudFront is a global content delivery network
(CDN) service that securely delivers data, videos,
applications, and APIs to your viewers with low latency
and high transfer speeds.

AWS Cloudformation Cloudformation Stack AWS CloudFormation provides a common language for
you to describe and provision all the infrastructure
resources in your cloud environment.

Amazon S3 S3 Bucket Object storage built to store and retrieve any amount of
data from anywhere.

Amazon WorkSpaces WorkSpaces Amazon WorkSpaces is a fully managed, secure Desktop-
as-a-Service (Daas) solution that runs on AWS.

Amazon Route 53 Route53 Hosted Zone A hosted zone is a collection of records for a specified
domain.

Route53 Health Checks  To discover the availability of your EC2 instances, a load
balancer periodically sends pings, attempts connections,
or sends requests to test the EC2 instances.

AWS Elastic Beanstalk Elastic Beanstalk Provides the fastest and simplest way to get web
applications up and running on AWS. Simply upload your
application code and the service automatically handles all
the details such as resource provisioning, load balancing,
auto-scaling, and monitoring. Elastic Beanstalk is ideal if
you have a PHP, Java, Python, Ruby, Node.js, .NET, Go,
or Docker web application.

Amazon Elastic File System EFS Provides a simple, scalable, fully managed elastic NFS file
system for use with AWS Cloud services and on-premises
resources.

Note All services are created with the following Service Descriptors:
m  Account ID

m  Region

m  Service Type

For more information about Amazon Web Services, go to the Amazon Web Services site at http://
aws.amazon.com/.
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Charges for AWS Metrics

Amazon charges you for the metrics you collect. You can reduce costs by selecting only the
metrics that are most helpful and filtering out those that are of less interest.

By default, the Management Pack for AWS requests data every 5 minutes. Every collection cycle
makes one Cloud Watch call per metric, per object. Currently, there are 10 basic metrics for EC2
instances and 10 basic metrics for EBS volumes. Given these figures, you can estimate the costs

over time.

For information about metric costs, see http://aws.amazon.com/cloudwatch/pricing/.

Based on the costs associated with running the adapter, you can take advantage of some of the
features that limit the amount of data you collect from AWS.

m  Turn off auto discovery and use manual discovery. Select only those objects that are critical to
your system.

m  Subscribe only to specific critical regions or services.
m  Use allowlist and denylist filtering to select object import by name.

m  Go to the default attribute package for each object. Turn off collection of metrics that are not
critical for your system.

View Management Pack for AWS Objects

You can use the inventory tree to browse and select objects. The inventory tree shows a
hierarchical arrangement of the Management Pack for AWS objects by region.

Procedure

1 Inthe left pane of vRealize Operations Manager, click the Environment icon.

2 Inthe Environment Overview, under the Inventory Trees, click AWS Resources by Regions.
3 To view the child objects, expand the regions and then expand the regions per account.

Note All the account-specific objects related to a region are grouped under the region per
account section.

4 To display information about the object, select an object in the inventory tree.

Configuring the Management Pack for AWS

Configure the Management Pack for AWS in vRealize Operations Manager and optionally change
its properties to customize the management pack's operation.

An Amazon Web Services account has multiple types of credentials associated with the account.
Sign-in credentials are used to access the Amazon Web Services Web-based console, key pairs
are used to access EC2 instances, and access keys are used in the REST API that Amazon Web
Services exposes.
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Because the AWS adapter is based on the REST API, you must use access keys when you set up
the adapter. You generate access keys from the Amazon Web Services console. You can create
credentials on a per user basis. Access keys are not a username-password pair, but a generated
sequence of characters.

Note While it is not required, it is recommended that you create a guest type account, which

has a read-only access to Amazon Web Services, and use the access keys associated with this
account. When you create a guest group with default permissions, they do not include read access
to the Elastic Map Reduce (EMR) service. You must use the |AM console to add the following
permission:

elasticmapreduce:DescribeJobFlows

Generate Required Access Keys

To configure the Management Pack for AWS, you must acquire an access key and secret key from
the Amazon server. You can acquire these keys as an Amazon Web Services Admin user or as an
Amazon Identity and Access Management (IAM) user. For the latest instructions,

Prerequisites
m  Ensure that you are using Amazon Web Services.

m  Ensure that you have the valid permissions and roles in Amazon Web Services.

Procedure
1 Loginto Amazon Web Services.

2 To generate access keys, see the online documentation on the https://docs.aws.amazon.com/
site.

Complete the following tasks:
m  Generate access keys as an Amazon Web Services Administrator.

m  Generate access keys as Amazon Web Services ldentity and Access Management User.

Configuring IAM Permissions

When you set up IAM users and groups, you can stipulate which permissions the account has for
API calls. The keys you use when you set up the adapter instance must have certain permissions
enabled.

For each supported AWS Service, the ReadOnlyAccess permission is enough to collect metrics.
Use the permission to create a IAM Policy for all supported services and their related services.
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Log in to the AWS console and create a json similar to the following to get the list of privileges for

the service:

"Versi

on":

"2012-10-17",

"Statement": [

{

"Action": [

] 4

"autoscaling:Describe*",

"cloudwatch:Describe*",

"cloudwatch:Get*",

"cloudwatch:List*",

"logs
"logs

"logs:

"logs
"logs

:Get*",
SLatstEE,

Describe*",

:TestMetricFilter",

:FilterLogEvents",

"sns:Get*",

"sns:List*"

"Effect": "Allow",

"Resource": "*"

Table 4-15. IAM Permissions

Service

Cloudwatch

EC2

ELB (Elastic Load Balancing)

VMware, Inc.

Required

Yes.

describeRegions is required.
describelnstances and
describeVolumes are only required if
you subscribe to the EC2 service.

Required if subscribing to the ELB
service.

Permissions

For the list of permissions, see Cloud
Watch Read Only Access json.

For more information, see EC2 Read
Only Access json.

For the list of permissions, see Elastic
Load Balancing Read Only Access
json.
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Table 4-15. IAM Permissions (continued)

Service Required Permissions
EMR Required if subscribing to the EMR describe*
service.
{
"Effect": "Allow",
"Action": [

"elasticmapreduce:Describe*

"
’

"elasticmapreduce:List*",

"elasticmapreduce:ViewEvent

sFromAllClustersInConsole"
"s3:GetObject",
"s3:ListAll1MyBuckets",
"s3:ListBucket",
"sdb:Select",

"cloudwatch:GetMetricStatis

tics"
J ’
"Resource": "*"
}
RDS Required if subscribing to RDS For the list of permissions, see RDS
service. Read Only Access json.
ElasticCache Required if subscribing to For the list of permissions, see Elastic
ElasticCache service. Cache Read Only Access json.
SQS Required if subscribing to SQS For the list of permissions, see SQS
service. Read Only Access json.
Elastic Container Registry For the list of permissions, see Elastic

Container Read Only Access json.

Elastic Container Service list*

Lambda For the list of permissions, see
Lambda Read Only Access json and
refer to the AWS Lambda policy.

DynamoDB For the list of permissions, see
Dynamo DB Read Only Access json.

DAX describe*
list*
Redshift For the list of permissions, see

Redshift Read Only Access json.

Virtual Private Cloud For the list of permissions, see VPC
Read Only Access json.

Cloud Front Distribution For the list of permissions, see Cloud
Front Distribution Read Only Access
json.
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Table 4-15. IAM Permissions (continued)

Service Required

Direct Connect

VPN Connection
VPC NAT Gateway
Elastic IP

CloudformationStack

S3

Workspaces
Hosted Zone

Health Checks

Permissions

For the list of permissions, see Direct
Connect Read Only Access json.

describe*

describe*

describe*

For the list of permissions, see Cloud
Formation Read Only Access json.

For the list of permissions, see S3
Read Only Access json.

describe*

list*

list*

Update Configuration Settings in the Properties File

The amazonaws.properties file provides configuration options.

Table 4-16. Amazon Web Services Property Settings

Property

firstcollecthistoryhours

maxquerywindowminutes

maxhoursback

includetransient

VMware, Inc.

Description

Determines how far in the past to collect data when the
adapter starts. The default is O, meaning no historical
collection.

The maximum query window for collections, in minutes.
The default is 60. The adapter asks AWS for metrics for a
maximum of this many minutes.

The maximum number of hours back from the current time
that the adapter attempts to collect. The default value is
336, or two weeks, because Cloudwatch keeps only two
weeks worth of metrics.

False by default. Set to true to allow the adapter to

import known transient objects. Transient objects currently
include any EMR job that is set to terminate on completion
and all of the supporting cluster EC2 instances that belong
to that job.
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Table 4-16. Amazon Web Services Property Settings (continued)

Property Description

threadcount Default is 4. Controls how many threads are active
while making calls to cloudwatch to get metrics. This
threadcount is per region. The total number of threads is
this value times the number of regions.

collecttimeout Controls how long the adapter waits for all metric
collection calls to return from AWS during a collection
cycle. The value is measured in seconds. The default value
is 240 seconds, which is in line with the default 5 minute
collection cycle.

Tagging Groups

The Management Pack for AWS uses tagging groups. The tagging groups appear under the AWS
Entity Status in the Inventory page.

Table 4-17. Tagging Groups

Group Name Description

PoweredOn Objects with this tag are in the running state.
PoweredOff Objects with this tag are in the stopped state.

Transient Objects with this tag are not expected to persist for long

periods of time.

NotExisting Objects with this tag do not exist in the Amazon Web
Services system. You can use this tag to take advantage
of the periodic purge feature of vRealize Operations
Manager, that the controller.properties file on the
Analytics server controls.

Add a Cloud Account for Management Pack for AWS

You can add a Management Pack for AWS cloud account instance to your vRealize Operations
Manager implementation.

Prerequisites

m  Obtain the Access Key and Secret Key values. See Generate Required Access Keys. These
values are not the same as your log in credentials for the Amazon Web Services site.

m  Determine the services for which you collect metrics. See, Supported AWS Services
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m  Determine the regions to which you subscribe. Amazon Web Services is divided into nine
regions. The default value * includes all regions in your subscription. If you do not want to
subscribe to all regions, you can specify region identifiers in the Regions text box.

Table 4-18. Amazon Web Services Regions

Region-Friendly Name

US East (N. Virginia)

US East (Ohio)

US West (N. California)
US West (Oregon)
GovCloud (US)

Asia Pacific (Tokyo)

Asia Pacific (Seoul)

Asia Pacific (Mumbai)
Asia Pacific (Singapore
Asia Pacific (Sydney)
Asia Pacific (Osaka-Local)
Canada (Central)

China (Beijing)

China (Ningxia)

EU (Frankfurt)

EU (Ireland)

EU (London)

EU (Paris)

EU (Stockholm)

South America (Sao Paulo)
AWS GovCloud (US-East)
AWS GovCloud (US)
Africa (Cape Town)
Middle East (Bahrain)

Asia Pacific (Hong Kong)

VMware, Inc.

Region Identifier

us-east-1
us-east-2
us-west-1
us-west-2
us-gov-west-1
ap-northeast-1
ap-northeast-2
ap-south-1
ap-southeast-1
ap-southeast-2
ap-northeast-3
ca-central-1
cn-north-1
cn-northwest-1
eu-central-1
eu-west-1
eu-west-2
eu-west-3
eu-north-1
sa-east-1
us-gov-east-1
us-gov-west-1
af-south-1
me-south-1

ap-east-1
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m  Determine any blocked list or allowed list filters. These filters use regular expressions to filter
in or out specific objects by name. For example, an allowed list filter of . *indows. * allows
only objects with a name including "indows". A blocked list filter of . *indows. * filters out all
objects with that string in their name.

Procedure

—

A W N

Configure the instance settings.

On the menu, click Administration and in the left pane, click Solutions > Cloud Accounts.
On the Cloud Accounts page, click Add Accounts.

On the Account Types page, click AWS.

Option
Name
Description

Credential

Collector / Group

Action
Enter a name for the adapter instance.
Enter a description.

Add the credentials used to access the AWS environment by clicking the plus

sign.

m  Enter an instance name for the credential values you are creating. This is
not the name of the adapter instance, but a friendly name for the Access
Key and Secret Key credential.

m  Enter your Access Key and Secret Key values.

m  Enter any required local proxy information for your network.
Select the collector upon which you want to run the adapter instance. A

collector gathers objects into its inventory for monitoring. The collector
specified by default has been selected for optimal data collecting.

5 Click Test Connection to validate the connection.

6 Click the arrow to the left of the Advanced Settings to configure advanced settings.

Option

Services

Regions

VMware, Inc.

Action

Select the services from which you want to capture metrics. If you want to
collect metrics for specific services, then click the drop-down icon and select
one or more services. For example, Amazon CloudFormation, Amazon
EC2. If you do not select any of the services, the metrics for all the services
get collected.

Select the regions you want to subscribe to. If you want to subscribe to
specific regions, then click the drop-down icon and select one or more
regions. For example, Us East (N. Virginia),US East (Ohio). If you want
to subscribe to all the regions, do not select any of the regions.
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Option

Collect Custom Metrics

VMware, Inc.

Action

Set this option to true if you want to import all the custom metrics from you

AWS account.

To publish custom metrics in vRealize Operations Manager, the metrics

dimension names should match the following service mappings:

Service Name

dax_cluster

dax_node

dynamodb

efs

eks

elasticbeanstalk_env

redshift_node

redshift_cluster

s3_bucket

vpc_nat_gateway

vpc_vpn

workspace

ec2_auto_scale_group

cloudfront_distribution

direct_connect

ec2_instance

ec2_volume

transit_gateway

ecs_cluster

ecs_service

elasticache_cachecluster

elasticache_cachenode

ec2_load_balancer

application_load_balancer

network_load_balancer

Dimension Name

Clusterld

Nodeld

TableName

FileSystemld

ClusterName

EnvironmentName

NodelD

Clusterldentifier

BucketName

NatGatewayld

Vpnld

Workspaceld

AutoScalingGroupName

Distributionld

Connectionld

Instanceld

Volumeld

TransitGateway

ClusterName

ServiceName

CacheClusterld

CacheNodeld

LoadBalancerName

LoadBalancer

LoadBalancer
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Option Action
Service Name Dimension Name
emr_job_ flow JobFlowld
lambda_ function FunctionName
rds_dbinstance DBlInstanceldentifier
hosted_zone HostedZoneld
health_check HealthCheckld
sgs_queue QueueName
Support Auto Discovery Set this option to true for automatic discovery of AWS services. If you set

this value to false, when you create an adapter instance you must perform a
manual discovery of services.

Allowed List Regex Add regular expressions to allow only objects with names that fit the criteria
you specify.
Blocked List Regex Add regular expressions to filter out objects by name.

7 Click Save Settings.

What to do next

Make sure that vRealize Operations Manager is collecting data.

Where to View the Information Information to View

Collection Status and Collection State columns in the MP The collection status appears approximately 10 minutes

for AWS Solution Details pane on the Cloud Accounts after you have configured the adapter.

page.

Environment Overview The objects related to AWS are added to the inventory
trees.

Dashboards Management Pack for AWS dashboards are added to

vRealize Operations Manager.

Microsoft Azure

The Management Pack for Microsoft Azure is an embedded adapter with diagnostic dashboards
for vRealize Operations Manager . The adapter collects metrics from Microsoft Azure.

Supported Azure Services

The Management Pack for Microsoft Azure supports the following services.
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Service

Azure App Service

Azure Application Gateway

Azure Cosmos DB

Azure Kubernetes Cluster

Azure Load Balancer

Azure MySQL Server

Azure Network Interface

Azure PostgreSQL Server

Azure Resource Group

Azure SQL Database

Azure SQL Server

Azure Storage Account

Azure Disk

Azure Virtual Machine

Azure Virtual Network

Azure Virtual Network Gateway

VMware, Inc.

Description

Allows you to build and host web applications, mobile back ends, and
RESTful APIs in the programming language of your choice without
managing infrastructure.

Allows you to build secure, scalable, and highly available web front ends in
Azure. It is a web traffic load balancer that allows you to manage traffic to
your web applications.

A globally distributed, multi-model database service for operational and
analytics workloads. It offers multiuse feature by automatically scaling
throughput, compute, and storage.

Allows you to deploy a production ready Kubernetes cluster in Azure.

Allows you to evenly distribute load (incoming network traffic) across a
group of backend resources or servers.

A fully managed database as a service offering that can handle mission-
critical workloads with predictable performance and dynamic scalability.

A network interface that allows the Azure Virtual Machine to communicate
with Internet, Azure, and on-premises resources.

A fully managed database as a service offering that can handle mission-
critical workloads with predictable performance, security, high availability,
and dynamic scalability. It is available in two deployment options, as a
single server and as a Hyperscale (Citus) cluster.

Allows you to use your preferred social, enterprise, or local account
identities to get single sign-on access to your applications and APIs.

A fully managed platform as a service (PaaS) database engine that handles
most of the database management functions such as upgrading, patching,
backups, and monitoring without any user involvement.

Allows you to use full versions of SQL Server in the cloud without having to
manage any on-premises hardware. SQL Server virtual machines (VMs) also
simplify licensing costs when you pay as you go.

Offers different access tiers, which allow you to store blob object data in the
most cost-effective manner.

Azure-managed disks are block-level storage volumes that are managed
by Azure and used with Azure Virtual Machines. Managed disks are like a
physical disk in an on-premises server but, virtualized.

Provides the flexibility of virtualization without having to buy and maintain
the physical hardware that runs it. However, you still must maintain the
VM by performing tasks, such as configuring, patching, and installing the
software that runs on it.

A fundamental building block for your private network in Azure. Azure
Virtual Network enables many types of Azure resources, such as Azure
Virtual Machines (VM), to securely communicate with each other, the
Internet, and on-premises networks.

Virtual network gateway VMs contain routing tables and run specific
gateway services. These VMs are created when you create the virtual
network gateway. You cannot directly configure the VMs that are part of
the virtual network gateway.
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Service Description

Azure Virtual Scale Set Allows you to create and manage a group of load balanced VMs. The
number of VM instances can automatically increase or decrease in response
to demand or a defined schedule. Scale sets provide high availability
to your applications, and allow you to centrally manage, configure, and
update many VMs.

Azure Virtual Scale Set Instance Allows you to create and manage a group of load balanced VMs. The
number of VM instances can automatically increase or decrease in response
to demand or a defined schedule. Scale sets provide high availability
to your applications, and allow you to centrally manage, configure, and
update many VMs.

Configuring the Management Pack for Microsoft Azure

To configure the Management Pack for Microsoft Azure, you must activate it in vRealize
Operations Manager and optionally change properties to customize it.

Microsoft Azure is a native management pack. You must activate the management pack if it is
deactivated. For more information, see Solutions Repository.

After activating the management pack, you must create an application and generate a client
secret for the application in the Microsoft Azure portal. You must use the client secret when you
configure the management pack in vRealize Operations Manager .

Note

m  You can install and use the management pack only with an enterprise license of vRealize
Operations Manager .

m  The management pack has a default time granularity based on the services that it monitors.
You cannot configure this granularity against the metrics. You can increase the collection
interval but you must not decrease it. The default interval is 10 minutes.

Generate a Client Secret

Create an Active Directory application and generate a client secret for the application in the
Microsoft Azure portal. You must use the client secret when you configure a cloud account for the
Management Pack for Microsoft Azure.

Prerequisites
m  Ensure that you are using Microsoft Azure Cloud.

m  Ensure that you have a valid subscription in the Microsoft Azure portal with an Active Directory
integration.

Procedure

1 Log in to the Microsoft Azure portal.
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2 To create an application and generate a secret for the application, follow
the instructions at https://docs.microsoft.com/en-us/azure/active-directory/develop/howto-
create-service-principal-portal.

Complete the following tasks:

a Create an Azure Active Directory application.

Note Ensure that the API Permission is 'Microsoft Graph User.Read'.

b Under Access Control (IAM) > Add Role Assignment, select the role you want to assign to
the application. The minimum requirement is 'Reader' or above.

c Generate a client secret for the application.
d Copy the subscription ID, directory (tenant) ID, application (client) ID, and client secret to
use in your cloud account.
Add a Cloud Account for the Management Pack for Microsoft Azure

The Management Pack for Microsoft Azure is an embedded adapter, in which each adapter
instance has diagnostic dashboards, and collects metrics from Microsoft Azure. You can add a
cloud account to configure an adapter instance in vRealize Operations Manager .

Prerequisites

m |f the Management Pack for Microsoft Azure is deactivated, activate it in vRealize Operations
Manager . For more information, see Solutions Repository.

m  Generate a client secret in the Microsoft Azure portal to use in this configuration. For more
information, see Generate a Client Secret.

Procedure

—

On the menu, click Administration.
In the left pane, click Solutions > Cloud Accounts.

Click Add Account and select Microsoft Azure.

A W N

Enter the cloud account information.

Option Action
Name Enter a name for the adapter instance.

Description Enter a description for the adapter instance.

5 Configure the connection.

Option Action
Subscription ID Enter your subscription ID for Microsoft Azure.
Directory (Tenant) ID Enter the directory (tenant) ID for your Azure Active Directory.
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Option

Credential

Collector/Group

Action

Add the credentials used to access Microsoft Azure by clicking the plus sign.

m  Enter an instance name for the credential values you are creating. This
value is not the name of the adapter instance, but a friendly name for the
secret credential.

m Enter your application ID in your Azure Active Directory.

m  Enter the client secret that you generated for your application in the
Microsoft Azure portal.

m  Enter any required local proxy information for your network.

Select the collector upon which you want to run the adapter instance. A

collector gathers objects into its inventory for monitoring. The collector
specified by default is selected for optimal data collecting.

6 Click Validate Connection to test the connection.

Note If the test connection fails, do not add the cloud account.

If you add the cloud account with a failed test connection, vRealize Operations Manager might
not collect data for the adapter instance. To resolve this issue, remove the cloud account
and add it again with the correct information. If you are using a proxy, ensure that the proxy

connection is efficient.

7 Click the arrow to the left of the Advanced Settings to configure advanced settings.

Option

Services

Regions

8 Click Add.

What to do next

Action

Select the services from which you want to collect metrics. If you want to
collect metrics for specific services, then click the drop-down icon and select
one or more services. For example, Azure Disk Storage. If you do not
select any of the services, then the metrics for all the services are collected.

Select the regions you want to subscribe to. If you want to subscribe to
specific regions, click the drop-down icon and select one or more regions.
For example, Central US. If you want to subscribe to all the regions, do not
select any of the regions.

Ensure that the vRealize Operations Manager is collecting data.

VMware, Inc.
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Where to View the Information Information to View

Environment The objects related to the adapter instance are added
to the inventory trees. For more information, see View
Objects for the Management Pack for Microsoft Azure.

For information about the metrics collected by the
adapter, see Metrics for the Management Pack for
Microsoft Azure.

Dashboards The dashboards for the adapter instance are added to
vRealize Operations Manager . For more information, see
Microsoft Azure Dashboards.

View Objects for the Management Pack for Microsoft Azure

You can use the inventory tree in vRealize Operations Manager to browse and select objects for
an adapter instance of the Management Pack for Microsoft Azure. The inventory tree shows a
hierarchical arrangement of the objects by cloud account and by region.

Prerequisites

Configure an adapter instance of the Management Pack for Microsoft Azure. For more
information, see Add a Cloud Account for the Management Pack for Microsoft Azure.

Procedure
1 Onthe menu, click Environment.

2 Inthe left pane, under Environment Overview, expand VMware vRealize Operations
Management Pack for Microsoft Azure.

3 Select either of the following options:
m  To view the objects by region, click Azure Resources By Region.
m  To view the objects by cloud account, click Azure Resources By Subscription.

4 To view the object information by region, region per cloud account, subregion, cloud account,
or resource group, select either of the following options:

m If you are viewing objects by region, select a region. You can click the Azure Region per
Subscription tab to view the object information for the region per cloud account. You can
also expand the inventory tree for each region and select a subregion.

m |f you are viewing objects by cloud account, select a cloud account. You can also expand
the inventory tree for each cloud account and select a resource group.

5 To view information about each object, select either of the following options:

m |f you are viewing objects by region, expand the inventory tree for a subregion and select
an object.

m |f you are viewing objects by cloud account, select an object under a cloud account or
expand the inventory tree for a resource group and select an object.
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You can expand the inventory tree for an SQL Server object and select an SQL Database
object to view information about the database object.

Application Monitoring

You can monitor application services in vRealize Operations Manager. You can also manage the
life cycle of agents and application services on virtual machines.

For example, as an administrator, you might need to ensure that the infrastructure provided

for running the application services is sufficient and that there are no problems. If you receive

a complaint that a particular application service is not working properly or is slow, you can
troubleshoot by looking at the infrastructure on which the application is deployed. You can view
important metrics related to the applications and share the information with the team managing
the applications. You can use vRealize Operations Manager to deploy the agents and send the
related application data to vRealize Operations Manager. You can view the data in vRealize
Operations Manager and share it with the team so that they can troubleshoot the application
service.

Using vRealize Operations Advanced edition, you can monitor operating systems and conduct
remote checks in vRealize Operations Manager. Using vRealize Operations Enterprise edition, you
can conduct remote checks, monitor operating systems and applications, and run custom scripts
in vRealize Operations Manager.

VRealize Operations Manager can monitor applications using the End Point Operations
Management Solution and vRealize Application Remote Collector.

Note You cannot run the vRealize Application Remote Collector agent on the same VM as the
End Point Operations Management agent.

Introduction

Application monitoring enables virtual infrastructure administrators and application administrators
to discover applications running in provisioned guest operating systems at a scale and to collect
run-time metrics of the operating system and application for monitoring and troubleshooting
respective entities. The monitoring and troubleshooting workflows are enabled from vRealize
Operations Manager which include the configuration of a vRealize Operations Manager account
and life-cycle management of the agents on the virtual machines.

vRealize Application Remote Collector is delivered as a standalone Photon OS OVA file. You must
deploy the OVA file using a vSphere client. The OVA is available for download from vRealize
Operations Manager after you log in.

The following 23 application services are supported.

Table 4-19.
Application Service Support
Active Directory VvRealize Operations Manager
Active MQ vRealize Operations Manager
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Table 4-19. (continued)

Application Service

Apache HTTPD
Cassandra Database
Hyper-V

Java

JBoss
MongoDB

MS Exchange
MS 1S

MS SQL

MySQL

NTPD

Nginx

Oracle Database
Pivotal Server
Postgres
RabbitMQ

Riak

Sharepoint
Tomcat
Weblogic

Websphere

Supported Platforms

VvRealize Operations Manager supports monitoring for the following platforms and app
combinations with API support.

VMware, Inc.

Support

vRealize Operations Manager

vRealize Operations Manager

vRealize Operations Manager

vRealize Operations Manager

vRealize Operations Manager

vRealize Operations Manager

vRealize Operations Manager

vRealize Operations Manager

vRealize Operations Manager

vRealize Operations Manager

vRealize Operations Manager

vRealize Operations Manager

vRealize Operations Manager

vRealize Operations Manager

vRealize Operations Manager

vRealize Operations Manager

vRealize Operations Manager

vRealize Operations Manager

vRealize Operations Manager

vRealize Operations Manager

vRealize Operations Manager
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Platforms Supported by vRealize Operations Manager for Application Monitoring

Platform Version Architecture Application
Red Hat Enterprise Linux 7.x 64-bit OS Metrics and all
8.x supported applications.
CentOS 7.X 64-bit OS Metrics and all
supported applications.
Windows Windows Server 2019 64-bit OS Metrics and all
Windows Server 2016 supported applications.
Windows 2012
Windows Server 2012 R2
SUSE Linux Enterprise 12.X 64-bit OS Metrics and all
Server 15.x supported applications.
Oracle Linux 7.x 64-bit OS Metrics and all
8.x supported applications.
Ubuntu 18.04 LTS 64-bit OS Metrics and all
16.04 LTS supported applications.
VMware Photon Linux 1.0 64-bit Only OS metrics monitoring
2.0 supported
3.0 vRealize Application

Remote Collector 8.2 runs
on Photon 1.0.

vRealize Application
Remote Collector 8.1

runs on Photon 1.0

and vRealize Application
Remote Collector 7.5 runs
on Photon 1.0

Site Recovery Manager 8.2
runs on Photon 2.0
vSphere- vSphere 6.7 & 6.5
runs on Photon OS 1.0

VMware vSAN 6.7 &
VMware vSAN 6.5 runs on
Photon OS 1.0

Unified Access Gateway 3.7
runs on Photon 3.0 & 3.6
runs on Photon 2.0.

Sizing Reference Data

The sizing reference data helps you select a deployment configuration during the deployment of
the OVA file. VMware expects vRealize Application Remote Collector sizing information to evolve,
and maintains Knowledge Base articles so that sizing calculations can be adjusted to adapt to
usage data and changes in versions of vRealize Operations Manager.

For more information, see the Knowledge Base article 2093783.
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Supported Versions of Application Services

The application service versions which have been validated to work for application monitoring are

listed here.

Application Versions Validated to Work for Application Monitoring

Application Name

Active MQ

Apache httpd

Clickhouse

Java

JBoss

MongoDB

MS Exchange

MS IS

MS SQL

My-SQL

Nginx

Pivotal TC server

Postgres

RabbitMQ

Redis

VMware, Inc.

Versions Validated in the Lab

5.15.x and 5.16.0

2.4.38
2.4.39
2.4.23
2.4.6
2.2.15

20.3.12.112

N/A

7.1
13.0
20.0.1

4.0.8
4.0.1
3.0.15
3.4.19

MS 2016 - 15.1
Windows Server 2019 : 10.0.17763.1
Windows Server 2016 : 10.0.14393.0

Windows Server 2012R2 : 8.5.9600.16384
Windows Server 2012 : 8.0.9200.16384

Microsoft SQL Server 2014
Microsoft SQL Server 2012
Microsoft SQL Server 2017
Microsoft SQL Server 2019

8.0.15
5.6.35

1.12.2

3.2.x(3.2.8,3.2.14 &3.2.13)

1.2
10.0
9.2.23

3.6.x(3.6.15 & 3.6.10)

5:4.0.9-1ubuntu0.2
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Application Name

Riak

SharePoint

Apache Tomcat

Weblogic

Websphere

NTP

Active Directory

Hyper-V

Cassandra Database

Oracle Database

Velocloud

Versions Validated in the Lab

2.1.4
223

2013
9.0.17
9.0.22

8.0.33
7.0.92

12.2.1.3.0
9.0
8.5.5

4.2.8p10
4.2.6p5

2016
2019

10.0.17763.1
3.11.6
3.1.7

12¢
1c

4.0.0

Supported Versions of vCenter Server and VMware Cloud on AWS

Refer to the VMware Product Interoperability Matrix for information about the versions of vCenter
Server and VMware Cloud on AWS supported for application monitoring.

Steps to Monitor Applications

You can monitor and collect metrics for your application services and operating systems.

The following flowchart describes how you can set up vRealize Application Remote Collector and
vRealize Operations Manager for application monitoring.
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Remote Collector
handshake

Prerequisites for
vCenter-Application

Remote Collector
handshake are met
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vCenter-Application

Remote Collector
handshake
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Remote Collector
handshake are met
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Add and Configure
an Application
Remote Collector

Install Agent

Are the service
discovered?

Activate Plugin

}

Check Metrics
in Ul/Reports

Perform
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Perform other activities
like/start stop agent,
deactive plugin

Follow these steps to monitor applications.

1 Download and deploy vRealize Application Remote Collector by clicking the Download icon in
the Application Remote Collector page.

For information about deploying vRealize Application Remote Collector, see Deploy vRealize
Application Remote Collector .

2 Complete all the prerequisites.
For more, see Prerequisites.
3 Add and configure an application remote collector.

For information about configuring vRealize Application Remote Collector, see Application
Remote Collector Page and Add and Configure an Application Remote Collector.
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4 |Install agents on selected VMs.
For more information, see Install an Agent from the UI.
5 Activate an application service.
For more information, see Activate an Application Service

6 View the summary of application services and operating systems discovered in vRealize
Operations Manager.

For more information about monitoring your applications in vRealize Operations Manager, see
Summary of Discovered and Supported Operating Systems and Application Services .

Deploy or Upgrade vRealize Application Remote Collector

Deploy vRealize Application Remote Collector
Use a vSphere client to deploy vRealize Application Remote Collector. You can deploy the

VRealize Application Remote Collector OVA template from a file.

Prerequisites

You can download the vRealize Application Remote Collector OVA file after you log in to vRealize
Operations Manager. Download vRealize Application Remote Collector OVA file by clicking the
Download icon in the Configure Application Remote Collector page.

Note Deployment of vRealize Application Remote Collector using vCloud Director is not
supported.

For critical time sourcing, use the Network Time Protocol (NTP). You must ensure time
synchronization between the endpoint VMs, vCenter Server, ESX Hosts, and vRealize Operations
Manager.

Procedure

1 Right-click any inventory object that is a valid parent object of a virtual machine, such as a data
center, folder, cluster, resource pool, or host, and select Deploy OVF Template.

The Deploy OVF Template wizard opens.
2 Onthe Deploy OVF template page, do one of the following and click Next:

¢ Ifyou have a URL to the OVA template which is located on the Internet, type the URL in
the URL field. Supported URL sources are HTTP and HTTPS.

¢ If you have downloaded the vRealize Application Remote Collector OVA file, click Local file
and browse to the location of the file and select it.

3 Onthe Select a name and folder page, enter a unigue name for the virtual machine or vAPP,
select a deployment location, and click Next.

The default name for the virtual machine is the same as the name of the selected OVF or OVA
template. If you change the default name, choose a name that is unique within each vCenter
Server virtual machine folder.
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The default deployment location for the virtual machine is the inventory object where you
started the wizard.

4 On the Select a resource page, select a resource where to run the deployed VM template, and
click Next.

5 On the Review details page, verify the OVF or OVA template details and click Next.

Option Description

Product VRealize Application Remote Collector.

Version Version number of the vRealize Application Remote Collector.

Vendor VMWare.

Publisher Publisher of the OVF or OVA template, if a certificate included in the OVF or

OVA template file specifies a publisher.
Download size Size of the OVF or OVA file.

Size on disk Size on disk after you deploy the OVF or OVA template.

6 On the Accept license agreements page, click Accept and then Next.
7 Inthe Select configuration page, select the size of the deployment.

8 On the Select storage page, define where and how to store the files for the deployed OVF or
OVA template.

a Select a VM Storage Policy.
This option is available only if storage policies are enabled on the destination resource.

b (Optional) Enable the Show datastores from Storage DRS clusters check box to choose
individual datastores from Storage DRS clusters for the initial placement of the virtual
machine.

Cc Select a datastore to store the deployed OVF or OVA template.

The configuration file and virtual disk files are stored on the datastore. Select a datastore
large enough to accommodate the virtual machine or vApp and all associated virtual disk
files.

9 Onthe Select networks page, select a source network and map it to a destination network.
Click Next. The source network must have a static FQDN name or static DNS.

The Source Network column lists all networks that are defined in the OVF or OVA template.
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10

1

12

13

14

In the Customize template page, provide inputs to configure the vRealize Application Remote
Collector deployment. It is mandatory to give these details.

Configuration Description

API Admin User's Password Enter a password for the vRealize Application Remote Collector APl admin.
The username is admin@ucp.local. This password should be used when
configuring this instance of vRealize Application Remote Collector in vRealize
Operations Manager. Blank spaces before or after the password are ignored
and are not considered to be part of the password. Do not add the colon
character : in the password.

Networking Properties Verify the networking properties.

On the Ready to complete page, review the page and click Finish.

After the OVA deployment is complete, you can log in to the virtual appliance from vCenter
Server. Right click the virtual appliance that you installed. Click Open Console. Use the
following credentials to log in:

Log In Details Value
Username root

Password vmware

Change the root user password.

Note To reset the root user password, see the KB article: 2001476

Enable the sshd service to access the virtual machine through ssh.

What to do next

Configure NTP Settings.

Ensure the prerequisites for handshake with vRealize Operations Manager and vCenter Server
are met.

Log in to vRealize Operations Manager and configure application monitoring.

Configure Network Time Protocol Settings

After you install or upgrade to the latest version of vRealize Application Remote Collector, you
must set up accurate timekeeping as part of the deployment. If the time settings between vRealize
Application Remote Collector and vRealize Operations Manager are not synchronized, you face
agent installation and metric collection issues. Ensure time synchronization between the endpoint
VMs, vCenter Server, ESX Hosts, and vRealize Operations Manager using the Network Time
Protocol (NTP).
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Procedure

1 Loginto the vRealize Application Remote Collector appliance and modify the ntp.conf file
available in /etc/ntp.conf by adding following in the following format:

server time.vmware.com

Note Replace time.vmware.com With a suitable time server setting. You can use the FQDN or
IP of the time server.

2 Enter the following command to start the NTP daemon:

systemctl start ntpd

3 Enter the following command to enable the NTP daemon:

systemctl enable ntpd

4 Run the following command to verify if NTP is configured correctly:

ntpstat

If NTP is synchronized correctly, you see a message similar to the following:
synchronised to NTP server (10.113.60.176) at stratum 3
time correct to within 50 ms
polling server every 64 s

Upgrade vRealize Application Remote Collector
Follow the recommended upgrade flow if you have version vRealize Operations Manager prior

to version 8.2, and version 8.1 of vRealize Application Remote Collector installed. Version 8.1

of vRealize Application Remote Collector is compatible with version 8.1 of vRealize Operations
Manager only. Prepare for downtime during the vRealize Application Remote Collector upgrade
process. There will be no flow of metrics from the VMs until the upgrade process finishes. After
you upgrade vRealize Application Remote Collector, you must update the agents in the endpoints.

Recommended Upgrade Flow
m  Upgrade vRealize Operations Manager from version 8.1 to version 8.2.
m  Upgrade vRealize Application Remote Collector to version 8.2.

Upgrade an Existing Installation From the VAMI Portal

You must upgrade an existing installation of vRealize Application Remote Collector to ensure
enhanced compatibility with vRealize Operations Manager. You must log in to your existing
VvRealize Application Remote Collector VAMI portal to perform the upgrade.

Prerequisites

You must have the root credentials to log in to the VAMI portal before you perform the upgrade.
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Procedure

1 Loginto VAMI using root credentials. The URL to log in to VAMI is:

https://<IP>:5480

2 Click the Update tab.

3 Click the Status tab, click Actions > Check Updates.
4 Click Install Updates.
5

After the updates have installed, click Reboot in the System tab.

Results

vRealize Application Remote Collector is successfully upgraded. You can check the version
number in Update tab under Status in VAMI.

What to do next

m  Update the endpoint agents to discover new services. For more information, see Additional
Operations from the Manage Agents Tab.

m  To access the virtual machine appliance through ssh, start the sshd service.
m  Perform the post-installation tasks.

Upgrade an Existing Installation from an ISO File

You must upgrade an existing installation of vRealize Application Remote Collector to ensure
enhanced compatibility with vRealize Operations Manager. If your deployment is behind a firewall
and the VAMI portal cannot check for updates via the Internet, you can use the vRealize
Application Remote Collector upgrade ISO file. You must have access to the Internet to download
the vRealize Application Remote Collector upgrade ISO file.

Prerequisites

m  Download the vRealize Application Remote Collector upgrade ISO file called VMware vRealize
Application Remote Collector 8.2.0 (ISO) from the official VMware download location.

m  You must have the root credentials to log in to the VAMI portal before you perform the
upgrade.

Procedure

1 Upload the vRealize Application Remote Collector upgrade ISO file to the datastore where the
VRealize Application Remote Collector appliance is deployed.

2 Power off the vRealize Application Remote Collector virtual machine.
3 Mount the vRealize Application Remote Collector upgrade ISO file to the virtual machine.

4 Power on the vRealize Application Remote Collector virtual machine.
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5 Loginto VAMI using root credentials. The URL to log in to VAMI is:

https://<IP>:5480

6 Click Install Updates under Status > Updates.

7 After the updates have installed, click Reboot in the System tab.

Results

VRealize Application Remote Collector is successfully upgraded. You can check the version
number in Update tab under Status in VAMI.

What to do next

m  Update the endpoint agents to discover new services. For more information, see Additional
Operations from the Manage Agents Tab.

m  To access the virtual machine appliance through ssh, start the sshd service.

m  Perform the post-installation tasks.

Prerequisites

To monitor your application services and operating systems, complete all the prerequisites so
that vRealize Application Remote Collector can communicate successfully with vRealize Operations
Manager, vCenter Server, and the end points.

Note For the latest port information, see https://ports.vmware.com/home
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Figure 4-1. Port Information and Communication with vRealize Operations Manager, vCenter
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Prerequisites for Communication with vRealize Operations Manager
Ensure that you complete all the prerequisites required during the handshake of vRealize

Application Remote Collector with vRealize Operations Manager.

Here are the prerequisites:

m  Verify that you have configured a vCenter adapter. The vCenter Server user account

Browser

with which the vCenter adapter is configured in vRealize Operations Manager, should

have the following permissions: Guest operation modifications, Guest operation program

execution, and Guest operation queries. See Install an Agent from the UI.
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Ensure that the ports 9000 and 8883 on vRealize Application Remote Collector are reachable
from vRealize Operations Manager.

Download and deploy vRealize Application Remote Collector.

You can download vRealize Application Remote Collector by clicking the Download icon in the
Configure Application Remote Collector page.

For information about deploying the vRealize Application Remote Collector, see Deploy
vRealize Application Remote Collector .

Ensure that the NTP settings of vRealize Operations Manager and vRealize Application Remote
Collector are in sync. To configure NTP, see Configure Network Time Protocol Settings.

Prerequisites for Communication with vCenter Server
Ensure that you complete all the prerequisites required so that vRealize Application Remote

Collector can communicate with vCenter Server.

Ensure that the NTP settings of the ESXi instance that hosts the end points and vRealize
Application Remote Collector are in sync.

Port 443 in vCenter Server is accessible to vRealize Application Remote Collector.

Port 443 in the ESXi where the workload end-points are deployed must be accessible to
VRealize Application Remote Collector.

Port 443 in Platform Services Controller is accessible to vRealize Application Remote Collector.
Open this port if vCenter Server is configured with an external Platform Services Controller.

Verify that you have configured a vCenter adapter. The vCenter Server user account with
which the vCenter adapter is configured in vRealize Operations Manager, should have

read access at the vCenter Server level and should also have the following permissions:

Guest operation modifications, Guest operation program execution, and Guest operation

queries. See Install an Agent from the UlI.

Prerequisites for Communication with the End Points
Ensure that you complete the prerequisites required during the handshake of vRealize Application
Remote Collector with the end points.

Here are the prerequisites:

Ensure that the NTP settings of the ESXi instance that hosts the end points, the end points,
and vRealize Application Remote Collector are in sync.

Ensure that the end points have access to ports 8999, 4505, 4506, and 8883 on vRealize
Application Remote Collector.

Guest operation privileges are required to install agents on virtual machines. The vCenter
Server user account with which the vCenter adapter is configured in vRealize Operations
Manager, should have the following permissions: Guest operation modifications, Guest

operation program execution, and Guest operation queries.

Account privilege prerequisites. See User Account Prerequisites for more details.
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m  End-point VM configuration requirements.
m  Linux requirements
Commands: /bin/bash, sudo, tar, awk, curl

PaCkageSZcoreutils (chmod, chown, cat), shadow-utils (useradd, groupadd,

userdel, groupdel)
Configure mount point on /tmp directory to allow script execution.
. Windows 2012 R2 requirement

The end point must be updated with the Universal C Runtime. Refer to the following link
for more information.

. Windows requirement
m  The Visual C++ version must be higher than 14.
m  Performance Monitors on a Windows OS VM must be enabled.

= VMware Tools must be installed and running on the VM on which you want to install the agent.
For information about supported VMware Tools versions, click this link.

m If plugin activation requires the location of a file (for example, client certificates for SSL Trust)
on the endpoint VM, the location and the files should have appropriate read permissions for
the arcuserto access those files.

Note If the plugin displays a permission denied status, provide the arcuser with permissions
to the file locations that you have specified during plugin activation.

User Account Prerequisites
There are certain user account prerequisites required for the install of agents.

Prerequisites for Windows End Points
m  Toinstall agents,
m  The user must be either an administrator, or
m A non-administrator who belongs to the administrator group.
Prerequisites for Linux End Points
= /tmp mount point should be mounted with exec mount option.

m  Ensure that the following lines exist in /etc/sudoers.

1l.root ALL=(ALL:ALL) ALL
2.Defaults:root !requiretty
3.Defaults:arcuser !requiretty

(1) can be omitted if password-less sudo is already enabled for the root user. (2) and (3) can be
omitted if your end point VMs are already configured to turn off requiretty.

For Linux end points, there are two user accounts, such as the install user and the run-time user.
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Install User Prerequisites

You can use one of the following install users for Linux end points.

root user - All privileges

A non-root user with all privileges -

Password-less sudo elevation access for a non-root user or a non-root user group.

To enable password-less sudo elevation access for a user called bob, add bob
ALL=(ALL:ALL) NOPASSWD: ALLt0 /etc/sudoers.

To enable password-less sudo elevation access for a user group called bobg, add 3bobg
ALL=(ALL:ALL) NOPASSWD: ALLtO /etc/sudoers.

A non-root user with a specific set of privileges -

Password-less sudo elevation access for a non-root user with access to certain commands. To
enable password-less sudo elevation access for the ARC_INSTALL_USER, add the following
corresponding entries to the sudoers file:

Defaults:ARC INSTALL USER !requiretty

Cmnd_Alias ARC_INSTALL USER_COMMANDS=/usr/bin/cp*, /bin/

cp*, /usr/bin/mkdir*, /bin/mkdir*, /usr/bin/chmod*, /bin/chmod*, /opt/vmware/ucp/bootstrap/uaf-
bootstrap.sh, /opt/vmware/ucp/ucp-minion/bin/ucp-minion.sh

ARC_INSTALL USER ALL=(ALL)NOPASSWD: ARC_ INSTALL USER COMMANDS

For example,for a user bob, add the following lines to /etc/sudoers:

Defaults:bob !requiretty

Cmnd_Alias ARC_INSTALL USER_COMMANDS=/usr/bin/cp*, /bin/

cp*, /usr/bin/mkdir*, /bin/mkdir*, /usr/bin/chmod*, /bin/chmod*, /opt/vmware/ucp/bootstrap/uaf-
bootstrap.sh, /opt/vmware/ucp/ucp-minion/bin/ucp-minion.sh

bob ALL=(ALL)NOPASSWD: ARC INSTALL USER COMMANDS

Run-Time User Prerequisites

There are two ways in which a run-time user is created in Linux end points: automatically and

manually. A run-time user has a standard name and group, which is the arcuserand arcgroup
respectively. By default, the arcuserand arcgroup are created automatically. If you choose to
manually create the arcuserand arcgroup, here are the prerequisites:

Manually created arcuserand arcgroup.

Create the arcgroup and arcuser and associate the arcgroup as the primary group of the
arcuser. Here are the requirements:

a The arcgroup must be the primary group of the arcuser.
For example, the following commands can be used to create the arcgroup and arcuser.
groupadd arcgroup

useradd arcuser —-g arcgroup -M -s /bin/false
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b The arcuser must be created with no home directory and no access to the login shell.

For example, the etc/passwd entry for the arcuseris as follows after adding arcuserand
arcgroup.

arcuser:x:1001:1001::/home/arcuser:/bin/false

c The arcuser must have either password-less all privileges or password-less specific set of
privileges as mentioned below:

To enable password-less sudo elevation access for the run-time arcuser, add the following
corresponding entries to the sudoers file.

All privileges:

arcuser ALL=(ALL:ALL) NOPASSWD: ALL

Specific set of privileges:

Cmnd_Alias ARC_RUN_COMMANDS=/usr/bin/systemctl * ucp-telegraf*,/bin/systemctl * ucp-
telegraf*, /usr/bin/systemctl * ucp-minion*, /bin/systemctl * ucp-minion*, /usr/bin/
systemctl * salt-minion*, /bin/sytemctl * salt-minion*, /usr/bin/netstat, /bin/
netstat, /opt/vmware/ucp/tmp/telegraf post install linux.sh, /opt/vmware/ucp/bootstrap/
uaf-bootstrap.sh, /opt/vmware/ucp/uaf/runscript.sh, /opt/vmware/ucp/ucp-minion/bin/ucp-
minion.sh

arcuser ALL=(ALL) NOPASSWD: ARC_RUN_COMMANDS

Configure Network Time Protocol Settings

After you install or upgrade to the latest version of vRealize Application Remote Collector, you
must set up accurate timekeeping as part of the deployment. If the time settings between vRealize
Application Remote Collector and vRealize Operations Manager are not synchronized, you face
agent installation and metric collection issues. Ensure time synchronization between the endpoint
VMs, vCenter Server, ESX Hosts, and vRealize Operations Manager using the Network Time
Protocol (NTP).

Procedure

1 Loginto the vRealize Application Remote Collector appliance and modify the ntp.conf file
available in /etc/ntp.conf by adding following in the following format:

server time.vmware.com

Note Replace time.vmware.com With a suitable time server setting. You can use the FQDN or
IP of the time server.

2 Enter the following command to start the NTP daemon:

systemctl start ntpd

3 Enter the following command to enable the NTP daemon:

systemctl enable ntpd
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4 Run the following command to verify if NTP is configured correctly:

ntpstat

If NTP is synchronized correctly, you see a message similar to the following:
synchronised to NTP server (10.113.60.176) at stratum 3
time correct to within 50 ms

polling server every 64 s

Add and Configure an Application Remote Collector

You can add and configure an application remote collector from the Application Remote Collector
page to manage the life cycle of agents and application services.

To add and configure a vRealize Application Remote Collector, in the menu, click Administration,

and then in the left pane select Configuration > Application Remote Collector.

Note Time synchronization between vRealize Application Remote Collector and vRealize
Operations Manager is mandatory when you add an application remote collector. If the time
settings are not synchronized, you face problems such as, a failed test connection when you add
an application remote collector, agent installation issues, and issues in metrics collection after the
agent is installed. For more information, see Troubleshoot Agent Installation and Metric Collection
Issues.

For more troubleshooting information on vRealize Application Remote Collector, see
Troubleshooting the Configuration of vRealize Application Remote Collector.

Prerequisites

Ensure that you have completed all the prerequisites. For more information, see Prerequisites.

Procedure

1 To configure a vRealize Application Remote Collector, click the Add icon from the Application
Remote Collector page.

2 Inthe Application Remote Collector page, enter the following details:

a FQDN of the vRealize Application Remote Collector you have configured during the
installation of vRealize Application Remote Collector.

b You cannot modify the user name which is admin.

c The API password of the vRealize Application Remote Collector you have configured
during the installation of vRealize Application Remote Collector.

d Click Next.
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3 From the Map vCenters page, complete the following steps:

a

Select the vCenter Servers to which you want to map the vRealize Application Remote
Collector.

If you have mapped a vCenter Server to a vRealize Application Remote Collector, it is not
displayed in the drop-down menu.

The vCenter Servers that are mapped to the vRealize Application Remote Collector are
displayed on the page.

Click Test Connection to validate the connection. The Review and Accept Certificate
dialog box is displayed. Click Accept if you trust the certificate.

If the mapped vCenter Server turns red, it signifies that vRealize Operations Manager
cannot communicate with the vRealize Application Remote Collector. If the mapped
vCenter Server turns green, it signifies that vRealize Operations Manager can communicate
with the vRealize Application Remote Collector.

d Click Next.

4 From the Summary page, you view details such as the FQDN, user name, and the vCenter
Servers that are mapped to an instance of the vRealize Application Remote Collector.

It might take up to 5 minutes to get the status of vRealize Application Remote Collector.

a

Click Finish.

What to do next

Install agents on the VMs you prefer and manage the application services.

Application Remote Collector Page
The application remote collectors you add and configure are displayed in the Application Remote

Collector page.

You can view the name of the vRealize Application Remote Collector added and the number of
vCenters managed, in the Application Remote Collector page.
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Table 4-20. Options

Options Description

Add You can map a vCenter Server with a vRealize Application
Remote Collector as part of the configuration process. For
more information, see Add and Configure an Application
Remote Collector.

When you click Test Connection to validate the
connection, the Review and Accept Certificate dialog box
is displayed. Click Accept if you trust the certificate.

Edit You can modify the vRealize Application Remote Collector
configuration details or the details of the vCenter Servers
that are managed.

After you modify the details and click Test Connection,
the Review and Accept Certificate dialog box is displayed
if you have not already accepted the certificate. Click
Accept if you trust the certificate. The connection is then
validated.

Delete You can delete the application remote collector. Ensure
that you uninstall the agents from the VMs that are
monitored before you delete the application remote
collector.

Download You can download vRealize Application Remote Collector.
For information about deploying vRealize Application
Remote Collector, see Deploy vRealize Application
Remote Collector .

You can also view specific details from the options in the data grid.

Table 4-21. Data Grid Options

Option Description
Name Displays the FQDN of the vRealize Application Remote Collector.
Application Remote Collector Version Displays the version of vRealize Application Remote Collector.

A gray dot is displayed if there is a newer version of vRealize
Application Remote Collector available.

vCenters Managed Displays the number of vCenter Servers mapped to the vRealize
Application Remote Collector.

Collector Server Status Indicates the health of the vRealize Application Remote Collector.

m  Green. Indicates that the vRealize Application Remote Collector
is healthy.

m  Red. Indicates that the vRealize Application Remote Collector is
not healthy.
Point to this cell to view a tooltip that displays the cause if the
health status is red.

The progress status is displayed when data collection has not
started.

Under Advanced Settings, the collection interval is set to 5 minutes.
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Install an Agent

You can install agents on a VM from the user interface of vRealize Operations Manager or by

running a script.

Install an Agent from the Ul

You must select the VMs on which you want to install the agent. If you have upgraded an existing
installation of vRealize Application Remote Collector, upgrade the agents that you have previously
installed.

Prerequisites

Ensure that you have completed all the prerequisites. For more information, see Prerequisites.

Procedure

1

2

From the Manage Agents tab, click the Install icon. You see the Manage Agent dialog box.

From the How do you want to provide VM Credentials page, complete the following steps:

a

C

If you have a common user name and password for all the VMs, select the Common
username and password option.

If you have different user names and passwords for all the VMs, select the Enter virtual
machine credentials option.

Click Next.

From the Provide Credentials page, depending on whether you have a common credential for
all VMs or different credentials for all VMs, enter the following details:

a

d

If the selected VMs have a common user name and password, enter the common user
name and password.

For different user names and passwords for each VM, download the CSV template and
add the required details such as the user name, password for each VM. Use the Browse
button to select the template.

The Create run time user on Linux virtual machines, with required permissions as part
of agent installation check box is selected by default. For more information, see User
Account Prerequisites.

Click Next.

From the Summary page, you can view the list of VMs on which the agent is to be deployed.

Click Install Agent. Refresh the Ul to view the agents that are installed.

On UAC disabled machines on Windows end points, the agent discovers the application
services that are installed on the VMs. The application services are displayed in the Services
Discovered/Configured column in the Manage Agents tab. You can view the status of agent
installation from the Agent Status column in the Manage Agents tab.

UAC Enabled Machines on Windows End Points
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The bits are downloaded to the end point. You have to manually install the bits.
a From C:\VMware\UCP\downloads, run a bootstrap launcher.

b Goto $SYSTEMDRIVE%\VMware\UCP\downloads.

¢ Open cmd with administrator privileges.

d Runthecmd /c uaf-bootstrap-launcher.bat > uaf bootstrap.log 2>&1
command.

e View the results from uaf bootstrap.log.

f  Verify the status of agent installation from the Agent Status and Last Operation Status
columns in the Manage Agents tab.

What to do next
You can manage the services on each agent.

For information about uninstalling an agent, see Uninstall an Agent.

Install/Uninstall an Agent Using a Script on a Linux Platform
You can install or uninstall an agent on a VM using a script.

Prerequisites

m  Ensure that the end point is available in vRealize Operations Manager.

m  Ensure that you have completed all the prerequisites. For more information, see Prerequisites.
m  Ensure that the unzip package is available on the VM.

m  Ensure that the user has access permissions to the download folder.

m  Ensure that the guest IP is properly configured and is unique across vCenter Servers. If more
than one VM with the same IP across vCenter Servers is monitored, the script cannot resolve
and subscribe to application monitoring.

m  Ensure that the cloud account is configured for the vCenter Server to which the VM belongs.
The vCenter Server must be mapped with vRealize Application Remote Collector.

. Only IPv4 is supported at present.
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Procedure

Log in to the VM on which you want to install/uninstall the agent and download the sample
script from vRealize Application Remote Collector from the following location: https://
<ApplicationRemoteCollectorIP>:8999/downloads/salt/download.sh.

Run one of the following commands:

wget --no-check-certificate https://<ApplicationRemoteCollectorIP>:8999/downloads/salt/
download.sh
curl -k “https://<ApplicationRemoteCollectorIP>:8999/downloads/salt/download.sh” --output

download.sh

Note Use the relevant vRealize Application Remote Collector IP address/FQDN for <
ApplicationRemoteCollectorIP> in the preceding commands and location specified.

Make the script executable by running the following command:

chmod +x download.sh

To execute the script and install/uninstall the agent, run the following command:

./download.sh -o <operation> -v <vrops ip or fgdn> -u <vrops user> -p <vrops_password>

[-d download tmp_dir]

Description of arguments:

operation - Bootstrap operation. values: install, uninstall.

vrops_ip or fgdn - IP/FQDN of vRealize Operations Manager. This can be the address of any
vRealize Operations Manager node or VIP of vRealize Operations Manager.

vrops_user - vRealize Operations Manager user. The user should have enough permissions.
vrops_password - Password of vRealize Operations Manager.

download tmp dir - Temporary directory to download agent related bits. It's an optional

parameter. Default value: current directory.

To verify the bootstrap status, verify the uaf-bootstrap-results file.

If the script is successful, the agent status will be updated in the Manage Agents tab after one
collection cycle that takes 5-10 minutes.

Note When you use an automation script, concurrent agent installation with a batch size of 20
is supported.

Install/Uninstall an Agent Using a Script on a Windows Platform
You can install an agent on a VM using a script.

Prerequisites

Ensure that the end point is available in vRealize Operations Manager.
Ensure that you have completed all the prerequisites. For more information, see Prerequisites.
Ensure that the unzip package is available on the VM.

Ensure that the user has access permissions to the download folder.
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m  Ensure that the Windows PowerShell is >= 4.0.

m  Ensure that the guest IP is properly configured and is unique across vCenter Servers. If more
than one VM with the same IP across vCenter Servers is monitored, the script cannot resolve
and subscribe to application monitoring.

m  Ensure that the cloud account is configured for the vCenter Server to which the VM belongs.
The vCenter Server must be mapped with vRealize Application Remote Collector.

m Only IPv4 is supported at present.

Procedure

1 Logintothe VM on which you want to install/uninstall the agent and download the sample
script from vRealize Application Remote Collector from the following location: https://
<ApplicationRemoteCollectorIP>:8999/downloads/salt/download.psl

Run one of the following commands:

Invoke-WebRequest "https://<ApplicationRemoteCollectorIP>:8999/downloads/salt/
download.psl" -OutFile download.psl

wget --no-check-certificate https://<ApplicationRemoteCollectorIP >:8999/downloads/salt/
download.psl

Note Use the relevant vRealize Application Remote Collector IP address/FQDN for <
ApplicationRemoteCollectorIP> in the preceding commands and location specified.

2 To execute the script and install/uninstall the agent, run the following command:

powershell -file .\download.psl -o <operation> -v <vrops ip or fgdn> -u <vrops user> -p

<vrops_password> [-d download tmp dir]

Description of arguments:

operation - Bootstrap operation. values: install, uninstall.

vrops_ip or fgdn - IP/FQDN of vRealize Operations Manager. This can be the address of any
vRealize Operations Manager node or VIP of vRealize Operations Manager.

vrops_user - vRealize Operations Manager user. The user should have enough permissions.
vrops_password - Password of vRealize Operations Manager.

download tmp dir - Temporary directory to download agent related bits. It is an optional

parameter. Default value: current directory.

To verify the bootstrap status, verify the uaf-bootstrap-results file.

If the script is successful, the agent status will be updated in the Manage Agents tab after one
collection cycle that takes 5-10 minutes.

Note When you use an automation script, concurrent agent installation with a batch size of 20
is supported.
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Activate an Application Service

To monitor application services running on the target VMs, plugins must be configured in the
target VMs after the agent is installed.

After you have installed the agent, you can activate plugins to monitor application services. You
can also reactivate plugins that must be monitored.

Prerequisite

m If plugin activation requires the location of a file (for example, client certificates for SSL Trust)
on the endpoint VM, the location and the files should have appropriate read permissions for
the arcuserto access those files.

Note If the plugin displays a permission denied status, provide the arcuser with permissions
to the file locations that you have specified during plugin activation.

Activate an Application Service

To monitor an application service, complete the following steps:

1 Navigate to the Inventory > Manage Agents tab.

2 Select the VM on which agent is already installed.

3 Select Manage Service icon and then from the drop-down menu select the service name.
4

Activate the application service from the right pane of the Manage <service name> Agent
dialog box.

6]

Click the Add icon in the left pane to add multiple instances of the application service.
6 Click the Delete icon in the left pane to delete instances of the application service.

7 Enter the details for each instance that you add and click Save. For configuration details of
each application, see Configuring Supported Application Services.

For more information about the status details that appear against the application services
in the Services Discovered/Configured column, see the table called Data Grid Options in
Additional Operations from the Manage Agents Tab.

The following special characters are permitted in the DB user field: "[1{} (), .<> 2:!|/~Q#5% &*~

+=

You can provide DB name lists in the following format ['DBNAME 1', 'DBNAME 2', 'DBNAME 3']
where DBNAME_1, DBNAME_2, DBNAME_3 must not contain quotes such as ' and .

Note When multiple VMs are selected, the Manage Service option is disabled.

For information about deactivating a service, see Deactivate an Application Service.
Configuring Supported Application Services
Twenty-three application services are supported in vRealize Operations Manager. The supported

application services are listed here. Some of the application services have mandatory properties
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which you must configure. Some of the application services have pre-requirements that you must
configure first. After you configure the properties, data is collected.

Active Directory

Active Directory is supported in vRealize Operations Manager.

Name Mandatory? Comment
Display Name Yes Display Name of the application
instance.
Active MQ

ActiveMQ is supported in vRealize Operations Manager.

Name Mandatory? Comment

Display Name Yes Display Name of the application
instance.

Server URL Yes http://localhost:8161

User name Yes User name for Active MQ. Example:
admin

Password Yes Password

Installed Path Yes The path on the Endpoint where

Active MQ is installed.
Example:

For Linux VMs: /opt/apache-

activemg

For Windows VMs: C:\apache-
activemg-5.15.2

Apache HTTPD

Apache HTTPD is supported in vRealize Operations Manager.

Name Mandatory? Comment

Display Name Yes Display Name of the application
instance.

Status Page URL Yes http://localhost/server-status?auto

User name No User name for Apache HTTPD

service. Example:root

Password No Password

SSL CA No Path to the SSL CA file on the
Endpoint

SSL Certificate No Path to the SSL Certificate file on the
Endpoint
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Name

SSL Key

Skip SSL Verification

Cassandra Database

Cassandra database is supported in vRealize Operations Manager.

Name

Display Name

Installed Path

URL

Hyper-V

Hyper-V is supported in vRealize Operations Manager.

Name

Display Name

Java

Java is supported in vRealize Operations Manager.

Name

Display Name

Base URL

Installed Path

SSL CA

SSL Certificate

SSL Key

Skip SSL Verification

JBoss

VMware, Inc.

Mandatory?

No

No

Mandatory?

Yes

Yes

Yes

Mandatory?

Yes

Mandatory?

Yes

Yes

Yes

No

No

No

No

Comment

Path to the SSL Key file on the
Endpoint.

Use SSL but skip chain & host
verification. Expected: True/False.

Comment

Display name of the application
instance.

Valid file path.

http://localhost:8778

Comment

Display name of the application
service.

Comment

Display Name of the application
instance.

http://localhost:8080

The path on the Endpoint where
Java is installed. Example: For
Linux VMs : /opt/vmware/ucp ; For
Windows VMs : C:\VMware\UCP

Path to the SSL CA file on the
Endpoint.

Path to the SSL Certificate file on the
Endpoint.

Path to the SSL Key file on the
Endpoint.

Use SSL but skip chain & host
verification. Expected: True/False.
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JBoss is supported in vRealize Operations Manager.

Name

Display Name

Base URL

Installed Path

SSL CA

SSL Certificate

SSL Key

Skip SSL Verification

MongoDB

MongoDB is supported in vRealize Operations Manager.

Name

Display Name

Port

Hostname

Username

Password

SSL CA

SSL Certificate

SSL Key

Skip SSL Verification

MS Exchange

MS Exchange is supported in vRealize Operations Manager.
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Mandatory?

Yes

Yes

Yes

No

No

No

No

Mandatory?

Yes

Yes

No

No

No

No

No

No

No

Comment

Display Name of the application
instance.

http://localhost:8080
The path on the Endpoint where
JBoss is installed.

Path to the SSL CA file on the
Endpoint.

Path to the SSL Certificate file on the
Endpoint.

Path to the SSL Key file on the
Endpoint.

Use SSL but skip chain & host
verification. Expected: True/False.

Comment

Display Name of the application
instance.

The port where MongoDB is running.

Example: 27017

Optional hostname for the MongoDB
Service.

User name for MongoDB. Example:
Root

Password
Path to the SSL CA file on the
Endpoint.

Path to the SSL Certificate file on the
Endpoint.

Path to the SSL Key file on the
Endpoint.

Use SSL but skip chain & host
verification. Expected: True/False.
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Name

Display Name

MS 1IS

MS |IS is supported in vRealize Operations Manager.

Name

Display Name

MS SQL

MS SQL is supported in vRealize Operations Manager.

Name

Display Name

Instance

Port

Hostname

Username

Password

MySQL

MySQL is supported in vRealize Operations Manager.

Name

Display Name

Port

User name

password

SSL CA

SSL Certificate

VMware, Inc.

Mandatory?

Yes

Mandatory?

Yes

Mandatory?

Yes

Yes

No

No

Yes

Yes

Mandatory?

Yes

Yes

Yes

Yes

No

No

Comment

Display Name of the application
instance.

Comment

Display Name of the application
instance.

Comment

Display Name of the application
instance.

Instance name of the MS SQL server

The port where MS SQL is running.
Example: 1433

Optional hosthame for the MS SQL
Service.

User name for MS SQL. Example:
Root

Password

Comment

Display Name of the application
instance.

The port where MySQL is running.
Example: 3306

User name for MySQL service.
Example: Root

Password

Path to the SSL CA file on the
Endpoint

Path to the SSL Certificate file on the
Endpoint
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Name Mandatory? Comment

SSL Key No Path to the SSL Key file on the
Endpoint.

Hostname No Optional hostname for the MySQL
Service

Databases No Comma-separated list of databases

to monitor. Each of the database
names to be monitored must be
enclosed in single quotes and the
databases themselves should be
comma separated. For example,
'databasel’,'database2’,'database3’.

TLS Connection No Allowed values are true, false, and
skip-verify.

NTPD

NTPD is supported in vRealize Operations Manager.

Name Mandatory? Comment
Display Name Yes Display Name of the application
instance.

Oracle Database

Oracle database is supported in vRealize Operations Manager.

Name Mandatory? Comment

Display Name Yes Display name of the application
instance.

OracleDB Username Yes User name for the Oracle database
instance.

OracleDB Password Yes Password for the Oracle database
instance.

OracleDB SID Yes SID of the Oracle database instance.

Pivotal Server

Pivotal Server is supported in vRealize Operations Manager.

Name Mandatory? Comment

Display Name Yes Display Name of the application
instance.

Base URL Yes http://localhost:8080

Installed Path Yes The path on the Endpoint where

Pivotal server is installed.
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Name

SSL CA

SSL Certificate

SSL Key

Skip SSL Verification

Postgres

Postgres is supported in vRealize Operations Manager.

Name

Display Name

Port

User name

Password

SSL Connection

SSL CA

SSL Certificate

SSL Key

Skip SSL Verification

Hostname

Default Database

VMware, Inc.

Mandatory?

No

No

No

No

Mandatory?

Yes

Yes

Yes

Yes

No

No

No

No

No

No

No

Comment

Path to the SSL CA file on the
Endpoint.

Path to the SSL Certificate file on the
Endpoint.

Path to the SSL Key file on the
Endpoint.

Use SSL but skip chain & host
verification. Expected: True/False.

Comment

Display Name of the application
instance.

The port where PostgreSQL is
running. Example: 5432

User name for PostgreSQL service.
Example: Root

Password
Allowed values are disable, verify-ca,
verify-full.

Path to the SSL CA file on the
Endpoint

Path to the SSL Certificate file on the
Endpoint

Path to the SSL Key file on the
Endpoint.

Use SSL but skip chain & host
verification. Expected: true/false.

Optional hostname for the
PostgreSQL Service.

The database for initiating connection
with the server

219



VvRealize Operations Manager 8.2 Help

Name Mandatory? Comment

Databases No Comma-separated list of databases
to monitor. Each of the database
names to be monitored must be
enclosed in single quotes and
the databases themselves should
be comma-separated, for example ,
'databasel’,'database2','database3'.

Ignored Databases No Comma-separated list of databases
that need not be monitored. Each
of the database names to be
excluded from monitoring must
be enclosed in single quotes and
the databases themselves should
be comma-separated for example,
'databasel’,'database2','database3'.

RabbitMQ

RabbitMQ is supported in vRealize Operations Manager.

Name Mandatory? Comment

Display Name Yes Display Name of the application
instance.

Management Plugin URL Yes http://localhost:15672

User name No User name for RabbitMQ. Example:
Guest

Password No Password

SSL CA No Path to the SSL CA file on the
Endpoint.

SSL Certificate No Path to the SSL Certificate file on the
Endpoint.

SSL Key No Path to the SSL Key file on the
Endpoint.

Skip SSL Verification No Use SSL but skip chain & host

verification. Expected: True/False.

Nodes No Each of the RabbitMQ data
collection nodes should be in single
quotes and the nodes themselves
should be comma-separated. The
list of nodes must be enclosed
in square brackets. For example
['rabbit@nodel’,'rabbit@node2’,.....]

Riak

Riak is supported in vRealize Operations Manager.
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Name

Display Name

Server URL

Sharepoint

Sharepoint is supported in vRealize Operations Manager.

Name

Display Name

Tomcat

Tomcat is supported in vRealize Operations Manager.

Name

Display Name

Base URL

Installed Path

SSL CA

SSL Certificate

SSL Key

Skip SSL Verification

Weblogic

Weblogic is supported in vRealize Operations Manager.

Name

Display Name

Base URL

Installed Path

User name

VMware, Inc.

Mandatory?

Yes

Yes

Mandatory?

Yes

Mandatory?

Yes

Yes

Yes

No

No

No

No

Mandatory?

Yes

Yes

Yes

Yes

Comment

Display Name of the application
instance.

http://localhost:8098

Comment

Display Name of the application
instance.

Comment

Display Name of the application
instance.

http://localhost:8080
The path on the Endpoint where
Tomcat is installed.

Path to the SSL CA file on the
Endpoint.

Path to the SSL Certificate file on the
Endpoint.

Path to the SSL Key file on the
Endpoint.

Use SSL but skip chain & host
verification. Expected: True/False.

Comment

Display Name of the application
instance.

http://localhost:7001

The path on the Endpoint where
WebLogic is installed.

User name for WeblLogic. Example:
admin
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Name

Password

SSL CA

SSL Certificate

SSL Key

Skip SSL Verification

Websphere

Websphere is supported in vRealize Operations Manager.

Name

Display Name

IBM Websphere Server URL

Websphere Authorization Token

Remote Checks

HTTP Remote Check

HTTP is supported in vRealize Operations Manager.

Name

Display Name

URL

Method

Proxy

VMware, Inc.

Mandatory?

Yes

No

No

No

No

Mandatory?

Yes

Yes

Yes

Mandatory?

Yes

Yes

Yes

No

Comment

Password

Path to the SSL CA file on the
Endpoint.

Path to the SSL Certificate file on the
Endpoint.

Path to the SSL Key file on the
Endpoint.

Use SSL but skip chain & host
verification. Expected: True/False.

Comment

Display Name of the application
instance.

Example : http://localhost:9081

To generate the token, follow the
below steps:

m  Go to https://
www.base64encode.org.

m  Type in the user and
password created in the format:
user:password

m  Click the Encode button.

m  Copy the resulting Base64
encoded string. Example:
d2F2ZWZyb2500ndhdmVmcm9u
dA==

Comment

Display name of the remote check
instance.

http://localhost
GET/POST/PUT

Proxy URL: http://localhost
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Name Mandatory? Comment

Response Timeout No Timeout for the connection in
seconds. For example, 10.

Follow Redirects No True/False if redirects from the
server. For example, true/false (all
small values).

Body No HTTP request body.

Response String Match No Substring or regex match in the
response body.

SSL CA No Path to the SSL CA file on the end
point.

SSL Certificates No Path to the SSL certificate file on the
end point.

SSL Key No Path to the SSL key file on the end
point.

Skip Host & chain verification No Use SSL but skip chain and host

verification. Expected: True/False.

ICMP Remote Check

ICMP is supported in vRealize Operations Manager.

Name Mandatory? Comment

Display Name Yes Display name of the remote check
instance.

FQDN/IP Yes Host name to send the packets.

Example: example.org

Count No Number of ping packets to send per
interval. For example, 1.

Ping Interval No Time to wait between ping packets in
seconds. For example, 10.0.

Note Follow the decimals as
mentioned in the example.

Timeout No Timeout to wait for ping response in
seconds. For example, 10.0.

Note Follow the decimals as
mentioned in the example.

Deadline No The total ping deadline in seconds.
For example, 30.

Interface No Interface or source from which to
send a ping.

TCP Remote Check
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TCP is supported in vRealize Operations Manager.

Name Mandatory? Comment

Display Name Yes Display name of the remote check
instance.

Address Yes <hostname>:port

Send No The given string is sent to the TCP. It

can be any string of your choice.

Expect No The given string is expected from the
TCP. It can be any string of your
choice.

Timeout No Timeout for the connection to the TCP

server. For example, 10.

Read Timeout No Timeout for the response from the
TCP server. For example, 10.

UDP Remote Check

UDP is supported in vRealize Operations Manager.

Name Mandatory? Comment

Display Name Yes Display name of the remote check
instance.

Address Yes <hostname>:port

Send Yes The given string is sent to the UDP.

Expect Yes The given string is expected from the
UDP.

Timeout No Timeout for the connection to the

UDP server. For example, 10.

Read Timeout No Timeout for the response from the
UDP server. For example, 10.

Configuring Supported VeloCloud Services

Eight VeloCloud application services are supported in vRealize Operations Manager. The
supported application services are listed here. Some of the application services have mandatory
properties which you must configure. Some of the application services have pre-requirements that
you must configure first. After you configure the properties, data is collected.

VeloCloud Orchestrator

VeloCloud Orchestrator and the following services are supported in vRealize Operations Manager.
= Java Application

m  VeloCloud Orchestrator

= Nginx
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m  Clickhouse

m  Network Time Protocol
= MySQL

= Redis

In VeloCloud Orchestrator, we monitor the following services. For each of these services we
display a metric which indicates the service status:

m  Backend

s Portal

s Upload

VeloCloud Orchestrator details.

Name Mandatory? Comment

Display Name Yes Display Name of the VeloCloud
Orchestrator instance.

Nginx

Nginx is supported in vRealize Operations Manager.

Name Mandatory? Comment

Display Name Yes Display Name of the application
instance.

Status Page URL Yes http://127.0.0.1/nginx__status

SSL CA No Path to the SSL CA file on the
Endpoint.

SSL Certificate No Path to the SSL Certificate file on the
Endpoint.

SSL Key No Path to the SSL Key file on the
Endpoint.

Skip SSL Verification. No Use SSL but skip chain & host

verification. Expected: True/False.

ClickHouse

ClickHouse is supported in vRealize Operations Manager.

Name Mandatory? Comment

Display Name Yes Display Name of the application
instance.

Servers URL Yes http://127.0.0.1:8123
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Name

User name

Password

NTPD

NTPD is supported in vRealize Operations Manager.

Name

Display Name

MySQL

MySQL is supported in vRealize Operations Manager.

Mandatory?

No

No

Mandatory?

Yes

Comment

User name for the ClickHouse service.

Password

Comment

Display Name of the application
instance.

To activate the MySQL plug-in and fetch the credentials, refer to the article Steps to fetch
password for telegraf user of MySQL, while activating plugin (81153) at the VMware Support

Knowledge Base.

Use the port number 3306 to run MySQL and the telegraf credentials and activate the plug-in.

Name

Display Name

Port

User name

password

SSL CA

SSL Certificate

SSL Key

Hostname

VMware, Inc.

Mandatory?

Yes

Yes

Yes

Yes

No

No

No

No

Comment

Display Name of the application
instance.

The port where MySQL is running.

Example: 3306

User name for the MySQL service.
Example: Root

Password

Path to the SSL CA file on the
Endpoint

Path to the SSL Certificate file on the

Endpoint

Path to the SSL Key file on the
Endpoint.

Optional hostname for the MySQL
Service
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Name Mandatory?
Databases No
TLS Connection No

Redis

Redis is supported in vRealize Operations Manager.

Name Mandatory?
Display Name Yes
Redis URL Yes
SSL CA No
SSL Certificate No
SSL Key No
Skip SSL Verification. No

VeloCloud Gateway

Comment

Comma-separated list of databases
to monitor. Each of the database
names to be monitored must be
enclosed in single quotes and

the databases themselves should
be comma-separated. For example,
'databasel’,'database2','database3'.

Accepted values are true, false, and
skip-verify.

Comment

Display Name of the application
instance.

servers = ["tcp://localhost:6379"]

Secure Socket Layer Certification
Authority.

Secure Socket Layer Certificate.
Secure Socket Layer Key

Skips verification for SSL.

VeloCloud Gateway and the following services are supported in vRealize Operations Manager

Network Time Protocol

VeloCloud Gateway

In VeloCloud Gateway, we monitor the following processes. For each of these processes, we
display a metric which indicates the process status.

\Y

bgpd
watchquagga
gwd

mgd

natd

ssh

vC procmon

vcsyscmd
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VeloCloud Gateway details.

Name Mandatory? Comment

Display Name Yes Display Name of the VeloCloud
Gateway instance.

NTPD

NTPD is supported in vRealize Operations Manager.

Name Mandatory? Comment
Display Name Yes Display Name of the application
instance.

Pre-Requirements for Application Services

For telegraf agent to collect metrics for some of the application services, you must make
modifications in the endpoint VMs. After you make these modifications, the agent will start
collecting metrics. You must SSH to the virtual machine where you have deployed the agent and
modify the configuration files.

Apache HTTPD

Modify the conf file available in /etc/httpd/conf.modules.d/status.conf and enable the
mod _status for the HTTPD plugin for the agent to collect metrics.

<IfModule mod status.c>

<Location /server-status>
SetHandler server-status

</Location>

ExtendedStatus On

</IfModule>

If the conf file is not available, you must create one. Restart the HTTPD service after modifying the
conf file with the following command:

systemctl restart httpd

Java Plugins

To monitor Java applications, you can deploy the Jolokia plugin as a .WAR file or .JAR file. If you
are deploying a .WAR file, you do not have to restart the services.

For a .JAR file deployment, you have to restart the application service after including the full file
path of the JAR in the JMX argument of the JAVA process which you are monitoring.

Nginx
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Add the following lines to the conf file available in /etc/nginx/nginx.conf:

http {
server {
location /status {
stub_status on;
access_log off;
allow all;
}

Restart the Nginx service with the following command:

systemctl restart nginx

Postgres

In the configuration file available in the /var/1lib/pgsgl/data/pg hba.conf, change the value
of local all postgres peer tO local all postgres md5 and restart the service with the following

command:

sudo service postgresgl restart

Cassandra Database

To monitor the Cassandra database application, the Jolokia jar must be included as a JVM input to
the Cassandra database application. Complete the following steps:

1 Modify /etc/default/cassandra.

echo "export JVM EXTRA OPTS=\"-javaagent:/usr/share/java/jolokia-jvm-1.6.0-
agent.jar=port=8778,host=1localhost\"" | sudo tee -a /etc/default/cassandra

2 Alternatively, you can enable the agent by modifying cassandra-env.sh. Include the
following line at the end of the cassandra-env. sh:

JVM_OPTS="$JVM OPTS -javaagent:/usr/share/java/jolokia-jvm-1.6.0-
agent.jar=port=8778,host=localhost"

After you see the JVM inputs, restart the Cassandra service.
Oracle Database
To monitor the Oracle database, complete these steps:

1 Download the instant client library from: https://www.oracle.com/database/

technologies/instant-client/downloads.html.

You must download the Oracle instant library and included it in the PATH.
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2 Create a User.

CREATE USER <UserName> IDENTIFIED BY <yourpassword>;
GRANT select catalog role TO <UserName>;
GRANT CREATE SESSION TO <UserName>;

3 Install Python 3.6 or later.

python3 -m pip install cx Oracle --upgrade

4  Setthe PATH of TNS ADMIN.

For example, the path for TNS ADMIN will be similar to
c:\app\product\<version>\dbhome 1\NETWORK\ADMIN".

Note Oracle database cannot be activated on Linux platforms.

Active MQ 5.16 and Later Versions
To activate Active MQ 5.16 and later versions, complete the following steps:

m  Navigate to /opt/activemqg/apache-activemg-5.16.0/webapps/api/WEB-INF/classes/

jolokia-access.xml

m  Remove or comment out the following lines:

<cors>
<strict-checking/>

</cors>

m  Restart the Active MQ service.

Additional Operations from the Manage Agents Tab

After you have configured vRealize Application Remote Collector and mapped it to a vCenter
Server, and installed an agent, you can manage the agents on the VMs from the Manage Agents
tab. You can view the data centers, hosts, and clusters available in the vCenter Servers you have
mapped to vRealize Application Remote Collector. You can start, stop, and update, and uninstall
the agents on the VMs. You can also discover and manage the services on each agent that you
install.

Where You Manage the Agents

To manage the agents and application services, in the menu, select Administration, and then from
the left pane select Inventory. From the right pane, click the Manage Agents tab.
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Table 4-22. Options

Options Description

Install Installs the agents on the selected VM. Select the VMs on which you want to install
the agent and click the Install icon. For more information, see Install an Agent
from the UI.

Uninstall Uninstalls the agent. Select the VMs on which you want to uninstall the agent and

click the Uninstall icon. For more information, see Uninstall an Agent.

Update Updates agents that are at a lower version. Select the VMs on which you want to
update the agent and click the Update icon. After the agents are updated, the last
operation status changes to Content Upgrade Success.

Start If you have temporarily stopped sending metrics to vRealize Operations Manager,
you can use this option to start data collection for the application service.

Stop During a maintenance period, you can temporarily stop sending application
service metrics to vRealize Operations Manager. Select the VMs on which you
want to stop the agent and click the Stop icon.

Manage Service You can configure and activate the application services that are discovered on the
virtual machines where the agents are installed. For configuration details of each
application, see Configuring Supported Application Services.

Manage Service > Remote Check Allows you to enable remote checks such as ICMP Check, UDP Check, TCP
Check, and HTTP Check.

Manage Service > Custom Script Allows you to run custom scripts in the VM and collect custom data which can be
then consumed as a metric. For more information, see Custom Script.

Show Detail Displays the Summary tab of the selected VM.

All Filters Filters the VMs based on the name of the VM, the operating system it runs on, the
application service discovered, and the power status of the VM.

You can also view specific details from the options in the data grid.

Table 4-23. Data Grid Options

Option Description
VM Name Name of the virtual machine.
Operating System Operating system installed on the VM.
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Table 4-23. Data Grid Options (continued)

Option Description

Services Discovered/Configured List of the supported application services discovered on the VM.

® A red dot against the application service indicates that the
application service has been activated but there is a problem
with data collection.

When there is more than one application service of the
same kind, and one of them is activated, but the other is
not collecting data, a red dot is still displayed against the
application service.

m A gray dot before the application service indicates that
the agent requires reactivation. The application service must
be reactivated. For reactivation, see Activate an Application
Service for more information.

m A gray pause symbol indicates that the agents have stopped.

B A green icon against the application service indicates that the
application service is activated.

You see a blue icon with three horizontal dots if there is a
problem with the activation. Click the question mark for more
information about the warning. The warning is also displayed in
the following locations:

® In the Objects tab for the specific application service. Move
your cursor over the green icon in the Collection Status
column.

m  For the specific application service, click the Show Details
option from the Manage Agents tab. Move your cursor
over the green icon in the top panel to view the warning
message.

m |f an application service has been deactivated or not activated,
you see a gray pause symbol displayed against the application
service.

m  After you have added the parameters and activated the
application service, the progress status is displayed until data
collection starts.

Click the colored dots for more information about the application

services.

Agent Status Displays the status of the agent at the end point.
m  Blueicon. Indicates that the agent is not installed.
m  Greenicon. Indicates that the agent is running.
m  Red icon. Indicates that the agent has stopped.
|

Gray dot. Appears in front of the service and indicates that
plugin reactivation is required.
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Table 4-23. Data Grid Options (continued)

Option Description

Last Operation Status Status of the last operation. The possible values are:
No Operation
Install Success
Install Failed

Install In Progress
Start Success

Start Failed

Start In Progress
Stop Success

Stop Failed

Stop In Progress
Update Success
Update Failed
Update In Progress
Uninstall Success
Uninstall Failed

Uninstall In Progress

Download Success

VM State Power status of the VMs. The possible values are:
m  Powered On
m  Powered Off

ARC FQDN of the instance of the vRealize Application Remote Collector
that you are using.

Agent Version Version of the agent on the VM. A gray dot is displayed if the VM
requires an update.

vCenter Name Name of the vCenter Adapter instance to which that VM resource
belongs.
To manage the agent, follow these steps:
1 Install the agent.
For more information, see Install an Agent from the UI.
2 Manage the application services on each agent.
For more information, see Configure Application Services.
3 Stop and start the agents on the VMs.
4 Uninstall the agent.

For more information, see Uninstall an Agent.
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Update agents that are at a lower version.

e You cannot run the vRealize Application Remote Collector agent on the same VM as the
Point Operations Management agent.

tom Script

You can run custom scripts in the VM and collect custom data which can then be consumed as a
metric.

Prerequisites

All the scripts that you run using the custom script, must output a single integer value. If the
output is not a single integer value, an error is displayed in the user interface.

The custom script uses Telegraf’s exec plugin to run scripts on a VM’s operating system.

The scripts are run by the user who installed the Telegraf agent on an operating system. In
Linux operating systems, a special user called arcuser with specific privileges, is created for
installing the Telegraf agent. As a result, the exec plugin runs the scripts using that arcuser
user. Ensure that the arcuser can run the scripts that use the custom script (the arcuser must
have permissions to run the script). For example, the arcuser created automatically by vRealize
Application Remote Collector, does not have privileges to run scripts which are stored under
the /root directory.

The script must be placed in the /opt/vmware folder.

Instance Settings

Option Description
Status Enable the custom script execution.
Display Name Add a suitable name for the script. The * is an invalid

character and must not be used in the name.

Filepath Enter the path to the script file on the end point VM.
Prefix Enter a prefix if necessary.

Args List the arguments in the script.

Timeout Enter a script execution timeout on the VM.
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After you save the script, it appears in the left pane of the Custom Script dialog box. You can add
or delete scripts by clicking the Add or Delete buttons in the left pane. After the scripts have been
added and saved, from the Manage Agents tab > Services Discovered/Configured column, you
see the Custom Script label. Point to the Custom Script label to view the list of scripts and their
status.

Note

m  The custom script must throw all errors in the format ERROR | <Error message> for the error
propagation to work. If the script does not throw an error in the given format, vRealize
Operations Manager displays an error message Unable to parse the error message.
Please check the endpoint inthe user interface. This is by design, until vRealize
Application Remote Collector propagates the exact error message.

m  The bash script must start with shebang (#!/bin/bash).

All Metrics Tab

When data is collected successfully, you can view the script as a metric for the VM, in the All
Metrics tab. The script metrics are created under an object called Custom Script whichis a
single object per VM. All the metrics from the scripts for the VM are placed under that Custom
Script object that contains all the custom scripts you have created. You can view the output
for the specific metric. The metric name under the scripts folder is the display name that the
user specifies while creating the script configuration. For example, if you set the display name
as Python script, then a metric is created with the name Python script if data is collected

successfully.
Deactivate an Application Service
You can deactivate an application service to stop monitoring the application service that is sending

data to vRealize Operations Manager.
Prerequisite

m If plugin deactivation requires the location of a file (for example, client certificates for SSL
Trust) on the endpoint VM, the location and the files should have appropriate read permissions
for the arcuserto access those files.

Note If the plugin displays a permission denied status, provide the arcuser with permissions
to the file locations that you have specified during plugin activation.

Deactivate an Application Service

To deactivate a plugin to stop monitoring the application service that is sending data to vRealize
Operations Manager, complete the following steps:

1 Navigate to the Inventory > Manage Agents tab.
2 Select the VM on which the agent is already installed.

3 Select the Manage Service icon and then from the drop-down menu select the service name.
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4 Deactivate the application service from the right pane of the Manage <service name> Agent
dialog box.

5 Click Save.

When you stop an agent, you cannot activate or deactivate a plugin. If the VM is powered off or if
you lose connection with vRealize Application Remote Collector, you cannot configure or activate

a plugin.

For information on activating an application service, see Activate an Application Service.
Uninstall an Agent
You must select the VMs on which you want to uninstall the agent.

Prerequisites

Time synchronization between vRealize Application Remote Collector, vRealize Operations
Manager, ESX hosts, and Windows and Linux target VMs is mandatory for secure

communication.

Guest operation privileges are required to install agents on virtual machines. The vCenter
Server user account with which the vCenter adapter is configured in vRealize Operations

Manager, should have the following permissions: Guest operation modifications, Guest

operation program execution, and Guest operation queries.

Account privilege prerequisites. See User Account Prerequisites for more details.

End-point VM configuration requirements.

Linux requirements
Commands: /bin/bash, sudo, tar, awk, curl

Packages: coreutils (chmod, chown, cat), shadow-utils (useradd, groupadd,

userdel, groupdel)
Configure mount point on /tmp directory to allow script execution.
Windows 2012 R2 requirement

The end point must be updated with the Universal C Runtime. Refer to the following link
for more information.

Windows requirement

The Visual C++ version must be higher than 14.

VMware Tools must be installed and running on the VM on which you want to install the agent.

Procedure

1

From the Manage Agents tab, click the Uninstall icon. You see the Manage Agent dialog box.
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2 From the How do you want to provide VM Credentials page, complete the following steps:

a

C

If you have a common user name and password for all the VMs, select the Common
username and password option.

If you have different user names and passwords for all the VMs, select the Enter virtual
machine credentials option.

Click Next.

3 From the Provide Credentials page, depending on whether you have a common credential for
all VMs or different credentials for all VMs, enter the following details:

a

C

If your VM has a single user name and password, enter the common user name and
password.

For multiple user names and passwords for each VM, download the CSV template and add
the details. Use the Browse button to select the template.

Click Next.

4 From the Summary page, you can view the list of VMs on which the agent is deployed.

5 Click Uninstall Agent. Refresh the Ul to view the progress of agent uninstallation.

The Agent Status and Services Discovered columns in the workspace indicate that
uninstallation is complete and that there are no application services discovered on each agent.

UAC Enabled Machines on Windows End Points

The bits are downloaded to the end point. You have to manually uninstall the bits.

a

b

From Cc:\VMware\UCP\downloads, run a bootstrap launcher.
GO t0 $SYSTEMDRIVE%\VMware\UCP\downloads.
Open cmd with administrator privileges.

Runthe cmd /c uaf-bootstrap-launcher.bat > uaf bootstrap.log 2>&1
command.

View the results from uaf bootstrap.log.

Verify the status of agent uninstallation from the Agent Status and Last Operation Status
columns in the Manage Agents

For information about installing an agent, see Install an Agent from the UI.

Configure Application Services
You can configure the application services on the VMs where the agents are installed.

Procedure

1 Select a VM on which the agent has been installed and the application services have been
discovered, from the Manage Agents tab.
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2 Select Manage Service and then from the drop-down menu select the service name. You see
the Manage <service name> Agent dialog box.

3 By default, all metrics are collected for the activated application service.
4 Activate data collection for the application service.

5 Enter the relevant settings for the application service. For configuration details of each
application, see Configuring Supported Application Services.

6 Click Save and then Close.

Fields with a star are mandatory.

For more information about the status details that appear against the application services
in the Services Discovered/Configured column, see the table called Data Grid Options in
Additional Operations from the Manage Agents Tab.

What to do next

You can monitor the applications services from vRealize Operations Manager.

[Optional] Backup and Restore a vRealize Application Remote Collector Instance

You can run the backup and restore script to ensure that VMware vRealize Operations Manager
continues to receive data after the vRealize Application Remote Collector instance becomes
unavailable. All the existing endpoints that are configured will automatically connect back to
vRealize Application Remote Collector and continue to send data after you restore the vRealize
Application Remote Collector instance. This is an optional task which you can run if you are facing
issues with the vRealize Application Remote Collector appliance.

The task is divided into two parts. The first part involves performing an on-demand back up of
the vRealize Application Remote Collector connection and configuration details. A cron job also
performs the back up automatically every day.

The second part involves restoring the vRealize Application Remote Collector instance using the
backup file that you created, or the backup file created by the cron job.

Prerequisites

m  VRealize Application Remote Collector appliance must be configured with a static I.P. or static
FQDN. The endpoints must be configured.

m  Back up the network configuration details of the vRealize Application Remote Collector
appliance. Capture the network configuration details of vRealize Application Remote Collector
either using the VAMI Ul or vCenter Server Tools. Keep the network details available when you
restore the vRealize Application Remote Collector appliance from the backup.

m  The sizing of the new vRealize Application Remote Collector appliance that you are restoring a
backup to, should be greater or equal to the old appliance. The network configuration, static
I.P. or static FQDN should be the same. This is to enable the endpoint VMs to reach the new
appliance.
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Procedure

1

Back up a running instance of vRealize Application Remote Collector by making a copy of the
connection and configuration details.

a

b

Connect to the virtual machine running vRealize Application Remote Collector using SSH.

Enter the following command to access the scripts folder:
cd /ucp/ucp-config-scripts

Run the arc-state-bundle. sh script with the backup option. The script performs a back
up or restore task based on the option you provide.

./arc-state-bundle.sh backup_state

Running this script pushes the backup file to the /ucp-bkup/state-bundles
folder. The filename is in the format Application-Remote-Collector-State-
Bundle <<Timestamp>>.tar. This file contains the connection and configuration details

for the endpoints.

Archive the Application-Remote-Collector-State-Bundle <<Timestamp>>.tar file
to a remote location.

A cron job also runs every day and backs up the Application-Remote-Collector-State-

Bundle <<Timestamp>>.tar file. The .tar file is stored for five days. On the sixth day, the

oldest .tar file is deleted and replaced. In order to restore the vRealize Application Remote
Collector appliance from the .tar file, archive the file to a remote location.

Restore the backed up configuration files to a new vRealize Application Remote Collector
appliance.

a

Configure the new vRealize Application Remote Collector appliance with the same network
and IP configuration as the previous appliance. This information is available in the network
configuration file that you backed up.

Connect to the VM running vRealize Application Remote Collector using SSH.

Retrieve the latest Application-Remote-Collector-State-
Bundle <<Timestamp>>.tar file from the archive, and copy it to a location which is
accessible by the vRealize Application Remote Collector appliance.
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d Enter the following command to access the scripts folder:
cd /ucp/ucp-config-scripts

e Runthe arc-state-bundle.sh script. Use the restore option. Provide the location of the

Application-Remote-Collector-State-Bundle <<Timestamp>>.tar file.

./arc-state-bundle.sh restore state <<location of the backed up tar file, with the

filename.tar extension>>

The above command looks for the file starting with Application-Remote-Collector-
State-Bundle <<Timestamp>>.tar toload. The script configures the new vRealize
Application Remote Collector appliance with the same settings as the instance that went
down, and restarts all the containers.

For example, the following command restores the appliance from
the state bundle /tmp/fromArchive/Application-Remote-Collector-State-
Bundle 2019-04-02-18:31:36.tar fromthe /tmp/fromArchive/ location:

./arc-state-bundle.sh restore state "/tmp/fromArchive/Application-Remote-Collector-

State-Bundle 2019-04-02-18:31:36.tar"

Results

The restoration of the vRealize Application Remote Collector is complete, and it is available again.
The existing endpoints connect back to vRealize Application Remote Collector and continue to
send data.

What to do next

If the vRealize Application Remote Collector instance was sending data to VMware vRealize
Operations Manager, then adapter collection might fail when the vRealize Application Remote
Collector instance stops working. In the VMware vRealize Operations Manager, the status of the
adapter instances changes to indicate that it has failed. If this happens, you must manually start
the adapter instance after restoring the vRealize Application Remote Collector appliance.

Summary of Discovered and Supported Operating Systems and Application Services

You can monitor application services and operating systems from vRealize Operations Manager to
view services and processes.

Where You View Applications in vRealize Operations Manager

From the menu, select Home, and then in the left pane select Monitor Applications.
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Discovered Operating Systems and Services

You see the application services that are discovered on the virtual machines where the agents
are installed. From the Discovered Operating Systems and Services section in the Monitor

Applications page, click the text next to the number to view the status of the agent, the operation
status, the power status of the VM, and the list of supported application services discovered on the

VM. For more information, see Additional Operations from the Manage Agents Tab.
Supported Operating Systems

You see a list of supported operating systems for which vRealize Operations Manager collects
metrics.

Supported Services

You see a list of supported services for which vRealize Operations Manager collects metrics.

Metrics Collected

Metrics are collected for operating systems, application services, and remote checks.
Operating System Metrics

Metrics are collected for Linux and Windows operating systems. The metrics are collected after
the vRealize Application Remote Collector agent is deployed on the VM.

Linux Platforms
The following metrics are collected for Linux operating systems:

Table 4-24. Metrics for Linux

Metric Metric Category KPI

<Instance name>| Usage Idle CPU False
<Instance name>| Usage 10-Wait CPU False
<Instance name>|Time Active CPU True
<Instance name>|Time Guest CPU False
<Instance name>|Time Guest Nice CPU False
<Instance name>|Time Idle CPU False
<Instance name>|Time IO-Wait CPU False
<Instance name>|Time IRQ CPU True
<Instance name>|Time Nice CPU False
<Instance name>|Time Soft IRQ CPU True
<Instance name>|Time Steal CPU False
<Instance name>|Time System CPU False
<Instance name>|Time User CPU True
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Table 4-24. Metrics for Linux (continued)

Metric Metric Category KPI
<Instance name>|Usage Active (%) CPU True
<Instance name>|Usage Guest (%) CPU False
<Instance name>|Usage Guest Nice CPU False
(%)

<Instance name>|Usage IRQ (%) CPU True
<Instance name>|Usage Nice (%) CPU False
<Instance name>|Usage Soft IRQ (%) CPU True
<Instance name>|Usage Steal (%) CPU False
<Instance name>|Usage System (%) CPU True
<Instance name>|Usage User (%) CPU True
1O Time Disk False
Read Time Disk False
Reads Disk False
Write Time Disk False
Writes Disk False
<Instance name>|Disk Free Disk False
<Instance name>|Disk Total Disk False
<Instance name>|Disk Used (%) Disk False
Cached Memory False
Free Memory False
Inactive Memory False
Total Memory True
Used Memory True
Used Percent Memory True
Blocked Processes True
Dead Processes False
Running Processes False
Sleeping Processes False
Stopped Processes False
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Table 4-24. Metrics for Linux (continued)

Metric

Zombies

Free

In

Out

Total

Used

Used Percent

Windows Platforms

Metric Category

Processes
Swap
Swap
Swap
Swap
Swap

Swap

KPI

False

False

False

False

True

True

True

The following metrics are collected for Windows operating systems:

Table 4-25. Metrics for Windows

Metric

Idle Time

Interrupt Time

Interrupts persec

Privileged Time

Processor Time

User Time

Avg.

Avg.

Avg.

Avg.

Avg.

Disk Bytes Read

Disk sec Read

Disk sec Write

Disk Write Queue Length

Disk Read Queue Length

Disk Read Time

Disk Write Time

Free Megabytes

Free Space

Idle Time

Split 10 persec
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Metric Category

CPU
CPU
CPU
CPU
CPU
CPU
Disk
Disk
Disk
Disk
Disk
Disk
Disk
Disk
Disk
Disk

Disk

KPI

False

False

True

False

False

False

False

False

False

False

False

False

False

False

False

False

False
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Table 4-25. Metrics for Windows (continued)

Metric

Available Bytes

Cache Bytes

Cache Faults persec

Committed Bytes

Demand Zero Faults persec

Page Faults persec

Pages persec

Pool Nonpaged Bytes

Pool Paged Bytes

Transition Faults persec

Elapsed Time

Handle Count

|0 Read Bytes persec

|0 Read Operations persec

1O Write Bytes persec

10 Write Operations persec

Privileged Time

Processor Time

Thread Count

User Time

Context Switches persec

Processes

Processor Queue Length

System Calls persec

System Up Time

Threads

Application Service Metrics
Metrics are collected for 20 application services.

Active Directory Metrics
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Metric Category

Memory
Memory
Memory
Memory
Memory
Memory
Memory
Memory
Memory
Memory
Process
Process
Process
Process
Process
Process
Process
Process
Process
Process
System

System

System

System

System

System

KPI

True

False

False

True

False

True

False

True

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False
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Metrics are collected for the Active Directory application service.

Table 4-26. Active Directory Metrics

Metric Name

Database Cache % Hit (%)
Database Cache Page Faults/sec
Database Cache Size

Data Lookups

Database Commits

Avg Response Time
Requests Failed

Requests Processed
Dynamic Update Received
Dynamic Update Rejected
Recursive Queries
Recursive Queries Failure
Secure Update Failure
Total Query Received
Total Response Sent

Digest Authentications

Kerberos Authentications

NTLM Authentications

Directory Services:<InstanceName>|
Base Searches persec

Directory Services:<InstanceName>|
Database adds persec

Directory Services:<InstanceName>|
Database deletes persec

Directory Services<InstanceName>|
Database modifys/sec

Directory Services<InstanceName>|
Database recycles/sec

Directory Services<InstanceName>|
DRA Inbound Bytes Total/sec
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Category

Active Directory Database

Active Directory Database

Active Directory Database

Active Directory DFS Replication

Active Directory DFS Replication

Active Directory DFSN

Active Directory DFSN

Active Directory DFSN

Active Directory DNS

Active Directory DNS

Active Directory DNS

Active Directory DNS

Active Directory DNS

Active Directory DNS

Active Directory DNS

Active Directory Security System-
Wide Statistics

Active Directory Security System-
Wide Statistics

Active Directory Security System-

Wide Statistics

Active Directory Services

Active Directory Services

Active Directory Services

Active Directory Services

Active Directory Services

Active Directory Services

KPI

True

True

False

False

True

True

False

False

False

False

False

False

False

True

True

True

True

True

False

False

False

False

False

False
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Table 4-26. Active Directory Metrics (continued)

Metric Name

Directory Services<InstanceName>|
DRA Inbound Objects/sec

Directory Services<InstanceName>|
DRA Outbound Bytes Total/sec

Directory Services<InstanceName>|
DRA Outbound Objects/sec

Directory Services<InstanceName>|

DRA Pending Replication Operations

Directory Services<InstanceName>|
DRA Pending Replication
Synchronizations

Directory Services<InstanceName>|
DRA Sync Requests Made

Directory Services<InstanceName>|
DRA Sync Requests Successful

Directory Services<InstanceName>|
DS Client Binds/sec

Directory Services<InstanceName>|
DS Directory Reads/sec

Directory Services<InstanceName>|
DS Directory Searches/sec

Directory Services<InstanceName>|
DS Server Binds/sec

Directory Services<InstanceName>|
DS Threads in Use

Directory Services:<InstanceName>|
LDAP Active Threads

Directory Services:<InstanceName>|
LDAP Client Sessions

Directory Services<InstanceName>|
LDAP Closed Connections/sec

Directory Services<InstanceName>|
LDAP New Connections/sec

Directory Services<InstanceName>|
LDAP Searches/sec

Directory Services<InstanceName>|
LDAP Successful Binds/sec

Directory Services<InstanceName>|
LDAP UDP operations/sec

Directory Services:<InstanceName>|
LDAP Writes/sec

VMware, Inc.

Category

Active Directory Services

Active Directory Services

Active Directory Services

Active Directory Services

Active Directory Services

Active Directory Services

Active Directory Services

Active Directory Services

Active Directory Services

Active Directory Services

Active Directory Services

Active Directory Services

Active Directory Services

Active Directory Services

Active Directory Services

Active Directory Services

Active Directory Services

Active Directory Services

Active Directory Services

Active Directory Services

KPI

False

False

False

False

False

False

False

True

False

True

True

True

False

True

False

True

True

False

False

False
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No metrics are collected for the category Active Directory.

Apache Tomcat

Metrics are collected for the Apache Tomcat application service.

Table 4-27. Apache Tomcat

Metric Name

Buffer Pool<InstanceName>|Count

Buffer Pool<InstanceName>|Memory
Used

Buffer Pool<InstanceName>|Total
Capacity

Class Loading|Loaded Class Count

Class Loading|Total Loaded Class
Count

Class Loading|Unloaded Class Count

File Descriptor Usage|Max File
Descriptor Count

File Descriptor Usage|Open File
Descriptor Count

Garbage Collection:<InstanceName>|
Total Collection Count

Garbage Collection:<InstanceName>|
Total Collection Time

JVM Memory|Heap Memory Usagel|
Committed Memory

JVM Memory|Heap Memory Usage|
Initial Memory

JVM Memory|Heap Memory Usage|
Maximum Memory

JVM Memory|Heap Memory Usage|
Used Memory

JVM Memory|Non Heap Memory
Usage|Committed Memory

JVM Memory|Non Heap Memory
Usagellnitial Memory

JVM Memory|Non Heap Memory
Usage|Maximum Memory

JVM Memory|Non Heap Memory
Usage|Used Memory

JVM Memory|Number of Object
Pending Finalization Count

VMware, Inc.

Category

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

KPI

False

False

False

False

False

False

False

False

False

True

False

False

False

False

False

False

False

False

False
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Table 4-27. Apache Tomcat (continued)

Metric Name

JVM Memory|Pool:<InstanceName>|
Peak Usage|Committed Memory

JVM Memory|Pool:<InstanceName>|
Peak Usagellnitial Memory

JVM Memory|Pool:<InstanceName>|
Peak Usage|Maximum Memory

JVM Memory|Pool:<InstanceName>|
Peak Usage|Used Memory

JVM Memory|Pool:<InstanceName>|
Usage|Committed Memory

JVM Memory|Pool:<InstanceName>|
Usagellnitial Memory

JVM Memory|Pool:<InstanceName>|
Usage|Maximum Memory

JVM Memory|Pool:<InstanceName>|
Usage|Used Memory

Process CPU Usage (%)
System CPU Usage (%)
System Load Average (%)
Threading|Thread Count
Uptime

JSP Count

JSP Reload Count

JSP Unload Count

Servlet:<InstanceName>|Total
Request Count

Servlet:<InstanceName>|Total
Request Error Count

Servlet:<InstanceName>|Total
Request Processing Time

Cache : Hit Count
Cache : Lookup Count

Current Thread Count

Current Threads Busy

VMware, Inc.

Category

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server

Tomcat Server Web Module

Tomcat Server Web Module

Tomcat Server Web Module

Tomcat Server Web Module

Tomcat Server Web Module

Tomcat Server Web Module

Tomcat Server Web Module

Tomcat Server Web Module

Tomcat Server Global Request
Processor

Tomcat Server Global Request
Processor

KPI

False

False

False

False

False

False

False

False

True

True

True

False

True

False

False

False

False

False

False

False

False

True

True
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Table 4-27. Apache Tomcat (continued)

Metric Name

errorRate

Total Request Bytes Received

Total Request Bytes Sent

Total Request Count

Total Request Error Count

Total Request Processing Time

MS SQL Metrics

Category

Tomcat Server Global Request
Processor

Tomcat Server Global Request
Processor

Tomcat Server Global Request
Processor

Tomcat Server Global Request
Processor

Tomcat Server Global Request
Processor

Tomcat Server Global Request
Processor

Metrics are collected for the MS SQL application service.

Table 4-28. MS SQL Metrics

Metric Name

CPU<InstanceName>|CPU Usage (%)

Database IO|Rows Reads Bytes/Sec
Database I0|Rows Reads/Sec
Database IO|Rows Writes Bytes/Sec
Database I0|Rows Writes/Sec

Performance|Access Methods|Full
Scans per second

Performance|Access Methods|Index
Searches

Performance|Access Methods|Page
Splits per second

Performance|Broker Activation|
Stored Procedures Invoked per
second

Performance|Buffer Manager|Buffer
cache hit ratio (%)

Performance|Buffer Manager|
Checkpoint Pages/sec

Performance|Buffer Manager|Lazy
writes per second

Performance|Buffer Manager|Page
life expectancy

VMware, Inc.

Category

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

KPI

False

False

False

True

True

False

KPI

False

False

False

False

False

False

False

False

False

True

True

True

True
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Table 4-28. MS SQL Metrics (continued)

Metric Name

Performance|Buffer Manager|Page
lookups per second

Performance|Buffer Manager|Page
reads per second

Performance|Buffer Manager|Page
writes per second

Performance|Databases|Active
Transactions

Performance|Databases|Data File(s)
Size

Performance|Databases|Log Bytes
Flushed/Sec

Performance|Databases|Log File(s)
Size

Performance|Databases|Log File(s)
Used Size

Performance|Databases|Log Flush
Wait Time

Performance|Databases|Log Flushes
per second

Performance|Databases|Transactions
per second

Performance|Databases|Write
Transactions per second

Performance|Databases|XTP Memory
Used

Performancel|General Statistics|Active
temp Tables

Performance|General Statistics|Logins
per second

Performance|General Statistics|
Logouts per second

Performance|General Statistics|
Processes Blocked

Performance|General Statistics|Temp
Tables Creation Rate

Performance|General Statistics|User
Connections

Performance|Locks|Average Wait
Time

VMware, Inc.

Category

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

KPI

False

False

False

True

True

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False
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Table 4-28. MS SQL Metrics (continued)

Metric Name

PerformancelLocks|Lock Requests
per second

PerformancelLocks|Lock Wait Time

Performance|Locks|Lock Waits per
second

PerformancelLocks|Number of
Deadlocks per second

Performance|Memory Manager]|
Connection Memory

Performance|Memory Manager|Lock
Memory

Performance|Memory Manager|Log
Pool Memory

PerformancelMemory Manager|
Memory Grants Pending

Performance|Memory Manager|SQL
Cache Memory

Performance|Memory Manager|
Target Server Memory

Performance|Memory Manager|Total
Server Memory

Performance|Resource Pool Stats|
internal| Active memory grant amount

Performance|Resource Pool Stats|
internal|CPU Usage Percentage (%)

Performance|Resource Pool Stats|
internal|Disk Read Bytes per second

Performance|Resource Pool Stats|
internal|Disk Read 10

Wait Stats:<InstanceName>|Wait
Time (ms)
Wait Stats<InstanceName>|Number

of Waiting tasks (ms)

Performance|Resource Pool Stats|
internal|Disk Read IO Throttled Per
Second

Performance|Resource Pool Stats|
internal|Disk Write Bytes per second
(Bps)

VMware, Inc.

Category

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

KPI

False

True

True

True

False

False

False

True

False

True

True

False

False

False

False

False

False

False

False
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Table 4-28. MS SQL Metrics (continued)

Metric Name

Performance|Resource Pool Stats|
internal|Disk Write 10 Throttled per
second

Performance|Resource Pool Stats|
internallUsed Memory

Performancel|SQL Statistics | Batch
Requests Per Second

Performance|SQL Statistics | SQL
Compilations per second

Performance|SQL Statistics | SQL Re-
Compilations per second

Performance|Transactions | Free
space in tempdb (KB)

Performance|Transactions |
Transactions

Performancel|Transactions | Version
Store Size (KB)

Performance|User Settable Counter |
User Counter O to 10

Performance|Workload Group Stats|
internall Active Requests

PerformancelWorkload Group Stats|
internal|Blocked Tasks

Performance|Workload Group Stats]|
internal|CpU Usage (%)

Performance|Workload Group Stats|
internallQueued Requests

Performancel|Workload Group Stats]|
internallRequest Completed/sec

There are no metrics collected for Microsoft SQL Server Database.

PostgresSQL

Metrics are collected for the PostgresSQL application service.

Table 4-29. PostgresSQL

Metric Name

Buffers|Buffers Allocated
Buffers|Buffers Written by Backend

Buffers|Buffers Written by
Background Writer

VMware, Inc.

Category

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Microsoft SQL Server

Category

PostgresSQL

PostgresSQL

PostgresSQL

KPI

False

False

False

False

False

False

False

False

False

False

False

False

False

False

KPI

False

True

True
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Table 4-29. PostgresSQL (continued)

Metric Name

Buffers|Buffers Written During
Checkpoints

Buffers|fsync Call Executed by
Backend

Checkpoints|Checkpoints sync time
Checkpoints|Checkpoints write time

Checkpoints|Requested checkpoints
performed count

Checkpoints|Scheduled checkpoints
performed count

Clean scan stopped count

Disk Blocks|Blocks Cache Hits
Disk Blocks|Blocks Read

Disk Blocks|Blocks Read Time
Disk Blocks|Blocks Write Time
Statistics|Backends Connected
Statistics|Data Written by Queries
Statistics|Deadlocks Detected
Statistics|Queries Cancelled

Statistics|Temp Files Created by
Queries

Transactions|Transactions Committed
Transactions|Transactions Rolled Back
Tuples|Tuples Deleted

Tuples|Tuples Fetched

Tuples|Tuples Inserted

Tuples|Tuples Returned

Tuples|Tuples Updated

IIS Metrics

Category

PostgresSQL

PostgresSQL

PostgresSQL

PostgresSQL

PostgresSQL

PostgresSQL

PostgresSQL

PostgresSQL Database

PostgresSQL Database

PostgresSQL Database

PostgresSQL Database

PostgresSQL Database

PostgresSQL Database

PostgresSQL Database

PostgresSQL Database

PostgresSQL Database

PostgresSQL Database

PostgresSQL Database

PostgresSQL Database

PostgresSQL Database

PostgresSQL Database

PostgresSQL Database

PostgresSQL Database

Metrics are collected for the IIS application service.

VMware, Inc.

KPI

True

False

False

False

False

False

False

False

False

False

False

False

True

True

True

False

True

True

True

True

True

True

True
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Table 4-30. IIS Metrics

Metric Name

HTTP Service Request
Queues<InstanceName>AppPool|
CurrentQueueSize

HTTP Service Request
Queues<InstanceName>AppPool|
RejectedRequests

Web Services<lnstanceName> Web
Site|Bytes Received

Web Services<lnstanceName> Web
Site|Bytes Sent/sec

Web Services<lnstanceName> Web
Site|Bytes Total/sec

Web Services<lnstanceName> Web
Site|Connection Attempts/sec

Web Services<lnstanceName> Web
Site|Current Connections

Web Services<lnstanceName> Web
Site|Get Requests/sec

Web Services<lnstanceName> Web
Site|Locked Errors/sec

Web Services<lnstanceName> Web
Site|Not Found Errors/sec

Web Services<InstanceName> Web
Site|Post Requests/sec

Web Services<InstanceName> Web
Site|Service Uptime

Web Services<lnstanceName> Web
Site|Total Bytes Sent

Web Services<lnstanceName> Web
Site|Total Get Requests

Web Services<lnstanceName> Web
Site|Total Post Requests

Web Services<InstanceName> Web
Site|Total Put Requests

Current File Cache Memory Usage
(bytes)

File Cache Hits Percent (%)
Kernel URI Cache Hits Percent (%)
Kernel URI Cache Misses

Total Flushed URIs

VMware, Inc.

Category

IIS HTTP Service Request Queues

IIS HTTP Service Request Queues

11IS Web Services

I1S Web Services

I1S Web Services

I1S Web Services

I1S Web Services

I1S Web Services

I1S Web Services

I1S Web Services

1S Web Services

1S Web Services

1S Web Services

1S Web Services

1S Web Services

1S Web Services

1S Web Services Cache

I1IS Web Services Cache

I1S Web Services Cache

11IS Web Services Cache

I1IS Web Services Cache

KPI

True

False

False

False

False

False

False

False

False

False

False

False

False

True

True

False

False

False

False

False

False
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Table 4-30. IIS Metrics (continued)

Metric Name

URI Cache Hits
URI Cache Hits Percent (%)
URI Cache Misses

ASP.NET<InstanceName>|Application
Restarts

ASP.NET<InstanceName>|Request
Wait Time

ASP.NET<InstanceName>|Requests
Current

ASP.NET<InstanceName>|Requests
Queued

ASP.NET<InstanceName>|Requests
Rejected

MS.NET<InstanceName>|Allocated
Bytes/sec

MS.NET<InstanceName>|Current
Queue Length

MS.NET<InstanceName>|Finalization
Survivors

MS.NET<InstanceName>|Gen O
Collections

MS.NET<InstanceName>|Gen O heap
size

MS.NET<InstanceName>|Gen 1
Collections

MS.NET<InstanceName>|Gen 1 heap
size

MS.NET<InstanceName>|Gen 2
Collections

MS.NET<InstanceName>|Gen 2 heap
size

MS.NET<InstanceName>|IL Bytes
Jitted / sec

MS.NET<InstanceName>|Induced GC

MS.NET<InstanceName>|Large
Object Heap size

MS.NET<InstanceName>|No of
current logical Threads

VMware, Inc.

Category

11IS Web Services Cache

I1IS Web Services Cache

I1S Web Services Cache

IIS ASP.NET

IIS ASP.NET

IIS ASP.NET

IIS ASP.NET

IIS ASP.NET

MS.NET

MS.NET

MS.NET

MS.NET

MS.NET

MS.NET

MS.NET

MS.NET

MS.NET

MS.NET

MS.NET

MS.NET

MS.NET

KPI

False

False

False

True

True

True

True

True

True

False

False

False

False

False

False

False

False

False

False

False

True
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Table 4-30. IIS Metrics (continued)

Metric Name

MS.NET<InstanceName>|No of
current physical Threads

MS.NET<InstanceName>|No of
current recognized threads

MS.NET<InstanceName>|No of
Exceps Thrown / sec

MS.NET<InstanceName>|No of total
recognized threads

MS.NET<InstanceName>|Percent
Time in Jit
MS.NET<InstanceName>|Pinned

Objects

MS.NET<InstanceName>|Stack Walk
Depth

MS.NET<InstanceName>|Time in RT
checks

MS.NET<InstanceName>|Time
Loading

MS.NET<InstanceName>|Total No of
Contentions

MS.NET<InstanceName>|Total
Runtime Checks

MS Exchange Server Metrics

Category

MS.NET

MS.NET

MS.NET

MS.NET

MS.NET

MS.NET

MS.NET

MS.NET

MS.NET

MS.NET

MS.NET

KPI

True

False

True

False

False

False

False

False

True

False

True

Metrics are collected for the MS Exchange Server application service.

Table 4-31. MS Exchange Server Metrics

Metric Name

Active Manager Server|Active
Manager Role

Active Manager Server|Database
State Info Writes per second

Active Manager Server|
GetServerForDatabase Server-Side
Calls

Active Manager Server|Server-Side
Calls per second

Active Manager Server|Total Number
of Databases

ActiveSync|Average Request Time

ActiveSync|Current Requests

VMware, Inc.

Category

MS Exchange

MS Exchange

MS Exchange

MS Exchange

MS Exchange

MS Exchange

MS Exchange

KPI

False

False

False

True

True

True

False
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Table 4-31. MS Exchange Server Metrics (continued)

Metric Name

ActiveSync|Mailbox Search Total
ActiveSync|Ping Commands Pending
ActiveSync|Requests per second

ActiveSync|Sync Commands per
second

ASP.NET|Application Restarts
ASP.NET|Request Wait Time
ASP.NET|Worker Process Restarts

Autodiscover Service|Requests per
second

Availability Service|Average Time to
Process a Free Busy Request

Outlook Web Access|Average Search
Time

Outlook Web Access|Requests per
second

Outlook Web Access|Current Unique
Users

Performance|Database Cache Hit (%)

Performance|Database Page Fault
Stalls per second

Performancel|l/O Database Reads
Average Latency

Performancell/O Database Writes
Average Latency

Performancell/O Log Reads Average
Latency

Performancell/O Log Writes Average
Latency

PerformancelLog Record Stalls per
second

PerformancelLog Threads Waiting

Performancel|l/O Database Reads
Average Latency

Performancell/O Database Writes
Average Latency

VMware, Inc.

Category

MS Exchange

MS Exchange

MS Exchange

MS Exchange

MS Exchange

MS Exchange

MS Exchange

MS Exchange

MS Exchange

MS Exchange

MS Exchange

MS Exchange

MS Exchange Database

MS Exchange Database

MS Exchange Database

MS Exchange Database

MS Exchange Database

MS Exchange Database

MS Exchange Database

MS Exchange Database

MS Exchange Database Instance

MS Exchange Database Instance

KPI

False

False

True

True

False

True

False

True

True

True

False

False

False

True

True

True

False

False

False

False

False

False
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Table 4-31. MS Exchange Server Metrics (continued)

Metric Name

PerformancelLog Record Stalls per
second

Performance|Log Threads Waiting
Performance|LDAP Read Time
Performance|LDAP Search Time

Performance|LDAP Searches Timed
Out per minute

Performance|Long Running LDAP
Operations per minute

Performance|Connection Attempts
per second

Performance|Current Connections

Performance|Other Request Methods
per second

Process|Handle Count
Process|Memory Allocated
Process|Processor Time (%)
Process|Thread Count
Process|Virtual Memory Used

Process|Working Set

JBoss EAP Metrics

Category

MS Exchange Database Instance

MS Exchange Database Instance

MS Exchange Domain Controller

MS Exchange Domain Controller

MS Exchange Domain Controller

MS Exchange Domain Controller

MS Exchange Web Server

MS Exchange Web Server

MS Exchange Web Server

MS Exchange Windows Service

MS Exchange Windows Service

MS Exchange Windows Service

MS Exchange Windows Service

MS Exchange Windows Service

MS Exchange Windows Service

Metrics are collected for the JBoss EAP application service.

Table 4-32. JBoss EAP Metrics

Metric Name

Buffer Pool<InstanceName>|Count

Buffer Pool<InstanceName>|Memory
Used

Buffer Pool<InstanceName>|Total
Capacity

Class Loading|Loaded Class Count

Class Loading|Total Loaded Class
Count

Class Loading|Unloaded Class Count

VMware, Inc.

Category

Jboss Server

Jboss Server

Jboss Server

Jboss Server

Jboss Server

Jboss Server

KPI

False

False

False

False

False

False

True

False

False

False

False

True

False

False

False

KPI

False

False

False

False

False

False
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Table 4-32. JBoss EAP Metrics (continued)

Metric Name

File Descriptor Usage|Max File
Descriptor Count

File Descriptor Usage|Open File
Descriptor Count

Http Listener<instanceName>|Bytes
Received

Http Listener<instanceName>|Bytes
Sent

Http Listener<instanceName>|Error
Count

Http Listener<instanceName>|
Request Count

Https Listener<instanceName>|Bytes
Received

Https Listener<instanceName>|Bytes
Sent

Https Listener<instanceName>|Error
Count

Https Listener<instanceName>|
Request Count

Process CPU Usage (%)

System CPU Usage (%)

System Load Average (%)
Threading|Daemon Thread Count
Threading|Peak Thread Count
Threading|Thread Count
Threading|Total Started Thread Count
Uptime

UTILIZATION|Heap Memory Usage

Garbage Collection<InstanceName>|
Total Collection Count

Garbage Collection<InstanceName>|
Total Collection Time

JVM Memory|Heap Memory Usagel|
Committed Memory

JVM Memory|Heap Memory Usagel
Initial Memory

VMware, Inc.

Category

Jboss Server

Jboss Server

Jboss Server

Jboss Server

Jboss Server

Jboss Server

Jboss Server

Jboss Server

Jboss Server

Jboss Server

Jboss Server

Jboss Server

Jboss Server

Jboss Server

Jboss Server

Jboss Server

Jboss Server

Jboss Server

Jboss Server

Jboss JVM Garbage Collector

Jboss JVM Garbage Collector

Jboss JVM Memory

Jboss JVM Memory

KPI

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False
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Table 4-32. JBoss EAP Metrics (continued)

Metric Name

JVM Memory|Heap Memory Usagel|
Maximum Memory

JVM Memory|Heap Memory Usagel|
Used Memory

JVM Memory|Non Heap Memory
Usage|Committed Memory

JVM Memory|Non Heap Memory
Usagellnitial Memory

JVM Memory|Non Heap Memory
Usage|Maximum Memory

JVM Memory|Non Heap Memory
Usagel|Used Memory

JVM Memory|Object Pending
Finalization Count

UTILIZATION]|Active Count
UTILIZATION/|Available Count

JVM Memory Pool<InstanceName>|
Collection Usage|Committed Memory

JVM Memory Pool<InstanceName>|
Collection Usagellnitial Memory

JVM Memory Pool<InstanceName>|
Collection Usage|Used Memory

JVM Memory Pool<InstanceName>|
Collection Usage|Maximum Memory

JVM Memory Pool<InstanceName>|
Peak Usage|Committed Memory

JVM Memory Pool<InstanceName>|
Peak UsagelInitial Memory

JVM Memory Pool<InstanceName>|
Peak Usage|Maximum Memory

JVM Memory Pool<InstanceName>|
Peak Usage|Used Memory

JVM Memory Pool<InstanceName>|
Usage|Committed Memory

JVM Memory Pool<InstanceName>|
Usagellnitial Memory

JVM Memory Pool<InstanceName>|
Usage|Maximum Memory

JVM Memory Pool<InstanceName>|
Usagel|Used Memory

VMware, Inc.

Category

Jboss JVM Memory

Jboss JVM Memory

Jboss JVM Memory

Jboss JVM Memory

Jboss JVM Memory

Jboss JVM Memory

Jboss JVM Memory

Jboss Datasource Pool

Jboss Datasource Pool

Jboss JVM Memory Pool

Jboss JVM Memory Pool

Jboss JVM Memory Pool

Jboss JVM Memory Pool

Jboss JVM Memory Pool

Jboss JVM Memory Pool

Jboss JVM Memory Pool

Jboss JVM Memory Pool

Jboss JVM Memory Pool

Jboss JVM Memory Pool

Jboss JVM Memory Pool

Jboss JVM Memory Pool

KPI

False

True

False

False

False

False

True

False

False

False

False

False

False

False

False

False

False

False

False

False

False
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RabbitMQ Metrics

Metrics are collected for the RabbitMQ application service.

Table 4-33. RabbitMQ Metrics

Metric Name

CPUILimit

CPU|Used

Diskl|Free

Disk|Free limit
FileDescriptor|Total
FileDescriptor|Used
Memory|Limit
Memory|Used
Messages|Acked
Messages|Delivered
Messages|Delivered get
Messages|Published
Messages|Ready
Messages|Unacked
Socket|Limit
Socket|Used
UTILIZATION|Channels
UTILIZATION|Connections
UTILIZATION|Consumers
UTILIZATION|Exchanges
UTILIZATION|Messages
UTILIZATION|Queues
Messages|Publish in
Messages|Publish out
Consumer Utilisation

Consumers

VMware, Inc.

Category

RabbitMQ

RabbitMQ

RabbitMQ

RabbitMQ

RabbitMQ

RabbitMQ

RabbitMQ

RabbitMQ

RabbitMQ

RabbitMQ

RabbitMQ

RabbitMQ

RabbitMQ

RabbitMQ

RabbitMQ

RabbitMQ

RabbitMQ

RabbitMQ

RabbitMQ

RabbitMQ

RabbitMQ

RabbitMQ

RabbitMQ Exchange

RabbitMQ Exchange

RabbitMQ Queue

RabbitMQ Queue

KPI

False

True

False

False

False

False

False

True

False

False

False

False

False

False

False

True

True

True

True

True

True

True

False

False

False

False
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Table 4-33. RabbitMQ Metrics (continued)

Metric Name

Memory
Messages|Ack
Messages|Ack rate
Messages|Deliver
Messages|Deliver get
Messages|Persist
Messages|Publish
Messages|Publish rate
Messages|Ram
Messages|Ready
Messages|Redeliver
Messages|Redeliver rate
Messages|Space
Messages|Unack
Messages|Unacked

Messages

There are no metrics collected for RabbitMQ Virtual Host.

MySQL Metrics

Metrics are collected for the MySQL application service.

Table 4-34. MySQL Metrics

Metric Name

Aborted connection count
Connection count

Event wait average time

Event wait count

Binary Files|Binary Files Count
Binary Files|Binary Size Bytes

Global Status|Aborted Clients

VMware, Inc.

Category

RabbitMQ Queue

RabbitMQ Queue

RabbitMQ Queue

RabbitMQ Queue

RabbitMQ Queue

RabbitMQ Queue

RabbitMQ Queue

RabbitMQ Queue

RabbitMQ Queue

RabbitMQ Queue

RabbitMQ Queue

RabbitMQ Queue

RabbitMQ Queue

RabbitMQ Queue

RabbitMQ Queue

RabbitMQ Queue

Category

MySQL

MySQL

MySQL

MySQL

MySQL

MySQL

MySQL

KPI

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

KPI

True

True

False

False

False

False

False
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Table 4-34. MySQL Metrics (continued)

Metric Name

Global Status|Binlog Cache Disk Use
Global Status|Bytes Received
Global Status|Bytes Sent

Global Status|Connection Errors
Accept

Global Status|Connection Errors
Internal

Global Status|Connection Errors Max
Connections

Global Status|Queries

Global Status|Threads Cached

Global Status|Threads Connected
Global Status|Threads Running
Global Status|Uptime

Global Variables|Delayed Insert Limit

Global Variables|Delayed Insert
Timeout

Global Variables|Delayed Queue Size
Global Variables|Max Connect Errors
Global Variables|Max Connections

Global Variables|Max Delayed
Threads

Global Variables|Max Error Count
InnoDBJAIl deadlock count
InnoDB|Buffer Pool Bytes Data
InnoDB|Buffer Pool Bytes Data
InnoDB|Buffer Pool Bytes Dirty
InnoDB|Buffer Pool Dump Status
InnoDB|Buffer Pool Load Status
InnoDB|Buffer Pool Pages Data

InnoDB|Buffer Pool Pages Dirty
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Category

MySQL

MySQL

MySQL

MySQL

MySQL

MySQL

MySQL

MySQL

MySQL

MySQL

MySQL

MySQL

MySQL

MySQL

MySQL

MySQL

MySQL

MySQL

MySQL

MySQL

MySQL

MySQL

MySQL

MySQL

MySQL

MySQL

KPI

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False
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Table 4-34. MySQL Metrics (continued)

Metric Name

InnoDB|Buffer Pool Pages Flushed
InnoDB|Buffer pool size
InnoDB|Checksums

InnoDB|Open file count
InnoDB|Row lock average time
InnoDB|Row lock current waits
InnoDB|Row lock maximum time
InnoDBIRow lock time
InnoDB|Row lock waits
InnoDB|Table lock count

Performance Table IO Waits|IO Waits
Total Delete

Performance Table IO Waits|IO Waits
Total Fetch

Performance Table IO Waits|IO Waits
Total Insert

Performance Table IO Waits|IO Waits
Total Update

Process List|Connections

10 waits average time

1O waits count

Read high priority average time
Read high priority count

Write concurrent insert average time

Write concurrent insert count

NGINX Metrics

Metrics are collected for the NGINX application service.

Table 4-35. NGINX Metrics

Metric Name

HTTP Status InfolAccepts

HTTP Status Info|Active connections
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Category

MySQL

MySQL

MySQL

MySQL

MySQL

MySQL

MySQL

MySQL

MySQL

MySQL

MySQL

MySQL

MySQL

MySQL

MySQL

MySQL Database

MySQL Database

MySQL Database

MySQL Database

MySQL Database

MySQL Database

Category

Nginx

Nginx

KPI

False

True

False

False

False

False

False

False

True

False

False

False

False

False

False

False

True

False

False

False

False

KPI

True

False
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Table 4-35. NGINX Metrics (continued)

Metric Name Category KPI

HTTP Status Infol|Handled Nginx True
HTTP Status InfolReading Nginx False
HTTP Status InfolRequests Nginx False
HTTP Status Info|Waiting Nginx True
HTTP Status InfolWriting Nginx False

Sharepoint Metrics
Metrics are collected for the Sharepoint application service.

Table 4-36. Sharepoint Metrics

Metric Name Category KPI
Sharepoint Foundation|Active SharePoint Server True
Threads

Sharepoint Foundation|Current Page SharePoint Server False
Requests

Sharepoint Foundation|Executing SharePoint Server False
SQL Queries

Sharepoint Foundation|Executing SharePoint Server True

Time/Page Request

Sharepoint Foundationlincoming SharePoint Server False
Page Requests Rate

Sharepoint Foundation|Object Cache SharePoint Server False
Hit Count
Sharepoint Foundation|Reject Page SharePoint Server False

Requests Rate

Sharepoint Foundation|Responded SharePoint Server True
Page Requests Rate

SQL query executing time SharePoint Server False
Network|Received Data Rate SharePoint Web Server True
Network|Sent Data Rate SharePoint Web Server True
Process|Processor Time (%) SharePoint Windows Service False
Process|Threads SharePoint Windows Service False

Oracle Weblogic Metrics
Metrics are collected for the Oracle Weblogic application service.
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Table 4-37. Oracle Weblogic Metrics

Metric Name

UTILIZATION|Process Cpu Load
UTILIZATION|System Cpu Load
UTILIZATION|System Load Average
UTILIZATIONI|Collection Time

UTILIZATION|Connections HighCount

UTILIZATION|JMS Servers TotalCount

UTILIZATION|Active Total Count Used

UTILIZATIONI|Active Transactions
TotalCount

UTILIZATION|Transaction Abandoned

TotalCount

UTILIZATION|Transaction RolledBack
App TotalCount

UTILIZATION|Heap Memory Usage

UTILIZATION|INon Heap Memory
Usage

UTILIZATION|Peak Usage
UTILIZATION|Usage

UTILIZATION|UpTime

Pivotal TC Server Metrics

Metrics are collected for the Pivotal TC Server application service.

Category

Oracle WeblLogic Server

Oracle WebLogic Server

Oracle Weblogic Server

Weblogic Garbage Collector

Weblogic JMS Runtime

Weblogic JMS Runtime

Weblogic JTA Runtime

Weblogic JTA Runtime

Weblogic JTA Runtime

Weblogic JTA Runtime

Weblogic JVM Memory

Weblogic JVM Memory

Weblogic JVM Memory Pool

Weblogic JVM Memory Pool

Weblogic JVM Runtime

Table 4-38. Pivotal TC Server Metrics

Metric Name

Buffer Pool<InstanceName>|Count

Buffer Pool<InstanceName>|Memory
Used

Buffer Pool<InstanceName>|Total
Capacity

Class Loading|Loaded Class Count

Class Loading|Total Loaded Class
Count

Class Loading|Unloaded Class Count
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Category

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

KPI

True

False

False

True

True

False

False

False

True

True

True

False

True

False

False

KPI

False

False

False

False

False

False
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Table 4-38. Pivotal TC Server Metrics (continued)

Metric Name

File Descriptor Usage|Max File
Descriptor Count

File Descriptor Usage|Open File
Descriptor Count

Garbage Collection:<InstanceName>|
Total Collection Count

Garbage Collection:<InstanceName>|
Total Collection Time

Process CPU Usage (%)

JVM Memory|Heap Memory Usage|
Committed Memory

JVM Memory|Heap Memory Usagel|
Initial Memory

JVM Memory|Heap Memory Usage|
Maximum Memory

JVM Memory|Heap Memory Usagel|
Used Memory

JVM Memory|Non Heap Memory
Usage|Committed Memory

JVM Memory|Non Heap Memory
Usagellnitial Memory

JVM Memory|Non Heap Memory
Usage|Maximum Memory

JVM Memory|Non Heap Memory
Usage|Used Memory

JVM Memory|Number of Object
Pending Finalization Count

JVM Memory|Pool:<InstanceName>|
Peak Usage|Committed Memory

JVM Memory|Pool:<InstanceName>|
Peak Usagellnitial Memory

JVM Memory|Pool:<InstanceName>|
Peak Usage|Maximum Memory

JVM Memory|Pool:<InstanceName>|
Peak Usage|Used Memory

JVM Memory|Pool:<InstanceName>|
Usage|Committed Memory

JVM Memory|Pool:<InstanceName>|
Usagellnitial Memory

JVM Memory|Pool:<InstanceName>|
Usage|Maximum Memory

VMware, Inc.

Category

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

KPI

False

False

False

False

True

True

False

False

True

True

False

False

True

True

False

False

False

False

False

False

False
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Table 4-38. Pivotal TC Server Metrics (continued)

Metric Name

Category

JVM Memory|Pool:<InstanceName>|

Usage|Used Memory

Process CPU Usage (%)
System CPU Usage (%)
Uptime

Threading|Thread Count
System Load Average
Current Thread Count
Current Threads Busy

Total Request Bytes Received
Total Request Bytes Sent
Total Request Count

Total Request Error Count
Total Request Processing Time
JSP Count

JSP Reload Count

JSP Unload Count

ActiveMQ Metrics

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server

Pivotal TC Server Thread Pool

Pivotal TC Server Thread Pool

Pivotal TC Server Thread Pool

Pivotal TC Server Thread Pool

Pivotal TC Server Thread Pool

Pivotal TC Server Thread Pool

Pivotal TC Server Thread Pool

Pivotal TC Server Web Module

Pivotal TC Server Web Module

Pivotal TC Server Web Module

Metrics are collected for the ActiveMQ application service.

Table 4-39. ActiveMQ Metrics

Metric Name

Buffer
Pool<InstanceName>|Count

Buffer
Pool<InstanceName>|
Memory Used

Buffer
Pool<InstanceName>|Total
Capacity

Class Loading|Loaded Class
Count

Class Loading|Unloaded
Class Count
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Category

Active MQ

Active MQ

Active MQ

Active MQ

Active MQ

KPI

False

True

True

True

False

False

False

True

False

False

True

True

True

False

False

False

KPI

False

False

False

False

False
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Table 4-39. ActiveMQ Metrics (continued)

Metric Name Category KPI
Class Loading|Total Loaded  Active MQ False
Class Count

File Descriptor Usage|Max Active MQ False

File Descriptor Count

File Descriptor Usage|Open  Active MQ False
File Descriptor Count

Garbage Active MQ False
Collection<InstanceName>|
Total Collection Count

Garbage Active MQ False
Collection<InstanceName>|
Total Collection Time

JVM Memory Active MQ False
Pool<InstanceName>|Peak
Usage|Committed Memory

JVM Memory Active MQ False
Pool<InstanceName>|Peak
Usagellnitial Memory

JVM Memory Active MQ False
Pool<InstanceName>|Peak
Usage|Maximum Memory

JVM Memory Active MQ False
Pool<InstanceName>|Peak
Usage|Used Memory

JVM Memory Active MQ False
Pool<InstanceName>|
Usage|Committed Memory

JVM Memory Active MQ False
Pool<InstanceName>|
Usagellnitial Memory

JVM Memory Active MQ False
Pool<InstanceName>|
Usage|Maximum Memory

JVM Memory Active MQ False
Pool<InstanceName>|
Usagel|Used Memory

Threading|Thread Count Active MQ False
Uptime Active MQ False
UTILIZATION|Process Active MQ False
CpuLoad

UTILIZATION|Memory Limit  ActiveMQ Broker True
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Table 4-39. ActiveMQ Metrics (continued)

Metric Name

UTILIZATION|Memory
Percent Usage (%)

UTILIZATION|Store Limit

UTILIZATION|Store Percent
Usage (%)

UTILIZATION|Temp Limit

UTILIZATION|Temp
Percent Usage (%)

UTILIZATION|Total
Consumer Count

UTILIZATION|Total
Dequeue Count

UTILIZATION|Total
Enqueue Count

UTILIZATION|Total
Message Count

JVM Memory|Heap
Memory Usagellnitial
Memory

JVM Memory|Heap
Memory Usage|Committed
Memory

JVM Memory|Heap
Memory Usage|Maximum
Memory

JVM Memory|Heap
Memory Usage|Used
Memory

JVM Memory|Non Heap
Memory Usage|Committed
Memory

JVM Memory|Non Heap
Memory Usagellnitial
Memory

JVM Memory|Non Heap
Memory Usage|Maximum
Memory

JVM Memory|Non Heap
Memory Usage|Used
Memory

JVM Memory|Object
Pending FinalizationCount
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Category

ActiveMQ Broker

ActiveMQ Broker

ActiveMQ Broker

ActiveMQ Broker

ActiveMQ Broker

ActiveMQ Broker

ActiveMQ Broker

ActiveMQ Broker

ActiveMQ Broker

ActiveMQ JVM Memory Usage

ActiveMQ JVM Memory Usage

ActiveMQ JVM Memory Usage

ActiveMQ JVM Memory Usage

ActiveMQ JVM Memory Usage

ActiveMQ JVM Memory Usage

ActiveMQ JVM Memory Usage

ActiveMQ JVM Memory Usage

ActiveMQ JVM Memory Usage

KPI

True

False

False

False

False

True

True

True

True

False

False

False

False

False

False

False

False

False
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Table 4-39. ActiveMQ Metrics (continued)

Metric Name Category
UTILIZATION|Process ActiveMQ OS
CpulLoad

UTILIZATION|System Cpu ActiveMQ OS

Load

UTILIZATION|Consumer ActiveMQ Topic

Count

UTILIZATION|Dequeue
Count

UTILIZATION|Enqueue
Count

ActiveMQ Topic

ActiveMQ Topic

UTILIZATION|Queue Size ActiveMQ Topic

UTILIZATION|Producer
Count

Apache HTTPD Metrics

Metrics are collected for the Apache HTTPD application service.

Note Metrics are collected for the Events MPM. Metrics are not collected for the other MPMs.

ActiveMQ Topic

Table 4-40. Apache HTTPD Metrics

Metric Name

UTILIZATIONI|BuUsy Workers
UTILIZATION|Bytes Per Req
UTILIZATION|Bytes Per Sec
UTILIZATIONI|CPU Load
UTILIZATION|CPU User
UTILIZATIONIIdle Workers
UTILIZATION|Request Per Sec
UTILIZATION|SCBoard Closing
UTILIZATION|SCBoard DNS Lookup
UTILIZATION|SCBoard Finishing
UTILIZATION|SCBoard Idle Cleanup
UTILIZATION|SCBoard Keep Alive
UTILIZATION|SCBoard Logging

UTILIZATION|SCBoard Open
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Category

Apache HTTPD

Apache HTTPD

Apache HTTPD

Apache HTTPD

Apache HTTPD

Apache HTTPD

Apache HTTPD

Apache HTTPD

Apache HTTPD

Apache HTTPD

Apache HTTPD

Apache HTTPD

Apache HTTPD

Apache HTTPD

KPI

True

False

False

True

False

True

True

False

False

False

False

False

False

False

KPI

False

False

True

True

True

True

False
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Table 4-40. Apache HTTPD Metrics (continued)

Metric Name

UTILIZATION|SCBoard Reading
UTILIZATION|SCBoard Sending
UTILIZATION|SCBoard Starting
UTILIZATION|SCBoard Waiting
UTILIZATION|Total Accesses
UTILIZATION|Total Bytes
UTILIZATION|Total Connections
UTILIZATION|Uptime

UTILIZATION|Asynchronous Closing
Connections

UTILIZATION|Asynchronous Keep
Alive Connections

UTILIZATION|Asynchronous Writing
Connections

UTILIZATION|ServerUptimeSeconds
UTILIZATION|Load1
UTILIZATION|Load5

UTILIZATION|
ParentServerConfigGeneration

UTILIZATION|
ParentServerMPMGeneration

Oracle Database Metrics

Metrics are collected for the Oracle database application service.

Oracle database cannot be activated on Linux platforms.

Category

Apache HTTPD

Apache HTTPD

Apache HTTPD

Apache HTTPD

Apache HTTPD

Apache HTTPD

Apache HTTPD

Apache HTTPD

Apache HTTPD

Apache HTTPD

Apache HTTPD

Apache HTTPD

Apache HTTPD

Apache HTTPD

Apache HTTPD

Apache HTTPD

Table 4-41. Oracle Database Metrics

Metric Name

Utilization|Active Sessions
Utilization|Buffer CacheHit Ratio
Utilization|Cursor CacheHit Ratio
Utilization|Database Wait Time

Utilization|Disk Sort persec

Utilization|Enqueue Timeouts Persec

VMware, Inc.

Category

OracleDB

OracleDB

OracleDB

OracleDB

OracleDB

OracleDB

KPI

False

False

False

False

False

True

False

True

False

False

False

False

False

False

False

False

KPI

True

False

False

False

False

False
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Table 4-41. Oracle Database Metrics (continued)

Metric Name

Utilization|Global Cache Blocks
Corrupted

Utilization|Global Cache Blocks Lost
Utilization|Library CacheHit Ratio
Utilization|Logon persec
Utilization|Memory Sorts Ratio
Utilization|Rows persort
Utilization|Service Response Time
Utilization|Session Count
Utilization|Session Limit
Utilization|Shared Pool Free
Utilization|Temp Space Used
Utilization|Total Sorts persec
Utilization|Physical Read Bytes Persc

Utilization|Physical Read 10 Requests
Persc

Utilization|Physical Read Total Bytes
Persec

Utilization|Physical Reads Persec
Utilization|Physical Reads Per Txn
Utilization|Physical Write Bytes Persc

Utilization|Physical Write 10 Requests
Persc

Utilization|Physical Write Total Bytes
Persc

Utilization|Physical Writes Persc
Utilization|Physical Writes Per Txn
Utilization|User Commits Percentage
Utilization|User Commits Persc
Utilization|User Rollbacks Percentage

Utilization|User Rollbacks persec
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Category

OracleDB

OracleDB

OracleDB

OracleDB

OracleDB

OracleDB

OracleDB

OracleDB

OracleDB

OracleDB

OracleDB

OracleDB

OracleDB

OracleDB

OracleDB

OracleDB

OracleDB

OracleDB

OracleDB

OracleDB

OracleDB

OracleDB

OracleDB

OracleDB

OracleDB

OracleDB

KPI

False

False

False

True

True

False

False

True

False

False

False

False

False

False

False

True

False

False

False

False

True

False

False

False

False

True
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Table 4-41. Oracle Database Metrics (continued)

Metric Name

Utilization|User Transaction Persec

Utilization|Database Time Persc

Cassandra Database Metrics

Category

OracleDB

OracleDB

KPI

False

False

Metrics are collected for the Cassandra database application service.

Table 4-42. Cassandra Database Metrics

Metric Name

Cache<InstanceName>|Capacity
Cache<InstanceName>|Entries
Cache<InstanceName>|HitRate
Cache<InstanceName>|Requests
Cache<InstanceName>|Size

ClientRequest<instanceName>|
Failures

ClientRequest<instanceName>|
Latency

ClientRequest<InstanceName>|
Timeouts

ClientRequest<instanceName>|Total
Latency

ClientRequest<InstanceName>|
Unavailables

CommitLog|Pending Tasks
CommitLog|Total Commit Log Size
Compaction|Bytes Compacted
Compaction|Completed Tasks
Compaction|Pending Tasks

Compaction|Total Compactions
Completed

Connected Native Clients
HeapMemoryUsagelcommitted
HeapMemoryUsagelinit

HeapMemoryUsage|lmax
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Category

Cassandra

Cassandra

Cassandra

Cassandra

Cassandra

Cassandra

Cassandra

Cassandra

Cassandra

Cassandra

Cassandra

Cassandra

Cassandra

Cassandra

Cassandra

Cassandra

Cassandra

Cassandra

Cassandra

Cassandra

KPI

False

True

True

True

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False
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Table 4-42. Cassandra Database Metrics (continued)

Metric Name Category KPI

HeapMemoryUsage|used Cassandra False
NonHeapMemoryUsagelcommitted Cassandra False
NonHeapMemoryUsagelinit Cassandra False
NonHeapMemoryUsage|max Cassandra False
NonHeapMemoryUsagelused Cassandra False
ObjectPendingFinalizationCount Cassandra False
StoragelExceptions Count Cassandra False
StoragelLoad Count Cassandra False
Table<InstanceName>|Coordinator Cassandra False

Read Latency

Table<InstanceName>|Live Diskspace Cassandra False
Used

Table<InstanceName>|Read Latency Cassandra False
Table<InstanceName>|Total Cassandra False

Diskspace Used

Table<InstanceName>|Total Read Cassandra False
Latency

Table<InstanceName>|Total Write Cassandra False
Latency

Table<InstanceName>|Write Latency Cassandra False
ThreadPools<InstanceName>|Active Cassandra False
Tasks

ThreadPools<InstanceName>| Cassandra False

Currently Blocked Tasks

ThreadPools<InstanceName>| Cassandra False
Pending Tasks

Hyper-V Metrics
Metrics are collected for the Hyper-V application service.

Table 4-43. Hyper-V Metrics

Metric Name Category KPI

VM:Hyper-V Virtual Machine Health HyperV False
Summary|Health Critical

VM<instanceName>|Physical Memory  HyperV False
VM<instanceName>Hv VP O|Total HyperV False
Run Time
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Table 4-43. Hyper-V Metrics (continued)

Metric Name

VM<instanceName>|Bytes Received
VM<instanceName>|Bytes Sent
VM<instanceName>|Error Count
VM<instanceName>|Latency
VM<instanceName>|Queue Length
VM<instanceName>|Throughput
CPU<instanceName>|Idle Time
CPU<instanceName>|Processor Time

CPU<instanceName>|User Time

Disk<instanceName>|Avg Disk Queue

Length

Disk<instanceName>|ldle Time
Disk<instanceName>|Read Time
Disk<instanceName>|Write Time

Process<instanceName>|Private
Bytes

Process<instanceName>|Processor
Time

Process<instanceName>|Thread
Count

Process<instanceName>|User Time
System|Processes
System|Processor Queue Length
System|System UpTime
Memory|Available Bytes
Memory|Cache Bytes
Memory|Cache Faults
Memory|Pages

Network<instanceName>|Packets
Outbound Error

Network<instanceName>|Packets
Received Error

VMware, Inc.

Category

HyperV

HyperV

HyperV

HyperV

HyperV

HyperV

HyperV

HyperV

HyperV

HyperV

HyperV

HyperV

HyperV

HyperV

HyperV

HyperV

HyperV

HyperV

HyperV

HyperV

HyperV

HyperV

HyperV

HyperV

HyperV

HyperV

KPI

False

False

False

False

False

False

True

True

True

False

False

True

True

False

False

False

False

False

False

False

False

False

False

False

False

False
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MongoDB Metrics

Metrics are collected for the MongoDB application service.

Table 4-44. MongoDB Metrics

Metric Name

UTILIZATION]Active Reads
UTILIZATION|Active Writes
UTILIZATION|Connections Available

UTILIZATION|Connections Total
Created

UTILIZATION|Current Connections
UTILIZATION|Cursor Timed Out
UTILIZATION|Deletes Per Sec
UTILIZATION|Document Inserted
UTILIZATION|Document Deleted
UTILIZATION|Flushes Per Sec
UTILIZATIONIInserts Per Sec
UTILIZATION|Net Input Bytes
UTILIZATION|Open Connections
UTILIZATION|Page Faults Per Second
UTILIZATION|Net Output Bytes
UTILIZATION|Queries Per Sec
UTILIZATION|Queued Reads
UTILIZATION|Queued Writes
UTILIZATION|Total Available
UTILIZATION|Total Deletes Per Sec
UTILIZATION|Total Passes Per Sec
UTILIZATION|Total Refreshing
UTILIZATION|Updates Per Sec
UTILIZATION|Volume Size MB
UTILIZATIONICollection Stats

UTILIZATION|Data Index Stats
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Category

MongoDB

MongoDB

MongoDB

MongoDB

MongoDB

MongoDB

MongoDB

MongoDB

MongoDB

MongoDB

MongoDB

MongoDB

MongoDB

MongoDB

MongoDB

MongoDB

MongoDB

MongoDB

MongoDB

MongoDB

MongoDB

MongoDB

MongoDB

MongoDB

MongoDB DataBases

MongoDB DataBases

KPI

True

True

False

False

True

True

False

False

False

False

False

False

True

False

False

False

True

True

False

False

False

False

False

False

False

True
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Table 4-44. MongoDB Metrics (continued)

Metric Name

UTILIZATION|Data Indexes

UTILIZATION|Data Size Stats

UTILIZATION|Average Object Size
stats

UTILIZATION|Num Extents Stats

Riak Metrics

Category

MongoDB DataBases

MongoDB DataBases

MongoDB DataBases

MongoDB DataBases

Metrics are collected for the Riak application service.

Table 4-45. Riak Metrics

Metric Name

UTILIZATION|CPU Average
UTILIZATION|IMemory Processes
UTILIZATION|Memory Total
UTILIZATION|Node GETs
UTILIZATION|Node GETs Total
UTILIZATION|Node PUTs
UTILIZATION|Node PUTs Total
UTILIZATIONIPBC Active
UTILIZATION|PBC Connects
UTILIZATION|Read Repairs
UTILIZATIONIVNODE Index Reads

UTILIZATION|VNODE Index Writes

NTPD Metrics

Metrics are collected for the NTPD application service.

Table 4-46. NTPD Metrics

Metric Name

ntpd |delay
ntpd | jitter
ntpd | offset

ntpd | poll

VMware, Inc.

Category

Riak KV

Riak KV

Riak KV

Riak KV

Riak KV

Riak KV

Riak KV

Riak KV

Riak KV

Riak KV

Riak KV

Riak KV

Category

Network Time Protocol

Network Time Protocol

Network Time Protocol

Network Time Protocol

KPI

False

True

False

False

KPI

False

False

False

True

False

True

False

True

True

True

True

True

KPI

True

True

True

False
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Table 4-46. NTPD Metrics (continued)

Metric Name

ntpd | reach

ntpd | when

WebSphere Metrics

Metrics are collected for the WebSphere application service.

Category

Network Time Protocol

Network Time Protocol

Table 4-47. WebSphere Metrics

Metric Name

Thread Pool|Active Count|
Current

Thread Pool|Active Count]|
High
Thread Pool|Active Count]|

Low

Thread Pool|Active Count]|
Lower

Thread Pool|Active Count|
Upper

JDBC|Close Count
JDBC|Create Count

JDBC|JDBC Pool Size|
Average

JDBCI|JDBC Pool Sizel
Current

JDBCI|JDBC Pool Sizel
Lower

JDBC|JDBC Pool Size|
Upper

Garbage
Collection<InstanceName>|
Total Collection Count

Garbage
Collection<InstanceName>|
Total Collection Time

JVM Memory|Heap
Memory Usage|Committed
Memory

JVM Memory|Heap
Memory Usagellnitial
Memory
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Category

Thread Pool

Thread Pool

Thread Pool

Thread Pool

Thread Pool

JDBC

JDBC

JDBC

JDBC

JDBC

JDBC

WebSphere

WebSphere

WebSphere

WebSphere

KPI

True

False

KPI

False

False

False

False

False

False

False

False

False

False

False

False

False

False

False

279



VvRealize Operations Manager 8.2 Help

Table 4-47. WebSphere Metrics (continued)

Metric Name

JVM Memory|Heap
Memory Usage|Maximum
Memory

JVM Memory|Heap
Memory Usage|Used
Memory

JVM Memory|Non Heap
Memory Usage|Committed
Memory

JVM Memory|Non Heap
Memory Usagellnitial
Memory

JVM Memory|Non Heap
Memory Usage|Maximum
Memory

JVM Memory|Non Heap
Memory Usage|Used
Memory

JVM Memory|Number of
Object Pending Finalization
Count

JVM Memory|
Pool<InstanceName>|Peak
Usage|Committed Memory

JVM Memory|
Pool<InstanceName>|Peak
Usagellnitial Memory

JVM Memory|
Pool<InstanceName>|Peak
Usage|Maximum Memory

JVM Memory|
Pool<InstanceName>|Peak
Usagel|Used Memory

JVM Memory]|
Pool<InstanceName>|
Usage|Committed Memory

JVM Memory]|
Pool<InstanceName>|
Usagellnitial Memory

JVM Memory]|
Pool<InstanceName>|
Usage|Maximum Memory
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Category

WebSphere

WebSphere

WebSphere

WebSphere

WebSphere

WebSphere

WebSphere

WebSphere

WebSphere

WebSphere

WebSphere

WebSphere

WebSphere

WebSphere

KPI

False

False

False

False

False

False

False

False

False

False

False

False

False

False
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Table 4-47. WebSphere Metrics (continued)

Metric Name Category

JVM Memory| WebSphere

Pool<InstanceName>|
Usage|Used Memory

Process Cpu Load WebSphere
System Cpu Load WebSphere
System Load Average WebSphere

Java Application Metrics

Metrics are collected for the Java application service.

Table 4-48. Java Application Metrics

Metric Name

Buffer Pool<InstanceName>|Count

Buffer Pool<InstanceName>|Memory

Used

Buffer Pool<InstanceName>|Total
Capacity

Class Loading|Loaded Class Count
Class Loading|Total Loaded Class
Count

Class Loading|Unloaded Class Count
Garbage Collection<InstanceName>|
Total Collection Count

Garbage Collection<InstanceName>|
Total Collection Time

JVM Memory|Heap Memory Usage|
Committed Memory

JVM Memory|Heap Memory Usagel|
Initial Memory

JVM Memory|Heap Memory Usagel|
Maximum Memory

JVM Memory|Heap Memory Usagel|
Used Memory

JVM Memory|JVM Memory
Pool<InstanceName>|Peak Usage|
Committed Memory

JVM Memory|JVM Memory
Pool<InstanceName>|Peak Usage|
Initial Memory
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Category

Java Application

Java Application

Java Application

Java Application

Java Application

Java Application

Java Application

Java Application

Java Application

Java Application

Java Application

Java Application

Java Application

Java Application

KPI

False

False

False

True

False

False

False

False

False

False

False

False

False

False

KPI

False

False

False

False
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Table 4-48. Java Application Metrics (continued)

Metric Name

JVM Memory|JVM Memory

Pool<InstanceName>|Peak Usage]|

Maximum Memory

JVM Memory|JVM Memory

Pool<InstanceName>|Peak Usagel|

Used Memory

JVM Memory|JVM

Memory Pool<InstanceName>|Usagel|

Committed Memory

JVM Memory|JVM Memory

Pool<InstanceName>|UsagelInitial

Memory

JVM Memory|JVM

Memory Pool<InstanceName>|Usagel|

Maximum Memory

JVM Memory|JVM Memory
Pool<InstanceName>|Usage|Used
Memory

JVM Memory|Non Heap Memory
Usage|Committed Memory

JVM Memory|Non Heap Memory
Usagellnitial Memory

JVM Memory|Non Heap Memory
Usage|Maximum Memory

JVM Memory|Non Heap Memory
Usage|Used Memory

JVM Memory|Object Pending
Finalization Count

Uptime
Threading|Thread Count
Process CPU Usage %
System CPU Usage %

System Load Average %

Remote Check Metrics

Metrics are collected for object types such as HTTP, ICMP, TCP, and UDP.

HTTP Metrics

Category

Java Application

Java Application

Java Application

Java Application

Java Application

Java Application

Java Application

Java Application

Java Application

Java Application

Java Application

Java Application

Java Application

Java Application

Java Application

Java Application

KPI

False

False

False

False

False

False

False

False

False

False

False

True

True

False

False

False

vRealize Operations Manager discovers metrics for HTTP remote checks.

HTTP Metrics
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Table 4-49. HTTP Metrics

Metric Name KPI

Availability False

Response Code False

Response Time True

Result Code False
ICMP Metrics

VRealize Operations Manager discovers metrics for the ICMP object type.

Table 4-50. ICMP Metrics

Metric Name KPI

Availability False
Average Response Time True
Packet Loss (%) False
Packets Received False
Packets Transmitted False
Result Code False

TCP Metrics

vRealize Operations Manager discovers metrics for the TCP object type.

Table 4-51. TCP Metrics

Metric Name KPI

Availability False

Response Time True

Result Code False
UDP Metrics

vRealize Operations Manager discovers metrics for the UDP object type.

Table 4-52. UDP Metrics

Metric Name KPI

Availability False
Response Time True
Result Code False
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Troubleshooting

Troubleshooting the Configuration of vRealize Application Remote Collector

vRealize Application Remote Collector Configuration Fails
An error occurs when you add a vCenter Server while configuring the vRealize Application Remote
Collector.

Problem

Configuration of vRealize Application Remote Collector fails with the following error:

Unable to establish a valid connection to the target system.
Wait for response of Task ‘Test connection’ is timed out for collector
‘vRealize Operations Manager Collector-Master’.

Solution

¢ Enable the relevant ports.

¢ Ensure that vRealize Operations Manager and vRealize Application Remote Collector have the
NTP synced.

Error in Password
An error occurs when a colon character is added to the password while deploying vRealize
Application Remote Collector.

Problem

Configuration of vRealize Application Remote Collector fails with the following error:

Unable to establish a valid connection to the target system. An internal server error has
occurred. Please ensure that the Application Remote Collector is setup properly. For more
details, refer the troubleshooting section in Application Remote Collector product
document.

Solution

¢ Ensure that you do not use a colon character : inthe APT Admin User's Password text box
while deploying vRealize Application Remote Collector.

Troubleshooting Agent Installation

Agent Install Failure Because of the vCenter Server User Permissions
Guest operation privileges are required to install agents on virtual machines.

Problem

Agent installation fails with the following error message if there are no guest operation privileges:

vCenter adapter user is missing either of the following guest operations privileges -

execute, modify, query
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Solution
1 Verify that you have configured a vCenter adapter.

2 The vCenter Server user account with which the vCenter adapter is configured in vRealize
Operations Manager, should have the following permissions: Guest operation modifications,
Guest operation program execution, and Guest operation queries.

Agent Install Failure Because NTP is Not in Sync
If the actual time of the vRealize Application Remote Collector server is behind or ahead of the
current time, you might face configuration or installation failures.

Problem
m  Agent installation fails

m  Adapter configuration fails

Solution
¢ Ensure that you configure network time protocol settings, or

¢ Run the following command to update the time immediately from an NTP server: ntpdate

time.vmware.com

Ensure that you have stopped the ntpd service before you run the ntpdate command.

Note The system time takes about five minutes to sync with the NTP server time.

Agent Install Fails on a Linux End Point
Install of an agent on a Linux end point fails for a non-root user with a specific set of privileges.

Problem

Agent installation fails with the following error if the tty command is not added:

Bootstrap Failed for VM <VM ID> with error message:{ "status":"FAILED", "data":
[ { "status":"FAILED", "message":"Failed - install - passwordless sudo access is required for
the user <Install Username> on the command mkdir. [sudo: sorry, you must have a tty to run

sudo]", "stage":"0" } ], "currentstage":"0", "totalstages":"O0" }

Solution

¢ |If you get the error as stated above, verify that the following lines exist in /etc/sudoers.

1. root ALL=(ALL:ALL) ALL
2.Defaults:root !requiretty
3.Defaults:arcuser !requiretty

(1) can be omitted if password-less sudo is already enabled for the root user. (2) and (3) can be
omitted if your endpoint VMs are already configured to turn off requiretty.

Add these lines to /etc/sudoers, if you have not added them.
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¢ To solve other failures on Linux end points, ensure that /tmp mount point is mounted with the
exec mount option.

Agent Install on Windows Fails When UAC is Disabled
Problem

Install of the agent fails even when UAC is disabled.

Solution
¢ Todisable UAC (previously known as LUA) on Windows, complete the following steps:

a Inthe registry path
HKIM:\Software\Microsoft\Windows\CurrentVersion\Policies\System, set the
value for the key EnableLUA to 0.

b You must reboot the machine for the changes to take effect.

Agent Install Fails on Windows with a Permission Denied Error
In Windows, during bootstrap, when the Telegraf folder is renamed to ucp-telegraf, it can result

in a failure because of a permission error.
Problem

Sometimes, there are certain antiviruses running, which prevent the application from renaming or
modifying the directory or files. In such a situation, the following error message is displayed:

Install telegraf [unable to install telegraf due to system error : [WinError
5] Access is denied: 'C:\\VMware\\UCP\\ucp-telegraf']"}].
Solution

¢ Disable the antivirus and then proceed with bootstrapping.

Troubleshooting Plugin Related Failures

Unable to Activate a Plugin
Unable to activate a plugin with the same fields until the plugin configuration is deleted.

Problem

An error message is displayed in the user interface of vRealize Operations Manager that states the
following:

Failed to update resource: Resource with same key already exists

Solution

¢ Manually delete the existing plugin configuration and then continue with the activation of the
plugin. If the problem persists, delete the corresponding resource from the inventory.

Plugin Status Is Displayed as Unknown
The status of a few plugins is Unknown after vRealize Application Remote Collector and vRealize

Operations Manager are upgraded from 7.5 to 8.2 and 8.1t0 8.2.
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Problem

The Unknown icon is displayed with a gray icon against the plugin.

Solution

¢ Reactivate the plugin.

Troubleshooting Metric Collection

Troubleshoot Agent Installation and Metric Collection Issues
If the time settings between vRealize Application Remote Collector and vRealize Operations

Manager are not synchronized, you might face agent installation and metric collection issues.
Eventually, you might not see any metrics in the vRealize Operations Manager dashboards.

Problem
You might notice the following issues in vRealize Operations Manager:
m  You cannot add vRealize Application Remote Collector to vRealize Operations Manager

m  You cannot install an agent in the Windows and Linux target VMs.

Cause
Time synchronization is a prerequisite of the TLS/SSO communication between client and server.

If the vRealize Operations Manager and vRealize Application Remote Collector are not time
synchronized, the test connection fails while configuring vRealize Application Remote Collector
in vRealize Operations Manager.

If the Windows and Linux target VMs are not time synchronized with vRealize Operations
Manager, communication between vRealize Application Remote Collector and agents will break
after installing the agents. Hence monitored metrics are not sent to vRealize Operations Manager.
Alternatively, stop and restart the agent to resolve this issue.

Solution

1 Check the vRealize Operations Manager support bundle in the following path: COLLECTOR/
adapters/APPOSUCPAdapter/ for errors.

2 Check the vRealize Application Remote Collector support bundle, ucpapi.log, for errors.

3 Ensure time synchronization between vRealize Application Remote Collector, vRealize
Operations Manager and the Windows and Linux target VMs.

4 To start and restart the agent, see Additional Operations from the Manage Agents Tab.

Troubleshooting Upgrade

You might see error messages, or inconsistent status icons in vRealize Operations Manager if
you do not upgrade to the compatible versions of vRealize Operations Manager and vRealize
Application Remote Collector.
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Problem

VRealize Application Remote Collector Ul Problems

m  You cannot update your endpoint VM to have the latest vRealize Application Remote
Collector agent.

m If you bootstrap/re-bootstrap a VM after upgrading vRealize Application Remote Collector
you cannot activate the newly discovered application. You see an error message if you try
to activate it.

Manage vRealize Application Remote Collector Ul Problems

m  You can see an option to update the endpoint agent but you are unable to perform the
update.

m  Services supported in the latest versions of vRealize Application Remote Collector cannot
be discovered.

Cause

The first set of problems occurs because vRealize Application Remote Collector is upgraded to the
latest version, but vRealize Operations Manager is an old version.

The second set of problems occurs because vRealize Operations Manager is upgraded to the
latest version, but vRealize Application Remote Collector is in version 1.x.

Solution

¢ Upgrade to the compatible versions of vRealize Operations Manager and vRealize Application
Remote Collector.

Note For more troubleshooting steps, see Troubleshooting Agent Installation.
Troubleshooting Content Upgrade

Problem
Content upgrade for an end point fails with the following error:

Timeout Error. Please retry the action after some time.

Cause

Sometimes content upgrade for an end point fails because of a timeout in the vRealize Application
Remote Collector.

Solution

¢ Retrigger content upgrade for the end point to resolve the issue.
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Troubleshooting Using Support Bundles

Download the support bundles from the virtual machines where you deployed vRealize
Application Remote Collector. Support bundles are required to troubleshoot problems related

to application monitoring. For Linux and Windows end point VMs, run the specified command and
access the support bundle.

For vRealize Application Remote Collector

1 Access the VAMI page by entering https://<vRealize Application Remote Collector
hostname>:5480

2 Log in with root credentials.
3 Click the Support Bundle tab. Click the Generate Logs for VA button.
VRealize Application Remote Collector creates the support bundles which you can download.
For End Point VMs
1 Loginto the end point.
2 Run the following commands based on the end point VM's operating system type:

For Linux End Point VMs

/opt/vmware/ucp/ucp-minion/bin/ucp-minion.sh --config /opt/vmware/ucp/salt-minion/etc/salt/

grains --action gen support bundle --log level INFO

The support bundle is generated and placed as a ZIP file in the /opt/vmware/ucp/support-
bundle-endpoints/ directory.

For Windows End Point VMs

C:\VMware\UCP\ucp-minion\bin\ucp-minion.bat --config C:\VMware\UCP\salt\conf\grains --
action gen support bundle --log level INFO

The support bundle is generated and placed as a ZIP file in the $SystemDrive%
\VMware\UCP\support-bundle-endpoints\ directory.

Service Discovery

Service discovery helps you discover services running in each VM and then builds a relationship
or dependency between the services from different VMs. You can view basic metrics based on the
services you want to monitor. You can also use the service discovery dashboards to monitor the
services.

Service discovery helps you determine the kind of services running on each VM in your
environment. You can find out which VM is a part of a service, the impact of shutting down or
moving a VM, the impact of an incident, and the right escalation path for a problem. You can also
determine which VMs are used to migrate a service and which services are impacted by a planned
outage on a VM or an infrastructure component.

Licensing

VMware, Inc. 289



VvRealize Operations Manager 8.2 Help

You can discover and monitor services using vRealize Operations Manager Advanced and
Enterprise editions.

To discover and monitor services, follow these steps in vRealize Operations Manager:

m  Configure Service Discovery. For more information, see Configure Service Discovery.

m  Manage Services. For more information, see Manage Services .

m  Monitor services using dashboards. For more information, see Service Discovery Dashboards.

m  View the services discovered. For more information, see Discovered Services.

Supported Platforms and Products for Service Discovery

Service discovery supports specific platforms and product versions.

You can either provide guest operating system credentials with appropriate privileges or use the
credential-less approach to discover services.

Supported Product Versions for Credential-Based Service Discovery

m  For ESXi, vCenter Server, and VMware Cloud on AWS versions, see the VMware Product
Interoperability Matrix.

m VMware Tools: For details, see KB 75122.

Supported Product Versions and Other Pre-Requisites for Credential-Less Service Discovery

For information, see KB 78216.

Operating System Versions

Operating Systems Version
Windows Windows 7, Windows Server 2008/R2, and above.
Linux Photon, RHEL, CentOS, SUSE Linux Enterprise Server,

OEL, and Ubuntu (all Linux operating systems must be
based on kernel version 2.6.25 or above).

Supported Services

Service discovery supports several services that are supported in vRealize Operations Manager.
The supported services are listed here.

Supported Services:
m  Active Directory
m  Apache HTTP

m  Apache Tomcat

m DB2

m  Exchange Client Access Server
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m  Exchange Edge Transport Server

m  Exchange Hub Transport Server

m  Exchange Mailbox Server

m  Exchange Server

m  Exchange Unified Messaging Server
= GemFire

s |IS

m  JBoss

= MSSQLDB

= MySQL DB
= Nginx

m  Oracle DB
= RabbitMQ

m  SharePoint

m  SharePoint Application Server

m  SharePoint Server

m  SharePoint Web Server

m SRM vCenter Replication Management Server
m  SRM vCenter Replication Server

m  Sybase DB

m  Pivotal tc Server

m  vCenter Site Recovery Manager Server
s vCloud Director

= VMware vCenter

s VMware vCenter (Appliance)

= VMware View Server

m  VRealize Operations Analytics

m  VRealize Operations Collector

m  VRealize Operations GemFire

m  VRealize Operations Postgres Data

m  VRealize Operations Postgres Repl

m  VRealize Operations Ul
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s WebLogic
m  WebSphere

Configure Service Discovery

To discover services and their relationships and to access basic monitoring, you can either provide
guest operating system credentials with appropriate privileges or use the credential-less approach
to discover services.

Prerequisites

m  You must have a vCenter Adapter instance configured and monitoring the same vCenter
Server that is used to discover services. The configured vCenter Server user must have the
following privileges:

m  Guest operation alias modification
m  Guest operation alias query

m  Guest operation modifications

m  Guest operation program execution
m  Guest operation queries

= Manage service configurations

= Modify service configuration

= Query service configuration

m  Read service configuration

m  The ESXi instance that hosts the VMs where services should be discovered, must have HTTPS
access to port 443 from the collector node on which the service discovery adapter instance is
configured.

m  Verify that the following types of commands and utilities are used:

Type Commands and Utilities

UNIX Operating Systems

Service Discovery ps, netstat, and top

Performance Metrics Collection : awk, csh, ps, pgrep, and procfs (file system)
Windows Operating Systems

Service Discovery wmic and netstat

Performance Metrics Collection wimic, typeperf, and tasklist
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Note

User Access Restrictions

For Linux operating systems, ensure that the user is a root or member of the sudo users
group.

Note For non-root users, the NoPASSWD option must be enabled in /etc/sudoers file to
avoid the metrics collector scripts from waiting for the interactive password input.

Steps to enable the NopaAsswWD option for a particular sudo user:

1 Login to the specific VM as a root user.
2 Runthe sudo visudo command that opens an editor.

3 Inthe command section, add username ALL=(ALL) NOPASSWD:ALL. username must be
replaced with an existing user name for which this option is enabled.

4 Save the file and close it. It is automatically reloaded.

To discover services on Windows, the local administrator account must be configured.

Note Services will not be discovered for administrator group members

that are different from the administrator account itself if the policy setting

User Account Control: Run all administrators in Admin Approval Mode is turned on.
As a workaround, you can turn off this policy setting to discover services. However, if you
turn the policy setting off, the security of the operating system is reduced.

To discover services on Windows Active Directory, the domain administrator account must
be configured.

The system clock must be synchronized between the vRealize Operations Manager nodes,

the vCenter Server, and the VM if service discovery is working in credential-based mode and

guest alias mapping is used for authentication.

The configured user must have read and write privileges to the temp directory. For Windows
systems, the path can be taken from the environment variable TEMP. For Linux systems, it
is /tmp and/or /var/tmp.

For more information about supported platforms and versions, see Supported Platforms and

Products for Service Discovery.

If more than one vRealize Operations Manager instance is monitoring the same vCenter

Server and service discovery is enabled for those vRealize Operations Manager instances, then
service discovery might be unstable, which is a known VMware Tools problem. As a result, guest
operations might fail to execute.

Procedure

1

In the menu, select Home and then select Manage Applications > Discover Services from the
left panel.

2 From the Discover Services page, click the Configure Service Discovery option.
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3 From the Cloud Accounts page, click the vCenter Server instance from the list and then select
the Service Discovery tab.

4 To enable service discovery in this vCenter Server, enable the Service Discovery option.
5 You can choose to add credentials by selecting the Use alternate credentials check box.

a Click the plus sign and enter the details in the Manage Credentials dialog box, which
include a credential name and a vCenter user name and password. In addition, enter the
user name and password for Windows, Linux, and SRM and click OK.

6 Alternatively, if you are using the default user name and password, enter a default user name
and password for Windows, Linux, and SRM.

7 Enter a password for the guest user mapping.

8 You can also enable grouping of the application and the creation of a business application.
9 Click Save.

10 Edit the cloud account created for service discovery.

11 In the Advanced Settings section, to configure credential-less service discovery, select
Enabled from the Credential-less service discovery status field.

What to do next

You can manage services supported by vRealize Operations Manager on specific VMs.

Manage Services

You can manage services supported by vRealize Operations Manager on the specific VMs.

Where You Manage Services

In the menu, select Administration and then select Inventory from the left panel. Select the
Manage Services tab from the right pane. You can also navigate to the Manage Services tab by
selecting Home, and then select Manage Applications > Discover Services from the left pane.
Select the Manage Services option from the Discover Services page.

You can view specific details from the options in the data grid.

Table 4-53. Datagrid Options

Options Description

VM Name Name of the VM.

Operating System Operating system installed on the VM.

Services Discovered Displays the names of discovered services or None, if

services are not discovered on the VM.

Service Monitoring Displays the current value of the VM's service monitoring
setting. If set, services are discovered and service
performance metrics are calculated every 5 minutes.
Otherwise, service discovery is performed every 24 hours.
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Table 4-53. Datagrid Options (continued)

Options

Authentications Status

Power State

Collection State

Collection Status

vCenter Name

Table 4-54. Toolbar Options

Options

Actions

Open in external application

Provide Password

VMware, Inc.

Description

VM authentication status for service discovery. The
possible values are:

m Unknown
Failed
Guest Alias

Common Credentials

Credential-less

Power status of the VMs. The possible values are:
m  Powered On
m  Powered Off
m  Suspended
[

Unknown

Displays the collection state of an adapter instance of each
object. You can see the name of the adapter instance and
its state in a tool tip when you point to the collection state
icon. To manage an adapter instance to start and stop
collection of data, in the menu, click Administration, and
then in the left pane click Inventory.

Displays the collection status of the adapter instance of
each object. You can see the name of the adapter instance
and its status in a tool tip when you point to the collection
status icon. To manage an adapter instance to start and
stop collection of data, in the menu, click Administration,
and then in the left pane click Inventory.

You can view a message for VMs with a failed

authentication status in a tool tip when you point to the
collection status icon.

Name of the vCenter Adapter instance to which that VM
resource belongs.

Description

Displays a list of actions. For more information, see List of
VRealize Operations Manager Actions.

If an adapter includes the ability to link to another
application for information about the object, click the
button to access a link to the application.

Select VMs from the list and click Provide Password to
provide a user name and password for the selected VMs to
discover the services.
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Table 4-54. Toolbar Options (continued)

Options Description

Enable Service Monitoring Select VMs from the list and click Enable Service
Monitoring to enable frequent service discovery and
service performance metrics calculation (every 5 minutes).

Note Selecting too many VMs will potentially result in
vCenter Server degradation which is a known issue.

Disable Service Monitoring Select VMs from the list and click Disable Service
Monitoring to disable frequent service discovery and
service performance metrics calculation. Service discovery
defaults to the 24-hour cycle.

Clear Selections Clears all VM object selections.

Select All Selects all VM objects.

Show Detail Navigates to the Summary tab for the selected VM.
Page Size The number of objects to list per page.

All Filters You can search through the list of VMs according to the

following criteria: VM Name, Operating System, Power
State, Status, and Service.

Discovered Services

You can view discovered services, the number of VMs on which each discovered service is
running, and you can configure service discovery.

Where You View the Discovered Services
From the menu, select Home, and then from the left pane select Discover Services.
Discovered Services

You see a list of services that are discovered and the number of VMs that have the services
running. You see this section after you have configured Service Discovery and the services are
discovered.

Known Services
You see a list of all the services supported and those that can be discovered.
Whitelisted Services

You can configure a service by clicking Configure Whitelist, and adding a process name, port, and
display name in the Whitelist Service dialog box.

The process name must exactly match the name that you see in the guest OS when running
commands ps in Linux and wmic in Windows. Specify a single port for each service.
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Service Discovery Metrics

Service discovery discovers metrics for several objects. It also discovers CPU and memory metrics
for discovered services.

Virtual Machine Metrics

Service Discovery discovers metrics for virtual machines.
Table 4-55. Virtual Machine Metrics

Metric Name Description

Guest OS Services|Total Number of Services Number of out-of-the-box and user-defined services
discovered in the VM.

Guest OS Services|Number of User Defined Services Number of user-defined services discovered in the VM.
Guest OS Services|Number of OOTB Services Number of out-of-the-box services discovered in the VM.
Guest OS Services|Number of Outgoing Connections Number of outgoing connection counts from the

discovered services.

Guest OS Services|Number of Incoming Connections Number of incoming connection counts to the discovered
services.

Service Summary Metrics

Service discovery discovers summary metrics for the service object. The object is a single service
object.

Table 4-56. Service Summary Metrics

Metric Name Description

Summaryllncoming Connections Count Number of incoming connections.
Summary|Outgoing Connections Count Number of outgoing connections.
Summary|Connections Count Number of incoming and outgoing connections.
Summary|Pid Process ID.

Service Performance Metrics

Service discovery discovers performance metrics for the service object. The object is a single
service object.

Table 4-57. Service Performance Metrics

Metric Name Description
Performance metrics group|CPU CPU usage in percentage.
Performance metrics grouplMemory Memory usage in KB.
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Table 4-57. Service Performance Metrics (continued)

Metric Name Description
Performance metrics groupllO Read Throughput 10 read throughput in KBps.
Performance metrics group|IO Write Throughput 10 write throughput in KBps.

Service Type Metrics
Service discovery discovers metrics for service type objects.

Table 4-58. Service Type Metrics

Metric Name Description
Number of instances Number of instances of this service type.
Log Insight

When vRealize Operations Manager is integrated with Log Insight, you can view the Log Insight
page, the Troubleshoot with Logs dashboard, and the Logs tab. You can search for log messages
and collect and analyze log feeds. You can view log-related metrics for troubleshooting. You can
also dynamically extract fields from log messages based on customized queries.

Log Insight Page

When vRealize Operations Manager is integrated with vRealize Log Insight, you can search and
filter log events. From the Interactive Analytics tab in the Log Insight page, you can create queries
to extract events based on timestamp, text, source, and fields in log events . vRealize Log Insight
presents charts of the query results.

To access the Log Insight page from vRealize Operations Manager, you must either:
m  Configure the vRealize Log Insight adapter from the vRealize Operations Manager interface, or
m  Configure vRealize Operations Manager in vRealize Log Insight.

For more information about configuring, see Configuring vRealize Log Insight with vRealize
Operations Manager.

For information about vRealize Log Insight interactive analytics, see the vRealize Log Insight
documentation.
Logs Tab

When vRealize Operations Manager is integrated with vRealize Log Insight, you can view the logs
for a selected object from the Logs tab. You can troubleshoot a problem in your environment by
correlating the information in the logs with the metrics. You can then most likely determine the
root cause of the problem.
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How the Logs Tab Works

By default, the Logs tab displays different event types for the last hour. For vSphere objects, the
logs are filtered to show the event types for the specific object you select. For more information on
the different filtering and querying capabilities, see the vRealize Log Insight documentation.

Where You Find the Logs Tab

In the menu, select Environment and then from the left pane select an inventory object. Click the
Logs tab. To view the Logs tab, you have to configure vRealize Operations Manager in vRealize
Log Insight. For more information, see Configuring vRealize Log Insight with vRealize Operations
Manager.

After integrating vRealize Operations Manager with vRealize Log Insight, refresh the browser to
see the Logs tab.

Configuring vRealize Log Insight with vRealize Operations Manager

To use the Log Insight page, the Troubleshoot with Logs dashboard, and Logs tab in vRealize

Operations Manager, you must configure vRealize Log Insight with vRealize Operations Manager.

Configuring the vRealize Log Insight Adapter in vRealize Operations Manager

To access the Log Insight page and the Troubleshoot with Logs dashboard from vRealize
Operations Manager, you must configure the vRealize Log Insight adapter in vRealize Operations
Manager.

You can integrate only one vRealize Log Insight instance.
Prerequisites
m  Verify that vRealize Log Insight and vRealize Operations Manager are installed.

m  Verify that you know the IP address or FQDN of the vRealize Log Insight instance you have
installed.

Procedure

1 Inthe menu, select Administration, and then from the left pane, select Management >
Integrations.

2 From the Integrations page, click VMware vRealize Log Insight.
3 Inthe VMware vRealize Log Insight page complete the following steps:

m  Enter the IP address or FQDN in the Log Insight server text box of the vRealize Log
Insight you have installed and want to integrate with.

m  Select the collector group from the Collectors/Groups drop-down menu.
m  Click Test Connection to verify that the connection is successful.

m  Click Save.
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4  From the vRealize Operations Manager Home page, click Troubleshoot > Using Logs from
the left pane. If you see a statement at the bottom of the page, click the link and accept the
certificate exception in vRealize Log Insight or contact your IT support for more information.

5 From the vRealize Operations Manager Home page, click Troubleshoot > Using Logs from the
left pane and enter the user name and password of the vRealize Log Insight instance you have
installed.

Configuring vRealize Operations Manager in vRealize Log Insight
You configure vRealize Operations Manager in vRealize Log Insight in the following scenarios:
m  To access the Logs tab in vRealize Operations Manager.

m  To access the Troubleshoot with Logs dashboard and the Log Insight page from vRealize
Operations Manager.

Prerequisites
m  Verify that vRealize Log Insight and vRealize Operations Manager are installed.

m  Verify that you know the IP address, hostname, and password of the vRealize Operations
Manager instance you want to integrate with.

Procedure

1 From the Administration page of vRealize Log Insight, click vRealize Operations from the left
pane. You see the vRealize Operations Integration pane.

2 Inthe Hostname text box, enter the IP address or FQDN of the vRealize Operations Manager

instance you want to integrate with.

Note If you are using a load balancer, use its IP address or FQDN as a hostname value.

3 Inthe Username and Password text boxes, enter the user name and password of the vRealize
Operations Manager instance you want to integrate with.

4  Select the relevant check boxes according to your preference:
m  To send alerts to vRealize Operations Manager, select Enable alerts integration.

m  To let vRealize Operations Manager open Log Insight and query for object logs, select
Enable launch in context.

m To calculate and send metrics to vRealize Operations Manager, select Enable metric
calculation.

5 Click Test Connection to verify that the connection is successful and accept the certificate if it
is untrusted.

6 Click Save.

You can now view the log details for an object in vRealize Operations Manager.
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Log Forwarding

For troubleshooting in the product Ul, you can send the logs to an external log server or a vRealize

Log Insight server.

If you have configured log forwarding from Administration > Support > Logs in earlier versions
of vRealize Operations Manager, VMware recommends that you reconfigure in this version of

VvRealize Operations Manager.

Where You Find the Log Forwarding Page

In the menu, select Administration and then from the left pane select Management > Log

Forwarding.
Table 4-59. Log Forwarding Page Options

Options

Self-monitoring logging configuration

Forwarded Logs

Log Insight Servers

Host

Protocol

Port

Use SSL

VMware, Inc.

Description

Forwards the logs to an external log server.

You can select the set of logs you want to forward to the
external log server or the vRealize Log Insight server.

You can select an available vRealize Log Insight server IP.
If there is no available vRealize Log Insight server IP, select
Other from the drop-down menu and manually enter the
configuration details.

IP address of the external log server where logs have to be
forwarded.

You can select either cfapi or syslog from the drop-down
menu to send event logging messages.

The default port value depends on whether or not SSL
has been set up for each protocol. The following are the
possible default port values:

Protocol SSL Default Port
cfapi No 9000

cfapi Yes 9543

syslog No 514

syslog Yes 6514

Allows the vRealize Log Insight agent to send data
securely.
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Table 4-59. Log Forwarding Page Options (continued)

Options Description

Path to Certificate Authority File You can enter the path to the trusted root
certificates bundle file. If you do not enter a
certificate path, the vRealize Log Insight Windows
agent uses system root certificates and the vRealize
Log Insight Linux agent attempts to load trusted
certificates from /etc/pki/tls/certs/ca-bundle.crt

or /etc/ssl/certs/ca-certificates.crt.

Cluster Name Displays the name of the cluster. You can edit this field.

Modifying Existing Log Types

If you manually modified the existing entries or logs sections and then modify the log forwarding
settings from vRealize Operations Manager, you lose the changes that you made.

The following server entries are overwritten by the vRealize Operations Manager log forwarding
settings.

port
proto
hostname
ssl
reconnect

ssl_ca_path

The following [common | global] tags are being added or overwritten by the vRealize
Operations Manager log forwarding settings.

vmw_vVr_ops_appname
vmw_vr_ops_clustername
vmw_vr_ops_clusterrole
vmw_vr_ops_hostname

vmw_vr_ops_nodename

Note Cluster role changes do not change the value of the vmw_vr ops clusterrole tag. You can
either manually modify or ignore it.
Business Management

SDDC costing is out-of-the box with vRealize Operations Manager . There is no integration
required with vRealize Business for Cloud.

Cost Settings for Financial Accounting Model

You can configure Server Hardware cost driver and resource utilization parameters to calculate
the accurate cost and improve the efficiency of your environment.
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Cost Drivers analyzes the resources and the performance of your virtual environment. Based

on the values you define, Cost Drivers can identify reclamation opportunities and can provide

recommendations to reduce wastage of resources and cost.

Configuring Depreciation Preferences

To compute the amortized cost of the Server Hardware cost driver, you can configure the
depreciation method and the depreciation period. Cost Drivers supports two yearly depreciation
methods and you can set the depreciation period from two to seven years.

Note Cost Drivers calculates the yearly depreciation values and then divides the value by 12 to

arrive at the monthly depreciation.

Method

Straight line

Max of Double or

Straight

Calculation

Yearly straight line depreciation = [(original cost - accumulated depreciation) / number

of remaining depreciation years]

Yearly max of Double or Straight = Maximum (yearly depreciation of double declining

balance method, yearly depreciation of straight line method)

Yearly depreciation of double declining method= [ (original cost - accumulated

depreciation) * depreciation rate].

Depreciation rate = 2 / number of depreciation years.

Note Double declining depreciation for the last year = original cost - accumulated

depreciation

Example: Example for Straight Line Depreciation Method

Year

Year 1

Year 2

Year 3

Year 4

Year 5

Original Cost Accumulated Depreciation Straight Line Depreciation Cost

10000

10000

10000

10000

10000

VMware, Inc.

0

[(10000-0) /5] = 2000
2000 [(10000-2000) /4] = 2000
4000 [(10000-2000) /3] = 2000
6000 [(10000-2000) /2] = 2000
8000

[ (10000-2000) /1]

2000
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Example: Example for Max of Double and Straight Line Depreciation Method

Original Depreciation Accumulated

Year Cost Rate Depreciation Straight Line Depreciation Cost

Year1 10000 0.4 0 Maximum ([ (10000-0)*0.41, [ (10000-0) /51)
= Maximum (4000, 2000) = 4000
which is 333.33 per month.

Year2 10000 0.4 4000 Maximum ([ (10000-4000)*0.4], [ (10000-4000) /4])
= Maximum (2400, 1500) = 2400
which is 200 per month.

Year3 10000 0.4 6400 Maximum ([ (10000-6400)*0.4], [ (L0000-6400) /3])
= Maximum (1440, 1200) = 1440
which is 120 per month.

Year4 10000 0.4 7840 Maximum ([ (10000-7840)*0.4], [ (L0000-7840) /2])
= Maximum (864, 1080) = 1080
which is 90 per month.

Year5 10000 0.4 8920

Maximum ([ (10000-8920)*0.4], [ (10000-8920) /11])
= Maximum (432, 1080) = 1080

which is 90 per month.

Overview of Cost Drivers

Cost Drivers are the aspect that contributes to the expense of your business operations. Cost
drivers provide a link between a pool of costs. To provide a granular cost visibility and to track
your expenses of virtual machines accurately in a private cloud, vRealize Operations Manager has
identified eight key cost drivers. You can see the total projected expense on your private cloud
accounts for the current month and the trend of cost over time.

You can now set a total cost for the License, Labor, Network, Maintenance, and facilities cost
drivers in vRealize Operations Manager :

Note The total cost set by you is distributed across resources in the data center. For example, if
you set the total cost for the RHEL license, the cost is divided across all the hosts and VMs which
use the RHEL license.

According to the industry standard, vRealize Operations Manager maintains a reference cost for
these cost drivers. This reference cost helps you for calculating the cost of your setup, but might
not be accurate. For example, you might have received some special discounts during a bulk
purchase or you might have an ELA with VMware that might not match the socket-based pricing
available in the reference database. To get accurate values, you can modify the reference cost
of cost drivers in vRealize Operations Manager , which overrides the values in the reference
database. Based on your inputs, vRealize Operations Manager recalculates the total amount for
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the private cloud expenses. After you add a private cloud into vRealize Operations Manager ,
VRealize Operations Manager automatically discovers one or more vCenter Servers that are part
of your Private Cloud. In addition, it also retrieves the inventory details from each vCenter Server.
The details include:

m  Associated clusters: Count and names

m  ESXi hosts: Count, model, configuration, and so on.
m Datastores: Count, storage, type, capacity

= VMs: Count, OS type, tags, configuration, utilization

Based on these configuration and utilizations of inventory, and the available reference cost,
VRealize Operations Manager calculates the estimated monthly cost of each cost driver. The total
cost of your private cloud is the sum of all these cost driver expenses.

You can modify the expense of your data center. These costs can be in terms of the percentage
value or unit rate, and might not always be in terms of the overall cost. Based on your inputs, the
final amount of expense is calculated. If you do not provide inputs regarding expenses, the default
values are taken from the reference database.

You can see the projected cost of private cloud for the current month and the trend of total cost
over time. For all the expenses, cost drivers invRealize Operations Manager display the monthly
trend of the cost variations, the actual expense, and a chart that represents the actual expense and
the reference cost of the expense.

Note If the vCenter Server was added from more than six months, the trend displays the total
cost for the last six months only. Otherwise, the trend displays the total cost from the month the
vCenter Server was added into vRealize Operations Manager .

Table 4-60. Expense Types

Cost Drivers Description

Server The Server Hardware cost driver tracks all the expenses for purchasing of hardware servers that are
Hardware : part of vCenter Servers. You see the server cost based on CPU age and server cost details.
Traditional

Note You can now select an individual server from the server group and specify the unique cost for
each individual server.

Server The Server Hardware : Hyper-Converged cost driver, tracks the expenses associated with hyper
Hardware : converged infrastructure components. The Server Hardware : Hyper-Converged cost driver includes
Hyper- expenses for the Hyper Converged servers like vSAN enabled servers and vXRail. The expense
Converged provided is for both compute and storage.

Note The customizations that were performed for vVSAN server costing under Server Hardware :
Traditional in the earlier versions will not be carried forward to 7.5 as the vSAN enabled servers will fall
under Server Hardware : Hyper-Converged servers now.

Storage You can calculate the storage cost at the level of a datastore based on the tag category information
collected from vCenter Server. You see the storage total distribution based on category and the
uncategorized cost details.

Note The VSAN datastores are not displayed as part of this cost driver page.
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Table 4-60. Expense Types (continued)

Cost Drivers Description

License You see the licenses cost distribution for the operating systems cost and VMware license of your cloud
environment.

Note For Non-ESX physical servers, VMware license is not applicable.

Maintenance You see the maintenance cost distribution for the server hardware and operating system maintenance.
You can track your total expense with hardware and operating system vendors.

Labor You see the labor cost distribution for the servers, virtual infrastructure, and operating systems. You
can view the total administrative cost for managing physical servers, operating systems and virtual
machines. You can track all expenses spent on human resources to manage the datacenters.

Note
m  Labor cost includes expenses on backup appliance virtual machine (VDP virtual appliance).

m  For physical servers, operating system labor cost and servers labor costs are applicable, virtual
infrastructure cost is not considered.

Network You see the networks costs by NIC type. You can track a network expense based on different types
of NICs attached to the ESX server. You can view the total cost of physical network infrastructure that
includes the internet bandwidth, and is estimated by count and type of network ports on the ESXi
Servers.

Note For physical servers, the network details are not captured. So, the network cost is considered as
zero.

Facilities You see the cost distribution for the facilities such as real estate costs, such as rent or cost of data
center buildings, power, cooling, racks, and associated facility management labor cost. You can point
to the chart to see the cost details for each facility type.

Additional You can see the additional expenses such as backup and restore, high availability, management,
Cost licensing, VMware software licensing.

Application You can see the cost of different application services you are running in your environment compared
Cost to your overall expenses. Some examples of application cost are, cost of running SQL server cluster

and cost of running Antivirus on VMs.
You can select a data center to view the information specific to the data center.

Cloud Providers Overview

By default, you can see that Amazon Web Services (AWS), Google Cloud, IBM Cloud, and
Microsoft Azure are included in vRealize Operations Manager . You can also add your own cloud
provider by using a standard vRealize Operations Manager template.

You can configure the new cloud provider as per the standard vRealize Operations Manager
template and perform a migration scenario. The vRealize Operations Manager template contains
data points for vCPU, CPU, RAM, OS, region, plan term, location, and built-in instance storage,
you must provide these values when you add cloud providers. The result of the migration scenario
helps you assess the cost savings achieved using your cloud provider against the default cloud
providers.

You can edit the rate card for new cloud providers and default cloud providers. However, you
cannot delete the default cloud providers.
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Add Cloud Provider

You can use the Add Cloud Provider workspace to add or edit a cloud provider. You can edit the
cloud provider rate card for default cloud providers and the new cloud provider.

Procedure

1 Onthe menu, click Administration and in the left pane click Configuration > Cost Settings >
Cloud Providers.

You can also reach the Cloud Providers page from the Home Screen. In the Home
screen, navigate to Optimize Capacity > What-If Analysis > Plan Migration > Add Cloud
Providers. For more information, see What-If-Analysis - Migration Planning section in
vRealize Operations Manager help.

Click the Add Cloud icon.
Enter the Cloud Provider Name.
Select the cloud provider logo and click Upload Logo.

Click Next.

o u A W N

Click Download Template and specify the required values.

Note When you edit a cloud provider the Download Template link is replaced with Download
Existing Rate Card. You can update the existing rate card and upload the same.

7 Select the updated template and click Upload Rate Card.
8 Click Validate.

Note vRealize Operations Manager validates the rate card and reports success or failure. If
errors are reported, you can correct the errors and proceed further.

9 Click Finish.

Results

The new cloud provider is now part of the vRealize Operations Manager cloud provider list.

Billing Framework for Unmanaged Objects

You can remove objects which should not be monitored by vRealize Operations Manager using
the billing framework. The billing framework ensures that the license fee is not applicable to the
unmanaged objects which are moved to the maintenance state.

How To Manage Unmanaged Objects

To manage the unmanaged objects, you have to perform the following actions in vRealize
Operations Manager :

= Remove objects that should not be monitored.

= Move the unmonitored objects to maintenance state.
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m  Stop the data collection for the objects in maintenance mode.
m  Power off the virtual machines that are in maintenance mode.
Billing Support for Unmanaged Objects

When you remove specific objects from monitoring, vRealize Operations Manager moves these
objects to maintenance mode and stops billing for the objects. The billing framework ensures that
the costs related to licensing are not calculated for the following scenarios:

m  vSphere and Public cloud virtual machines are in maintenance mode.
m  vSphere and Public cloud virtual machines are in powered off state.
m  vSphere and Public cloud virtual machines have stopped data collection.

The licensing fee is not charged for the objects in maintenance mode, you can verify the same in
the next hourly billing cycle. You can navigate to Administrator > Inventory list, to view the list of
objects that are in maintenance mode.

Editing Cost Drivers

You can manually edit monthly cost of all the eight expense types from the current month
onwards.

The configuration used for cost drivers determines how vRealize Operations Manager calculates

and displays the cost.

Editing Server Hardware : Traditional

You can view, add, edit, or delete the cost of each server group, based on their configuration and
the purchase date of a batch server running in your cloud environment. You can also specify the
server cost for individual servers in a server group. After you update the server hardware cost,
cost drivers update the total monthly cost and average monthly cost for each server group.

Procedure
1 Click Administration and in the left pane click Configuration > Cost Settings.
2 Inthe Cost Drivers tab, click Server Hardware : Traditional.

Note You can customize the default value of cost per server and specify exclusive values for
other servers in the list.

For example, if you have a system that has eight servers you can modify the default reference
value from $1000 to $800 for eight servers. You can also select two servers from the list and
customize their value as $600. So, any new server that is added to the system will have the
default value as $800.

3 Select the required edit mode for changing the server hardware cost.

m  Edit for All Data centers - mode enables you to customize a single cost driver value for all
the data centers. Any customizations done for the Specific data center mode are lost.
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Edit for specific Data Center - mode enables you to customize different cost driver values
for different data centers. Any customizations done for All data centers mode are lost.

Note When you select Edit for specific data center as the edit mode, then the select data
center option is enabled. Select the data center from the drop-down menu

Click any server from the list of Server Group Description.

The cost drivers groups all server hardware from all data centers in your inventory based on
their hardware configuration.

Category Description

Server Group Description  Displays the name of the server in your inventory.

Number of Servers Displays the total number of servers of any particular hardware configuration in your
inventory.
Monthly Cost Displays the average monthly cost for server. This value is calculated as a weighted

average of prices of purchased and leased batches.

5 After selecting a server group, you can manually enter the required fields.

a

b

Enter the Purchase Type and Cost Per Server.

Note You can use the + ADD COST PER SERVER option to create multiple server batches
and set the cost for a specific server in a server group.

Click Save.

Editing Server Hardware: Hyper-Converged

You can view, add, edit, or delete the cost of Hyper converged Infrastructure (HCI) component in
your server group. You can specify the cost per server and compute percentage exclusively for the
HCI servers. After you update the server hardware cost, cost drivers update the total monthly cost
and average monthly cost for each server group.

Procedure

1

2

Click Administration and in the left pane click Configuration > Cost Settings.

In the Cost Drivers tab, click Server Hardware : Hyper-Converged.

Select the required edit mode for changing the server hardware cost.

Edit for All Data centers - mode enables you to customize a single cost driver value for all
the data centers. Any customizations done for the Specific data center mode are lost.

Edit for specific Data Center - mode enables you to customize different cost driver values

for different data centers. Any customizations done for All data centers mode are lost.

Note When you select Edit for specific data center as the edit mode, then the select data
center option is enabled. Select the data center from the drop-down menu
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4 Click any server from the list of Server Group Description.

The cost drivers groups all server hardware from all data centers in your inventory based on
their hardware configuration.

Category Description

Server Group Description  Displays the name of servers falling under vSAN clusters and vXrail servers in your

inventory.

Number of Servers Displays the total number of servers of any particular hardware configuration in your
inventory.

Monthly Cost Displays the average monthly cost for server. This value is calculated as a weighted

average of prices of purchased and leased batches.

Note You can edit the Compute Pct column to adjust the storage rate of the vSAN datastores.
You can use the same percentage to determine the cost.

5 After selecting a server group, you can manually enter the required fields.
a Enter Purchase Type, Cost Per Server, and Compute Percentage.

Note You can use the + ADD COST PER SERVER option to create multiple server batches
and to customize the cost per server.

b Click Save.

Edit Monthly Cost of Storage

The storage hardware is categorized according to the datastore tag category. You can edit the
monthly cost per storage GB for the datastores based on their storage category (using tags) and
storage type (NAS, SAN, Fiber Channel, or Block).

Prerequisites

To edit the cost based on the storage category, you must create tags and apply them to the
datastores on the vCenter Server user interface. For more information, see the VMware vSphere
Documentation.

Procedure

1 Click Administration and in the left pane click Configuration > Cost Settings.

2 Inthe Cost Drivers tab, click Storage.

3 (Optional) Select a tag category.

Assume that you have two tag categories (for example, Profile and Tiers) with three tags in
each category, you can select either Profile or Tiers from Tag Category to categorize the
datastores based on tags.
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Category

Edit Mode

Select Data
center

Tag Category

Datastores

Total Storage
(GB)

Monthly Cost Per
GB

Monthly Cost

4 Click Save.

Description

You can select the storage cost to be applicable for all the data centers or a specific data center.

m  Edit for All Data Centers mode enables you to customize a single cost driver value for all the
data centers. Any customizations done for the Specific data center mode are lost.

m  Edit for specific Data Center mode enables you to customize different cost driver values for
different data centers. Any customizations done for All data centers mode are lost.

You can select the data center for which you want to change the storage cost. This field is
applicable only for specific data centers.

m  Category displays the tag categories for datastores and also the tags associated with the
category.

Note If you perform fresh installation of vCenter Server 6.0, and not assign tags to the
datastores, cost drivers display the tag category for datastores as uncategorized.

Displays the total number of datastores for a specific category or type. You can click the datastore
value to see the list of datastores and its details such as monthly cost, total GB for each datastore.

Displays the total storage for a specific category or type.

Displays the monthly cost per GB for a specific category or type. You can edit this value for
defining the monthly cost per GB for datastores.

Displays the total monthly cost for a specific category or type.

Edit Monthly Cost of License

You can edit the total operating system licensing cost and VMware license cost of your cloud
environment. You can now set a total fixed cost for the license in vRealize Operations Manager .
The total license cost is divided across all the hosts present in the data center. You can edit the
license cost by either selecting the ELA charging policy or selecting the per socket value.

Procedure

1 Click Administration and in the left pane click Configuration > Cost Drivers.

2 Inthe Cost Drivers tab, click License.

3 Select the required edit mode for changing the license cost.

m  Edit for All Data centers - mode enables you to customize a single cost driver value for all
the data centers. Any customizations done for the Specific data center mode are lost.

m Edit for specific Data Center - mode enables you to customize different cost driver values
for different data centers. Any customizations done for All data centers mode are lost.

Note When you select Edit for specific data center as the edit mode, then the select data
center option is enabled. Select the data center from the drop-down menu

4 Click Save.

The Cost drivers display all the licenses in your cloud environment.
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Category Description

Name Displays the category of the operating system. If the operating system is not Windows or Linux, cost
drivers categorize the operating system under Other Operating Systems.

Note Two new cost components, Monthly cost of VMware vSAN Per Socket and Monthly cost of
VMware vVSAN SnS have been included for the vVSAN cost calculation. The default values for these
components are based on the reference database values.

The licensing cost for the Windows operating system falls under one of the following categories:
Per Core License, applicable for

m  Windows Server 2016

®  Windows Server 2019

Per Scoket License, applicable for
m Windows NT 4.0

®  Windows Server 2003

®  Windows Server 2008

®  Windows Server 2012

Per Instance License, applicable for
Windows XP

Windows Vista

Windows 98

Windows 95

Windows 8

Windows 7

Windows 3.1

Windows 2000

Windows 10

VMs Displays the number of virtual machines that are running on the specific operating system.
Sockets Displays the number of sockets on which the specific operating system is running.
Charged by Displays whether a cost is charged by socket or ELA.

Note The Charged By column can be edited to mention that the cost is charged by socket, core,
instance, or ELA.

Total Cost Displays the total cost of the specific operating system.

5 Click Save.

Results

According to your inputs, vRealize Operations Manager calculates and displays the total cost and

updates the Charged by column with the option that you have selected.
Customizing License Assignment
You can customize the licensing cost associated with your host using the custom license

assignment option. Based on your requirement you can add or delete different operating system
licenses to your host. With the custom license assignment option, you can increase or decrease
the licensing cost associated with your host.
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Procedure

1 Click Administration and in the left pane click Configuration > Cost Drivers.
2 Inthe Cost Drivers tab, click License.

3 Select the required edit mode for changing the monthly license cost.

m Edit for All Data centers - mode enables you to customize a single cost driver value for all
the data centers. Any customizations done for the Specific data center mode are lost.

m Edit for specific Data Center - mode enables you to customize different cost driver values

for different data centers. Any customizations done for All data centers mode are lost.

Note When you select Edit for specific data center as the edit mode, then the select data
center option is enabled. Select the data center from the drop-down menu

4 To customize the license cost for a specific server, click Customize License Assignment.
5 Select the host for which you want to customize the license cost and click Assign.
6 From the drop-down menu, select the operation system and click Ok.

The new operating system is listed under the Current Assignment column.

7 To remove an existing operating system from the host, under Current Assignment click X icon
next to the operating system.

The license cost of the removed operating system is reduced from the total cost.
8 Click Save.

9 Navigate to the Cost Calculation Status tab and click Run.

Results

The license cost is updated for the host, the * sign next to the host indicates that the license cost
for the host has changed.

Category Description

Server You can select the server for which you want to customize
the license cost.

Current Assignment Displays the current operating systems associated with the
host.

Default Assignment Displays the default operating systems associated with the
host.

Filter Filters the hosts based on the operating system type.

Reset Resets the license cost of the host to the default value.

Edit Monthly Cost of Maintenance

You can edit the monthly cost of maintaining your cloud environment. Maintenance cost is
categorized into hardware maintenance cost and operating system maintenance cost. Hardware
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maintenance cost is calculated as a percentage of the purchase cost of servers. Operating system
maintenance cost is calculated as a percentage of the Windows licensing costs. You can snow
specify a total fixed cost for maintenance in vRealize Operations Manager . The total maintenance
cost is divided across all the hosts present in the data center.

Procedure

1 Click Administration and in the left pane click Configuration > Cost Settings.
2 Inthe Cost Drivers tab, click Maintenance.

3 Select the required edit mode for changing the monthly maintenance cost.

m Edit for All Data centers - mode enables you to customize a single cost driver value for all
the data centers. Any customizations done for the Specific data center mode are lost.

m Edit for specific Data Center - mode enables you to customize different cost driver values

for different data centers. Any customizations done for All data centers mode are lost.

Note When you select Edit for specific data center as the edit mode, then the select data
center option is enabled. Select the data center from the drop-down menu

4 To customize the maintenance cost for a specific server, click Edit For Individual Servers.
5 Click +Add Cost Per Server.

6 From the Select Server’s for customization drop-down select the required server and click
Ok.

7 Specify the Server Hardware Percentage and OS Percentage and click Save.

View the change in maintenance cost after you have run the cost calculation cycle.

Edit Monthly Cost of Labor

You can edit the monthly cost of labor for your cloud environment. You can set a total fixed
cost for labor in vRealize Operations Manager . The total labor cost is divided across all the
hosts present in the data center. The labor cost is combination of the total cost of the server
administrator, virtual infrastructure administrator, and the operating system administrator.

Procedure

1 Click Administration and in the left pane click Configuration > Cost Settings.
2 Inthe Cost Driver tab, click Labor.

3 Select the required edit mode for changing the monthly labor cost.

m Edit for All Data centers - mode enables you to customize a single cost driver value for all
the data centers. Any customizations done for the Specific data center mode are lost.

VMware, Inc. 314



VvRealize Operations Manager 8.2 Help

m Edit for specific Data Center - mode enables you to customize different cost driver values
for different data centers. Any customizations done for All data centers mode are lost.

Note When you select Edit for specific data center as the edit mode, then the select data
center option is enabled. Select the data center from the drop-down menu

4 Edit the monthly labor cost.
m  Edit the detailed cost of labor.
= Edit the total monthly labor cost for servers, virtual infrastructure, and operating system.

5 To customize the labor cost for a specific server, click Server and then click Edit For Individual
Servers.

6 Click +Add Cost Per Server.

7 From the Select Server’s for customization drop-down select the required server and click
Ok.

8 Specify the Monthly hours of labor per hour, Labor hourly rate, and click Save.

The monthly labor cost is displayed.

Category Description
Category Displays the categories of labor cost, servers, virtual infrastructure, and operating system
Calculated by Displays whether the cost is calculated hourly or monthly.

Total Monthly Cost  Displays the total monthly cost of the particular category

Reference Cost Displays the reference cost for the category from the cost drivers database

Results
The total monthly cost is updated. The hourly rate option or the monthly cost option that you

select is updated in the Calculated by column.

Edit Monthly Cost of the Network

You can edit the monthly cost for each Network Interface Controller (NIC) type or can edit the total
cost of all the networking expenses associated with the cloud. You can now set a total fixed cost
for network resources in vRealize Operations Manager . The total network cost is divided across all
the hosts present in the data center.

Procedure

1 Click Administration and in the left pane click Configuration > Cost Settings.
2 Inthe Cost Driver tab, click Network.

3 Select the required edit mode for changing the monthly network cost.

= Edit for All Data centers - mode enables you to customize a single cost driver value for all
the data centers. Any customizations done for the Specific data center mode are lost.
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m Edit for specific Data Center - mode enables you to customize different cost driver values
for different data centers. Any customizations done for All data centers mode are lost.

Note When you select Edit for specific data center as the edit mode, then the select data
center option is enabled. Select the data center from the drop-down menu

4 Edit the monthly cost of network.

m  Modify the values for 1 Gigabit NIC, 10 Gigabit NIC, 25 Gigabit NIC, 40 Gigabit NIC, and the
100 Gigabit NIC.

m  Modify the total monthly cost of all network expenses associated with the cloud.
5 To customize the network cost for a specific server, click Edit For Individual Servers.
6 Click +Add Cost Per Server.

7 From the Select Server’s for customization drop-down select the required server and click
Ok.

8 Specify values for 1 Gigabit NIC, 10 Gigabit NIC, 25 Gigabit NIC, 40 Gigabit NIC, and 100
Gigabit NIC and click Save.

View the change in network cost after you have run the cost calculation cycle.

Edit Monthly Cost of Facilities

For your cloud environment, you can specify the total monthly cost of facilities or edit the facilities
cost for real estate, power, and cooling requirements. You can now set the total fixed cost for
facilities in vRealize Operations Manager . The total facilities cost is divided across all the hosts
present in the data center.

Procedure

1 Click Administration and in the left pane click Configuration > Cost Settings.
2 Inthe Cost Driver tab, click Facilities.

3 Select the required edit mode for changing the monthly facilities cost.

m Edit for All Data centers - mode enables you to customize a single cost driver value for all
the data centers. Any customizations done for the Specific data center mode are lost.

m  Edit for specific Data Center - mode enables you to customize different cost driver values
for different data centers. Any customizations done for All data centers mode are lost.

4 (Optional) Select the data center from the drop-down menu.

Note If you select Edit for specific data center as the edit mode, then the select data center
option is enabled.

5 Edit the monthly facilities cost.

m  Modify the cost of rent or real estate per rack unit and modify the monthly cost of power
and cooling per kilowatt-hour.
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= Modify the total monthly cost of facilities.
6 To customize the facilities cost for a specific server, click Edit For Individual Servers.
7 Click +Add Cost Per Server.

8 From the Select Server’s for customization drop-down select the required server and click
Ok.

9 Specify the Cost Per Kilowatt and Real Estate Cost Per Rack Unit and click Save.

View the change in network cost after you have run the cost calculation cycle.

Editing Additional Costs

The additional cost lets you add any additional or extra expense that is not covered by other
expenses categorized by vRealize Operations Manager . No reference value is present for this
expense.

Procedure

1 Click Administration and in the left pane click Configuration > Cost Settings.

2 Inthe Cost Driver tab, click Additonal Costs.

3 Enter or select the cost type for the expenses.
Note Additional cost driver allows you to assign costs at Host, vCenter, VM, cluster, or data
center level. For example, if you want to keep a cluster protected using the disaster recovery

services, which involves an additional cost of $5000, you can do that by editing the additional
cost driver.

4 Select the Entity Type and Entity Selection.

The Entity Count gets updated.
5 Enter the Monthly Cost per entity .

The Total Cost per month gets computed automatically.
6 Click Save.

Note After you update the Additional Cost configuration, you must reload the page manually
to view the updated values.

Edit Application Cost

VvRealize Operations Manager allows you to edit the application cost of an application present in
your cloud environment. You can only modify the cost associated with the application, as all the
other attributes are predefined.

Prerequisites

Create applications in vRealize Operations Manager .
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Procedure
1 Inthe menu, click Administration and in the left pane click Configuration > Cost Settings.
2 Inthe Cost Drivers tab, click Applications.

3 Click the edit icon next to the application cost you want to edit.

Note You can now specify the cost of packaged applications that are discovered by the
Service Discovery Management Pack. Earlier the option to specify the application cost was
available only for business applications defined by the user.

4 Modify the cost of the application.

5 Click Save.

Cluster Cost Overview

vRealize Operations Manager calculates the base rates of CPU and memory so that they can be
used for the virtual machine cost computation. Base rates are determined for each cluster, which
are homogeneous provisioning groups. As a result, base rates might change across clusters, but
are the same within a cluster.

1 vRealize Operations Manager first arrives at the fully loaded cost of the cluster from the cost
drivers. After the cost of a cluster is determined, this cost is split into CPU and memory costs
based on the industry standard cost ratios for the different models of the server.

2 The CPU base rate is first computed by dividing the CPU cost of the cluster by the CPU
capacity of the cluster. CPU base rate is then prorated by dividing the CPU base rate by
expected CPU use percentage to arrive at a true base rate for charging the virtual machines.

3 The memory base rate is first computed by dividing the memory cost of the cluster by the
memory capacity of the cluster. Memory base rate is then prorated by dividing the memory
base rate by expected memory use percentage to arrive at true base rate for charging the
virtual machines.

4 You can either provide the expected CPU and memory use or you can use the actual CPU and
memory usage values.

Cluster Cost
Elements Calculation

Total Compute Cost Total Compute Cost = (Total Infrastructure cost, which is a sum of all cost drivers) - (Storage cost)
- (Direct VM cost, which is sum of OS labor, VM labor and any Windows Desktop licenses).

Expected CPU and Expected CPU and Memory use = These percentages are arrived based on historical actual use of
Memory use clusters.

Per GHz CPU base Per GHz CPU base rate = (Cost attributed to CPU out of Total compute cost) / (Expected CPU
rate Utilization * Cluster CPU Capacity in gHZ).

Per GB RAM base rate  Per GB RAM base rate = (Cost attributed to RAM out of Total compute cost) / (Expected Memory
Utilization * Cluster RAM Capacity in GB).

Average CPU Average CPU Utilization = (Cost attributed to CPU utilization of VMs in a cluster, out of Total
Utilization compute cost) / (Total number of VMs in the cluster).
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Cluster Cost

Elements Calculation

Average Memory Average Memory Utilization = (Cost attributed to Memory utilization of VMs in a cluster, out of
Utilization Total compute cost) / (Total number of VMs in the cluster).

Expected CPU The utilization percentage level of CPU that the cluster is expected to operate.

Utilization

Note When you select actual utilization as the cost calculation mode, the cost engine by default
rounds off the actual utilization value in multiples of five or to the nearest value.

Expected Memory The utilization percentage level of Memory that the cluster is expected to operate.

Utilization
Note When you select actual utilization as the cost calculation mode, the cost engine by default

rounds off the actual utilization value in multiples of five or to the nearest value.

Cluster Cost Computation with Allocation Model

You can now use the allocation model to compute the cost of clusters in vRealize Operations
Manager , earlier the cluster cost computation was based on the cluster utilization. When you
perform cost computation using the allocation model, you can set the over commit ratio for CPU,
RAM, and storage.

Note The allocation ratio can be set at both cluster level and datastore cluster level. You can also
mention the storage base rate, which will displayed at the datastore level.

Table 4-61. Cluster Base Rate Computation with Allocation Model

Base Rate Formula

vCPU Base Rate vCPU base rate = B1 = (Cost attributed to CPU) / (Number
of vCPUs in a cluster)

RAM Base Rate RAM base rate = B2 = (Cost attributed to RAM) / Number
of VRAMSs in a cluster)

Note The cost computation is based on Over Commit
ratio. If the Over Commit ratio is 1:4, and total cores in
cluster are 6, then vCPU count = 24, in case if the allocated
vCPU exceeds this targeted number, then the maximum
value is selected.

Table 4-62. Virtual Machine Cost Computation with Allocation Model

Cost Formula

Virtual Machine Cost Virtual machine cost = (Number of vCPU allocated x B1 of
cluster it belongs to) + Number of vVRAMs allocated x B2 of
cluster it belongs to) + storage cost + direct cost.

Note Storage allocated represents the Storage Base Rate
based on allocation.
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Editing Cluster Cost Calculation Methods

You can edit the cluster cost calculation method based on your business requirement. The cost of
a cluster is derived from cost drivers. Virtual machine cost is calculated by multiplying base rates

with the utilization of the VMs.

Procedure

1 Inthe menu, Click Administration and then in the left pane click Configuration > Cost

Settings.

2 Inthe Cluster Cost tab, click CHANGE.

The Cluster Cost Calculation Methods dialog box is displayed.

3 Select any one of the Cluster Cost Calculation methods.

Option

Cluster Usable Capacity After HA
and Buffer

Cluster Actual Utilization

4 Click SAVE.

Description

The cluster cost calculated total capacity minus resources needed for High

Availability (HA) and the capacity buffer setting.

Base rates are calculated based on the total cost of the cluster and Usable

Capacity after HA and Buffer. Virtual machine costs are calculated from these

base rates. Things to note:

m A lower buffer reduces the base rates and causes the virtual machines to
become cheaper.

m A higher buffer increases base rates and causes the virtual machines to
become more expensive.

B Base rates and virtual machine costs do not change with the utilization of
the cluster.

m  The difference between Usable Capacity after HA and Buffer and actual
utilization is used to compute unallocated costs.

To calculate the base rates using the month to date average utilization of the

cluster resources, select this option.

Base rates are calculated based on the total cost of the cluster and average

utilization. Virtual machine costs are calculated from these base rates. Things

to note:

m  Lower utilization level causes base rates to be high and virtual machines
also become more expensive.

m  Higher utilization level causes base rates to be lower and virtual machines
to become cheaper.

m  Base rates and virtual machine costs can change frequently based on the
utilization of the cluster.

m  Unallocated cost of the cluster is near to zero.

B The costs for unused resources are distributed across all virtual machines
based on their actual utilization within the cluster.

Publish Daily Cost Metrics for Virtual Machines

In vRealize Operations Manager , you can now publish daily cost metrics for all virtual machines.
The daily cost metric of a virtual machine is the sum of daily cost of CPU, memory, storage, and
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additional cost associated with the virtual machine. Daily cost metrics provide granular details of
the costs associated with the virtual machine.

Formula to Calculate the Daily Cost and Monthly Cost of Virtual Machines

You can calculate the daily cost associated with a virtual machine using the following formula.

Virtual Machine Cost Elements Calculation

Daily Total Cost of Virtual Machine Daily total cost of virtual machine = Sum of Daily cost of
(CPU + memory + storage + additional cost)

The change in daily cost metrics also changes the way you calculate the effective month to date
cost of a virtual machine. You can use the following formula to calculate Effective Month to Date
cost for a virtual machine.

Virtual Machine Cost Elements for a Month Calculation

Effective MTD Cost of VM Sum of CPU daily cost from the beginning of the month
until now + Sum of memory daily cost from the beginning
of the month until now + Sum of storage daily cost from the
beginning of the month until now + Sum of additional daily
cost from the beginning of the month until now

How to View the Daily Cost Metrics of a Virtual Machine

To view the daily cost metrics of a virtual machine, from the menu, select Administrator and then
in the left pane select Inventory > vCenter Adapter , select the specific Virtual Machine, and click
the Metrics tab.

Pricing Overview

You can create pricing cards in vRealize Operations Manager to calculate the price associated with
your virtual infrastructure. You can assign pricing cards to vCenters or Clusters, depending on the
pricing strategy determined by vRealize Operations Manager administrator. The pricing cards help
you to set the price for each resource present in your virtual environment.

You can customize the pricing card as per your requirement. vVROps has two types of pricing
cards, rate-based pricing card and cost-based pricing card. After configuring a pricing card, you
can assign it to one or more vCenters or Clusters as determined by the pricing strategy.

How Is Price Calculated

In rate-based pricing policy vRealize Operations Manager calculates the virtual infrastructure price
based on the rate card defined by you. For rate-based pricing policy vRealize Operations Manager
lets you define cost elements as per your requirements.

The server recalculates the price every 24-hours, the price calculation for the new pricing cards is
done in the next vRealize Operations Manager price calculation cycle.
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Hierarchy of Pricing Policy

The assignment of policy in vRealize Operations Manager will be for Clusters and vCenters. The
price is calculated for virtual machines, then it is aggregated and rolled up to vCenter. If there are
two policies, a default policy for vCenter and another policy for Cluster, then the price calculation
is based on the cluster policy for all the resources under the cluster. After that the cluster cost is
rolled up to vCenter.

When a virtual machine is under vRealize Automation hierarchy and vCenter hierarchy, then
the pricing is calculated based on the vRealize Automation hierarchy and the virtual machine is
removed from the vCenter resources and included under vRealize Automation resources.

Pricing Support for VMware Cloud on AWS Resources

You can create a pricing policy in vRealize Operations Manager and assign it to VMware Cloud on
AWS (VMC) resources, however you can only use the rate-based pricing policy for VMC-related
objects.

Note When you assign Cost-Based Policy for VMC resources, the policy is not applied, and price
calculated for the policy is reported as zero.

Add New Pricing Card

You can add and assign new pricing card to vCenter and Clusters in vRealize Operations
Manager . The pricing card can be cost-based or rate-based, you can customize the cost-based
pricing card and rate-based pricing card as per your requirement. After configuring the pricing
card, you can assign it to one more vCenter or Clusters based on your pricing strategy.

Procedure

1 Navigate to Administration > Cost Settings > Pricing.
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2 Click New Pricing Card and configure the details of the pricing card.

Table 4-63. Pricing Card Configuration

Parameter

Name and Description

Basic Charges

Guest OSes

VMware, Inc.

Description

1
2
3

Enter a name and description for your pricing card.
Optional: Select Default for Unassigned Workloads.
Click Next.

Default pricing card applies to all vCenter resources

which do not have a direct cost policy assigned to them.

Select the type of pricing card. Follow the steps for
cost-based pricing card.

1

Enter the Cost Factor for the following.

a CPU Cost

b Memory Cost

c Storage Cost

d Additional Cost

Select the charging period as per your requirement,
the options are Hourly, Daily, Weekly, and Monthly.
Select how to charge for the resources, the options
are Always or Only When Powered On.

Click Next.

Note Cost - The cost is defined in vRealize
Operations. If selected, a multiplication factor is
required. For example, if you select 1.1 as a factor,
the cost is multiplied by 1.1 resulting in a 10%
increase to the calculated cost. The price equation
using cost is: <cost> x <multiplication factor> = Price

Follow the steps for rate-based pricing card.

a b w N =

N =

Enter the CPU Rate in MHz per vCPU.

Enter the Memory Rate per GB.

Enter Storate Rate per GB.

Select the ChargingPeriod for all the values.

Select the Charge On Power State for all the values.

Enter the Guest OS Name.
Enter the base rate.

Select the charging period as per your requirement,
the options are Hourly, Daily, Weekly, and Monthly.
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Table 4-63. Pricing Card Configuration (continued)

Parameter Description
Tags Enter the Tag name and Tag Value. Define the charging
method and base rate.

m  Recurring - enter a base rate and define recurring
interval as the charge period. The absolute rate
value is required and it is added to the overall price.

m  One time - define the one-time base rate charge.
The absolute value is required and it is added as a
one time price.

m  Rate Factor - A multiplication factor is required that
is applied to the select charge category.

Select how to charge the Tag based on powered on
state.
Overall Charges You can define overall charges to VMs that match this
policy.
1 Enter the VM setup charges.
2 Enter the Recurring charge and select the time
period from the drop-down menu.

Assignments You can assign the new pricing card to vCenters and
Clusters.

1 Select the vCenter or Cluster to which you want to
apply the pricing card.
2 Click Add and Click Finish.

Results

The new pricing card details are displayed in the Pricing tab.

Cost Calculation Status Overview
You can check the ongoing status of manually triggered cost calculation process.

Cost calculation by default, occurs daily and whenever there is a change in the inventory or cost
drivers values. You can trigger the cost calculation manually so that changes in the inventory and
cost driver values reflect accordingly on the VM cost without having to wait there for any failures in
the cost calculation process. It also shows default schedules time for next cost calculation process.

Migration of Cost Driver Configuration from vRealize Business for Cloud to vRealize Operations
Manager

vRealize Business for Cloud supports migration of cost driver configuration from vRealize Business
for Cloud to vRealize Operations Manager . You can migrate cost driver configuration from
VvRealize Business for Cloud 7.x or later to vRealize Operations Manager 6.7 or vRealize Operations
Manager 7.5.

For more information about the migration process, see the KB article https://kb.vmware.com/s/
article/55785.
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Costing Enhancements

In vRealize Operations Manager , a new global property Cluster Utilization Ceiling Factor is
introduced. Using Cluster Utilization Ceiling Factor, you can specify the ceiling value and calculate
the base rate for a cluster.

You can use the ceiling factor only if the base rate cost calculation is done using Cluster Actual
Utilization method. After you set the ceiling factor value, the Actual Utilization of the cluster is
rounded off to the next available multiple of the ceiling value. When ceiling value is O, Expected
Utilization is equal to actual utilization. When ceiling value is 20, it is not considered as special
case, actual utilization is rounded off to the next multiple.

Note The ceiling value range is from O to 20. If the number is out of this range, the default value
of five is used as the ceiling number.

How to Set the Cluster Base Rate Calculation Method

To change the Cluster Base Rate Calculation method, you must go to Administration >
Configuration > Cost Settings > Cluster Cost page. Click Change next to the Cluster Base Rate
calculation method and select Cluster Actual Utilization.

Where to Find Cluster Utilization Ceiling Factor

To set the ceiling value for a cluster, you must go to Administration > Management > Global
Settings > Cluster Utilization Ceiling Factor. Enter the ceiling value between 0 and 20 and click
Save.

To view the change is cost metrics, run the Cost Calculation Status and select a cluster .

If the Actual Utilization of the cluster for CPU is 30 % and Memory is 45%, and the ceiling value
specified is 10, then

m  Cluster Expected CPU Utilization (%) = 40
m  Cluster Memory Expected Utilization (%) = 50
Actual Cluster Utilization is rounded off to the ceiling value.

If you set the Cluster Utilization Ceiling Factor to either O or 20, then the value of Expected
Memory Utilization changes to the next number. For example, if you set the ceiling factor to O
then, the expected utilization value changes to 1.

Support to Roll up Name Space Cost Metrics

The cost metrics of Point of Delivery (Pod) virtual machines (VMs) has been enhanced to support
the following scenarios:

m  Cost metrics of Pod VMs are rolled up to the Name Space and Guest Cluster level.
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m  All the cost metrics of VMs, Pods, and guest cluster which are present under Name Space are
rolled up to Name Space and Guest Cluster level.

Old Cost Metrics Rolled up Cost Metrics

Effective MTD Total Cost Aggregate Additional Daily Cost
Deleted VM Daily Cost Aggregate Deleted VM Daily Cost
Daily CPU Cost Aggregate CPU Daily Cost

Daily Memory Cost Aggregate Memory Daily Cost
Daily Storage Cost Aggregate Storage Daily Cost
Daily Additional Cost Aggregate Additiona Daily Cost

VRealize Automation 7.x

vRealize Automation 7.x extends operational management capabilities of the vRealize Operations
Manager platform to provide tenant-aware operational visibility of the cloud infrastructure.

vRealize Automation 7.x enables you as a cloud provider to monitor the health and capacity risk of
your cloud infrastructure in the context of the tenant's business groups.

You can use vRealize Automation 7.x to perform some of the following key tasks:

m  To gain visibility into the performance and health of the tenant’s business groups that the
underlying cloud infrastructure supports.

m  To minimize the time taken to troubleshoot, if there is a tenant workload or an underlying
infrastructure problem. vRealize Automation 7.x provides visibility into the impact to
performance, health, and capacity risk of the business groups because of an operational
problem in the underlying cloud infrastructure layer.

m  To manage the placements of VMs that are part of the clusters managed by vRealize
Automation.

m  To view capacity for tenants, business groups, and reservations. From the menu, select
Administration and then in the left pane, select Inventory. Select the Objects tab in the right
pane. By default, the usage capacity model is enabled for these objects. You can enable the
allocation model from the policy settings.

Supported vRealize Automation Versions

vRealize Operations Manager 8.x is supported with vRealize Automation 7.0 versions. Workload
placement for day 1 operations is supported from vRealize Automation 7.3 onwards with vRealize
Operations Manager 6.6 and above. Workload placement for day 2 operations is supported from
VRealize Automation 7.5 onwards with vRealize Operations Manager 7.0 and above.

If you upgrade from a previous version to vRealize Operations Manager 8.2, vRealize Automation
Management Pack is upgraded to 8.0.
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Object Types and Relationships

vRealize Automation 7.x brings in cloud constructs and their relationships from vRealize
Automation into vRealize Operations Manager for operational analysis.

You can use the following items in the virtual infrastructure as object types in vRealize Operations

Manager.

m  Tenant

m  Reservation

m  Business Group

m  Deployment

m  Blueprint

m  Managed Resources
m  Reservation Policy
= Virtual Machine

m Datastore

m  VvRealize Automation World

m  VRealize Automation Management Pack Instance

m  User

You can view the different users from the Inventory > List tab. The user object type has a
relationship with VMs, deployments, and business groups.

Objects types in an enterprise environment are related to other objects types in that environment.
Object types are either part of a larger object type, or they contain smaller component objects, or
both. When you select a parent object type, vRealize Operations Manager shows any related child

objects types.
Table 4-64. Relationship Model

Relationship View

vRealize Automation Tenant View
VRealize Automation App View

vRealize Automation Custom Data Center
View

vRealize Automation Reservation Policy
View

vRealize Automation Virtual Machine View

VMware, Inc.

Parent-Child Relationship Between Objects

Tenant > Business Group > Reservation
Tenant > Blueprint > Deployment > VM

CDC > Cluster > Host > VM

Reservation Policy > Reservation > VM

Tenant > Business group > Deployment > VM
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vRealize Automation Workload Placement

You can enable workload placement when you add vRealize Operations Manager 6.6 as an
endpoint in vRealize Automation 7.3. You cannot enable workload placement by adding a version
of vRealize Operations Manager that is previous to version 6.6, as an endpoint in vRealize
Automation 7.3.

To add vRealize Operations Manager as an endpoint in vRealize Automation 7.3, complete the
following steps.

Procedure

1 Log into vRealize Automation as a tenant user.

2 Select Infrastructure > Endpoint > Endpoints.

3 Select New > Management > vRealize Operations Manager.

4 Enter the general information for the vRealize Operations Manager endpoint.
5

Click OK.

Port Information

In environments where strict firewalls are in place, specific ports must be open for vRealize
Automation 7.x to retrieve data from vRealize Operations Manager.

m VvRealize Automation CAFE Appliance/VIP URL on port 443
m  VRealize Automation IAAS URL on port 443

m  VRealize Automation SSO URL on port 7444

Note vRealize Automation 7.x supports only vCenter objects used and managed by vRealize
Automation. No other object kinds such as AWS or Openstack resources are supported currently.

Security Guidelines

Solutions in vRealize Operations Manager execute independently. They execute within a common
runtime environment within the vRealize Operations Manager collector host.

Java language security protects the adapters from interference with other adapters. All adapters
execute within the common JRE process trust zone. You must only load and use adapters that
you obtain from a publisher you trust and only after you verify the adapter's code integrity before
loading into vRealize Operations Manager.

Even though adapters execute independently, they can make configuration changes to the
collector host or Java runtime environment that can affect the security of other adapters. For
example, at installation time an adapter can modify the list of trusted certificates. During execution
an adapter can change the TLS/SSL certificate validation scheme and thereby change how other
adapters validate certificates. The vRealize Operations Manager system and collector hosts do not
isolate adapters beyond the natural isolation provided by Java execution. The system trusts all
adapters equally.
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Adapters are responsible for their own data security. When they collect data or make
configuration changes to data sources, each adapter provides its own mechanisms and guarantees
with regard to the confidentiality, integrity, and authenticity of the collected data.

VRealize Automation 7.x enforces certificate checks when communicating with the vRealize
Automation servers. These certificates are presented when the user clicks the Test button on
the Adapter Instance setup page. Once these certificates are accepted by the user, they are
associated with that adapter instance. Any communication to the vRealize Automation servers
ensures that the certificates presented by the servers match the ones accepted by the user.

Configuring vRealize Automation

You can configure an instance of vRealize Automation from which you are collecting data.

Prerequisites
m  The super user must have the following privileges:
m Infrastructure administrator rights for all tenants.
m Infrastructure architect rights for all tenants.
m  Tenant administrator rights for all tenants.
m  Software architect roles for all tenants.
m  Fabric group administrator rights for all fabric groups, in all tenants.

m  Configure the vCenter adapter instance for the same vCenter that is added as an endpoint in
the vRealize Automation system.

m  Use only DNS names and not IP addresses when you configure vRealize Automation 7.x
in a vRealize Automation distributed setup. Add host file entries on all vRealize Operations
Manager nodes in the /etc/hosts location if the DNS is not reachable using vRealize
Operations Manager.

m  The super user account must be created for all the tenants by using an identical user name and
password with the required permissions for successful data collection.

Procedure

1 Inthe menu, select Administration, and then from the left pane, select Solutions >
Repository.

2 From the Repository page, on the right side, select VMware vRealize Automation 7.x from the
Native Management Packs section, and click Activate.

VRealize Automation 7.x is installed and appears in Other Accounts > Add Accounts pane.

3 Inthe menu, click Administration, and then from the left pane click Solutions > Other
Accounts > Add Accounts.
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4 Click vRealize Automation 7.x and configure the solution.

Option
Name
Description

VvRealize Automation Appliance URL

Credential

Advanced Settings

Collectors/Groups

Tenants

VMware, Inc.

Description
The name for the adapter instance.
(Optional) The description of the adapter instance.

The URL of the vRealize Automation CAFE appliance from which you are
collecting data. Enter the host name, https://HostName, or the IP address,
https://1IP.

If there is a load balancer for the CAFE appliances, the URL must have host
name or |IP address of the load balancer in the format https://HostName or
https://1P.

To add the credentials to access the vRealize Automation environment, click
the plus sign.

m  Credential name. The name by which you are identifying the configured
credentials.

m  SysAdmin Username. The user name of the vRealize Automation system
administrator.

For information about the System Administrator, see System-Wide Role
Overview.

m  SysAdmin Password. The password of the vRealize Automation system
administrator.

m  SuperUser Username. The user name of the vRealize Automation super
user. Create a user in vRealize Automation with specific privileges
mentioned in the following note.

m  SuperUser Password. The password of the vRealize Automation super
user.

To configure the advanced settings, click the drop-down menu.

The collector on which the vRealize Automation 7.x runs.
m  For one collector instance, select Automatically select collector.

m For multiple collectors, to distribute the workload and optimize
performance, select the collector to manage the adapter process for this
instance.

Collects data for specific tenants associated with vRealize Automation. To
collect data, configure the tenants in the following manner:

m  * (by default). Data is collected for all tenants.

Note

m  Tenant test is attempted for the first two tenants that are sorted
based on alphabetical order. If some tenants do not have the required
privileges, then vRealize Automation 7.x continues to collect data for
the other tenants. Failure in collecting data for a tenant that does not
have the required privileges is logged in the adapter. log file.

m [f any of the tenants do not have the required privileges, data is not
collected for that tenant.

m  Comma separated list. Data is collected for the specific tenants that are
listed and separated by comma.

m ! Datais collected for all tenants except the ones listed after !.
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Option

vRealize Automation Endpoint
Monitoring

VRealize Automation Enabled
Intelligent Placement

Enable vRealize Automation system

health monitoring

VRealize Automation VA FQDN

vRealize Automation adapter
collection interval (minutes)

Tenant resource collection interval
(minutes)

Business group resource collection
interval (minutes)

Blueprint resource collection interval
(minutes)

Autodiscovery

VMware, Inc.

Description

m  Enabled: Collects and monitors data for all the vRealize Automation
object types with the compute clusters under managed resources.

m Disabled: Collects and monitors data for only the reservation object type
with the compute clusters under managed resources.

Default is On. Allows vRealize Automation to manage the placements of VMs
that are part of the clusters managed by vRealize Automation. This mode is
always On and used for work-load placement (WLP).

Enable or disable health monitoring of the vRealize Automation system
components. For example, Cafe and IAAS.

The vRealize Automation VA IP or FQDN details are required when the
vRealize Automation system is HA enabled and runs behind a load balancer
for component discovery.

Enter these details only when you enable vRealize Automation system health
monitoring.

The time interval between data collections by vRealize Automation 7.x.
Default is 15 minutes. You can increase or decrease the amount of time
between data collections. It is recommended that you do not change this
value in large-scale environments.

To change this value to less than 5 minutes, you must change the collection
interval value in the adapter.

The time interval between the data collected by the tenants in vRealize
Automation 7.x.

Default is 240 minutes. You can increase or decrease the amount of time
between data collections. It is recommended that you do not change this
value in large-scale environments.

To change this value to less than 5 minutes, you must change the collection
interval value in the adapter.

The time interval between the data collected by the business groups in
vRealize Automation 7.x.

Default is 60 minutes. You can increase or decrease the amount of time
between data collections. It is recommended that you do not change this
value in large-scale environments.

To change this value to less than 5 minutes, you must change the collection
interval value in the adapter.

The time interval between the data collected by the blueprints in the vRealize
Automation 7.x.

Default is 60 minutes. You can increase or decrease the amount of time
between data collections. It is recommended that you do not change this
value in large-scale environments.

To change this value to less than 5 minutes, you must change the collection
interval value in the adapter.

Discover objects automatically.
m  To set automatic discovery for objects, select True.

m  To set off the automatic discovery, select False.
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5 Click Test Connection to validate the connection.
If one of the tenant connections is successful, Test Connection is successful.

6 Click Save Settings.

Configuration Properties

In large-scale environments, multiple simultaneous API calls might cause performance problems

in vRealize Automation. When an adapter sends multiple parallel requests to WAPI in particular,

it severely impacts the database. Configuration properties are used to configure the settings with
appropriate values.

Table 4-65. Configuration Properties

Property Name Description Default Value

wapiCollectionMaxSeconds The upper limit for the amount of 60 (1 minute)
time that the adapter needs to try
and retrieve the data from API calls.
This property must be increased in
large-scale environments, in addition to
increasing the adapter's collection time
interval.

wapiThreadCount The number of threads that are 2
querying WAPI at a time.
This property might be increased
or decreased based on speed or
performance requirements.

querySuiteAPIPageSize The number of the items to fetch in a 100
suite API call.
queryVraAPIPageSize The number of the items to fetch in a 100

single CAFE query.
9 query Note Itis recommended that you keep the
maximum value as 100.

Refer to the sizing guidelines for large-scale
environment guidelines: Sizing Guidelines

Alert Definitions

Alert definitions are combinations of symptoms and recommendations that identify problem areas
in your environment and generate alerts on which you can act. Symptom and alert definitions are

defined for vRealize Automation objects. The alerts are population-based alerts based on the risk

or health of a certain percentage of child objects.

The health and risk thresholds are as follows:
Health

m When 25%-50% of the child objects have health issues, the parent object triggers an alert with
a Warning health level.
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m When 50%-75% of the child objects have health issues, the parent object triggers an alert with
an Immediate health level.

s When 75%-100% of the child objects have health issues, the parent object triggers an alert
with a Critical health level.

Risk

m When 25%-50% of the child objects have risk issues, the parent object triggers an alert with a
Warning risk level.

s When 50%-75% of the child objects have risk issues, the parent object triggers an alert with an
Immediate risk level.

B When 75%-100% of the child objects have risk issues, the parent object triggers an alert with a
Critical risk level.

vRealize Automation 8.X

The vRealize Automation 8.x extends operational management capabilities of the vRealize
Operations Manager platform to provide the cloud aware operational visibility of the cloud
infrastructure. The vRealize Automation 8.x enables you to monitor the health, efficiency, and
capacity risks associated with the imported cloud accounts.

You can use the vRealize Automation 8.x to perform some of the following key tasks:

= Gain visibility into the performance and health of cloud zones integrated with vRealize
Operations Manager .

= Import and synchronize existing cloud accounts from vRealize Automation 8.x to vRealize
Operations Manager .

m  Manage the workload placement of VMs that are part of the clusters managed by vRealize
Automation 8.x.

m  Integrate and troubleshoot vSphere endpoint issues associated with vRealize Automation 8.x

using the vRealize Operations Manager dashboard.

Note In this release we support only vSphere endpoints.

VRealize Operations Manager and vRealize Automation Integration - Technical
Overview

The vRealize Automation 8.x integration with vRealize Operations Manager , extends operational
management capabilities of the vRealize Operations Manager platform to provide cloud aware
operational visibility of the cloud infrastructure. The vRealize Automation 8.x enables you to
monitor the health, efficiency, and capacity risks associated with the imported cloud accounts.

You can use the vRealize Automation 8.x to perform some of the following key tasks:

= Gain visibility into the performance and health of cloud zones integrated with vRealize
Operations Manager .

VMware, Inc. 333



VvRealize Operations Manager 8.2 Help

= Import and synchronize existing cloud accounts from vRealize Automation 8.x to vRealize
Operations Manager .

m  Manage the workload placement of VMs that are part of the clusters managed by vRealize
Automation 8.x.

m Integrate and troubleshoot vSphere endpoint issues associated with vRealize Automation 8.x
using the vRealize Operations Manager dashboard.
How Does vRealize Automation and vRealize Operations Manager Integration Work

vRealize Automation can work with vRealize Operations Manager to perform advanced workload
placement, provide deployment health and virtual machine metrics, and display pricing.

Integration between the two products must be on-premises to on-premises, not a mix of on-
premises and cloud.

To integrate with vRealize Operations Manager , look under Infrastructure > Connections >
Integrations. To add the integration, you need thevRealize Operations Manager URL and its login
user name and password. In addition, vRealize Automation and vRealize Operations Manager
need to manage the same endpoint.

Workload Placement

When you deploy a blueprint, workload placement uses collected data to recommend where to
deploy the blueprint based on available resources. vRealize Automation and vRealize Operations
Manager work together to provide placement recommendations for workloads in the deployment
of new blueprints.

While vRealize Automation manages organizational policies, such as business groups,
reservations, and quotas, it integrates with the capacity analytics of vRealize Operations Manager
to place machines. Workload placement is only available for vSphere endpoints.

Workload Placement Terms Used

Several terms are used with workload placement.
m  Clusters in vSphere map to compute resources in vRealize Automation.

m  Reservations include compute and storage, where the storage can consist of individual
datastores or datastore clusters. A reservation can include multiple datastores, datastore
clusters, or both.

m  Multiple reservations can refer to the same cluster.
m  Virtual machines can move to multiple clusters.

m  When workload placement is enabled, the provisioning workflow uses the placement policy to
recommend where to deploy the blueprint.
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Provisioning Blueprints with Workload Placement

When you use workload placement to provision blueprints, the provisioning workflow uses the
reservations in vRealize Automation, and the placement optimization from vRealize Operations
Manager .

1 vRealize Operations Manager provides placement optimization recommendations according to
analytics data.

2 VvRealize Automation continues the provisioning process according to the placement
recommendations from vRealize Operations Manager .

If vRealize Operations Manager cannot provide a recommendation, or the recommendation cannot
be used, then vRealize Automation falls back to its default placement logic.
Workload Placement Goals

The goal of Workload Placement is to make sure that no cluster is overloaded by more than 80%
of the potential workload. Workload placement is done in the following three stages.

Stress-free clusters
Ensures that the memory, CPU, or disk space workload is less than 80% for the cluster.
Workload Placement based on Business Intent

Distribution of virtual machines between Clusters is based on tags. When a cluster and VM have
the same tag, VM will be recommended to move from this cluster or VM will be recommended to
move to this cluster. When host-based tagging is enabled, VM will be recommended to optimize
the workload for cluster based on a rule.

Distribution Strategy

m  Balanced distribution: Distribution is based on the green zone, with maximum 20% difference
workload between the two clusters.

m  Moderate distribution: Ensures that no cluster is at stress level.

m  Consolidated distribution: Keeps the hosts free while maintaining the workload at green level.
In some cases, one of the clusters has resources free for backup purposes.

Workload Placement Recommendation

Workload Placement is recommended to run on a cluster (with existing VMs) or for the new
deployment in vRealize Automation for Day O integration. If after the deployment or move of
the virtual machine, the cluster hosting that VM does not have workload greater that 80% for
CPU and/or Memory and/or Disk Space. The recommendation starts only if the Memory or CPU
workload is not optimized.

Note We do not recommend Disk Space Optimization for Workload Placement, as we always
ensure that the workload for Disk Space is within the green zone.
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vRealize Automation Workload Placement Day 1 Recommendation

The distribution of VMs is done based on blueprint configurations. WLP calculates and evaluates
the impact of potential deployment based on the workload or cluster utilization. The objective of
WLP is to make sure that the least loaded cluster gets to provision highest number of VMs.

We have a cluster which has 100 GB memory capacity of which 20 GB is free, so this means 80%
free space. We have another cluster which has 1 TB memory of that 300 GB is used. If you look
at this percentage wise, we have 70% free space, however in terms of actual available space, we
have 700 GB free space which is more than the 20 GB free space available in the first scenario.

Note If the workload placement results in having more than 80% workload on the cluster,
thenvRealize Operations Manager cannot provide a recommendation, or the recommendation
cannot be used, then vRealize Automation falls back to its default placement logic.

Workload Placement Automation

Automation

The Automation calculates and evaluates the move of virtual machines every 5 minutes. If you find
a VM that is not optimized, the optimization is triggered automatically. Note, the time slot between
two automated optimizations is limited to 6 hours.

Schedule

Schedule automation calculates and evaluates the move only during the scheduled time slots. The
available options are Once, Daily, Weekly, and Monthly.

Impact on Cloud Zones and Non vRealize Automation-Managed VMs

Whenever there is a vVRealize Operations and vRealize Automation integration for a data center.
The cloud zones that have virtual machines which are not managed by vRealize Automation or not
created by vRealize Automation, Workload Placement ignores them.

Supported vRealize Automation Versions

VRealize Automation 8.x is supported on vRealize Operations Manager 8.2 version. Workload
placement for day 1 operations is supported from vRealize Automation 7.3 onwards with vRealize
Operations Manager 6.6 and above. Workload placement for day 2 operations is supported from
vRealize Automation 7.5 onwards with vRealize Operations Manager 7.0 and above.

Object Types

vRealize Automation 8.x brings in cloud accounts and their relationships from vRealize Automation
into vRealize Operations Manager for operational analysis. You can use the following items in the
virtual infrastructure as object types in vRealize Operations Manager .

m  Cloud Zone
= Blueprint

m  Project
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m  Deployment

s Cloud Account
m  User

m  Organization

s Cloud Automation Services World

Workload Placement

In vRealize Operations Manager , you can configure vRealize Automation 8.x instances to work
with vRealize Operations Manager instances. Using vRealize Operations Manager you can monitor
the placement of existing workloads and optimize the resource usage.

Prerequisites

m  Verify that the user has privileges of Organizational Owner and Cloud Assembly Administrator
set in vRealize Automation.

m  You must know the vCenter Server credentials and have the necessary permissions to connect
and collect data.

m  Verify that vRealize Automation 8.x is enabled from Administration > Management >
Integrations in vRealize Operations Manager . For more information, see Configuring VMware
VRealize Automation 8.x with vRealize Operations Manager.

m  VRealize Operations Manager must have the same vCenter Cloud Account configured to match
with vRealize Automation 8.x.

m  Ensure that integration is enabled for vRealize Operations Manager and vRealize Automation
8.X.

Procedure
1 Inthe menu, select Home and then select Workload Optimization.
2 Click the View filter drop-down menu and select the VRA Managed objects.

All the Cloud Zones related to the vCenter Server are displayed in vRealize Operations
Manager .

3 Click the Cloud Zone you want to optimize.
4 Based on the operational intent, click Optimize Now.

The system creates an optimization plan, which depicts BEFORE and (projected) AFTER
workload statistics for the optimization action.

5 If you are satisfied with the projected results of the optimization action, click NEXT.
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6 Review the optimization moves, then click BEGIN ACTION.

In the scope of vRealize Automation 8.x integration, vRealize Operations Manager sends
a move migration request directly to vRealize Automation 8.x. In the earlier versions, the
migration request was sent to the vCenter Server.

What to do next

To verify that the optimization action is complete, select Administration on the top menu, and click
History > Recent Tasks in the left pane. In the Recent Tasks page, use the Status function on

the menu bar to locate your action by its status. You can also search using a range of filters. For
example, first filter on Starting Time and scroll to the time when you began the action, then select
the Object Name filter. Finally, enter the name of one of the VMs in the rebalance plan.

Pricing for vRealize Automation 8.x Components in vRealize Operations
Manager

After you integrate vRealize Automation 8.x private cloud adapter instances with vRealize
Operations Manager , you can calculate the cost of deployments, projects, and virtual machines
of the selected cloud adapter. Pricing provides an overview of the costs related to the cloud
environment, cloud resources, and the costs associated with the project.

How the Pricing Works in vRealize Automation 8.x

m VvRealize Operations Manager understands the constructs defined in vRealize Automation 8.x
and calculates the CPU, RAM, Storage and Additional prices for Projects, Deployments, and
virtual machines.

m A single project can have multiple deployments and a single deployment can have multiple
virtual machines associated with the deployment.

m  Pricing for multiple virtual machines associated with the deployment is the sum of all the
resources associated with individual virtual machines.

m [f a single project has multiple deployments, then the project pricing is equal to the sum of
individual deployments. The deployment can have multiple virtual machines and resources
associated with it.

m  On day one, the pricing is equal to the cost of resources defined in vRealize Operations
Manager .

m  On day two, the price is calculated using the following formula.
m  Cost of resources for the present day — Cost of resources for the previous day

m If in case the pricing does not happen as per the definition, then the partial price is set to true,
and the pricing is calculated based on the previous days price.

m In vRealize Operations Manager , the following new dashboards are included to view the
pricing details for the vRealize Automation 8.x instances.

s Cloud Automation Environment Overview
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m  Cloud Automation Project Cost Overview
m  Cloud Automation Resource Consumption Overview

m  Cloud Automation Top-N Dashboard

Data Collection Enhancements in vRealize Automation for Pricing in vRealize Operations
Manager

The following enhancements have been made for the data collection process from vRealize
Automation for pricing purposes.

m  Collect cloud zones with relation to clusters and resources pools from vRealize Automation to
VvRealize Operations Manager .

m  Collect Projects from vRealize Automation with relation to deployments.

m  Include project, cloud zone, and blueprint as properties in virtual machines that are deployed
in vRealize Automation.

Upfront Price Support for vRealize Automation 8.x Private Cloud Components

vRealize Operations Manager supports upfront pricing for vRealize Automation 8.x in the following
ways:

m  VRealize Operations Manager uses rate cards to provide upfront cost estimates of catalog
items just before deployment.

m  VRealize Automation 8.x retrieves the deployment cost and estimated cost from vRealize
Operations Manager .

m  VRealize Automation user interface allows you to customize the pricing policies and assign
them to the projects or cloud zones.

m |f vRealize Automation does not specify the pricing policy, then the price is calculated using
the vRealize Operations Manager cost calculation policy.

m |f a custom pricing policy is set for a price calculation, then the deployment and upfront
catalog price computation is done as per the custom policy.
Upfront Price Support for VMware Cloud on AWS Resources

vRealize Operations Manager supports upfront pricing for VMware Cloud on AWS resources in the
following ways:

m  VRealize Operations Manager supports upfront pricing for VMware Cloud on AWS only if
rate-based pricing is configured in vRealize Automation for VMware Cloud on AWS resources.

m  VRealize Operations Manager does not support cost-based computation for VMware Cloud on
AWS resources.
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Configuring VMware vRealize Automation 8.x with vRealize Operations Manager

To access VRealize Automation 8.x instance and troubleshoot automation issues using vRealize
Operations Manager , you must configure the vRealize Automation adapter in vRealize Operations
Manager .

Prerequisites

m  Verify that you know the FQDN/IP address, user name, and password of the vRealize
Automation instance you have installed.

m  Ensure that the vRealize Automation user has both organizational owner and Cloud
Automation Services administrator permissions.

Procedure

1 Inthe menu, select Administration and then from the left pane, select Management >
Integrations.

2 From the Integrations page, click vRealize Automation8.x.

3 Inthe vRealize Automation 8.x page, enter the FQDN or IP address of the vRealize
Automation 8.x instance to which you want to connect.

4 To add credentials, click the plus sign.

a Inthe Credential name text box, enter the name by which you are identifying the
configured credentials.

b Enter the user name and password for the VMware vRealize Automation instance.
¢ Click OK.

You have configured credentials to connect to a VMware vRealize Automation instance.

5 From the Collectors/Groups drop-down menu, select the collector group.
6 Click Test Connection to verify that the connection is successful.

7 Review and accept the Server certificate.

8 Click Advanced Settings and set Auto Discovery to true.

9 Click Add to save the adapter instance.

Results

After integrating vRealize Automation adapter instance with vRealize Operations Manager , you
can view the vRealize Automation adapter data from the vRealize Operations Manager dashboard.
Cloud Zones in vRealize Operations Manager

Cloud zones enable you to group a set of compute resources and assign capability tags to the
zone. The cloud zone is based on accounts/regions, so you must have at least one cloud account
configured before you can create a cloud zone. Cloud zones define where and how blueprints
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configure deployments. You can have one or many cloud zones assigned to each project based on
priority and limits.

How Cloud Zones Work

After you integrate vRealize Automation 8.x with vRealize Operations Manager , you can retrieve
cloud zones into vRealize Operations Manager . The Cloud Zones option is hidden from the user
until the integration with vRealize Automation 8.x is enabled from the integration page under
Administration > Management.

The Cloud Zones option is enabled in vRealize Operations Manager , only if the following
conditions are met.

m  VRealize Automation 8.x instance is integrated successfully in vRealize Operations Manager
Administration > Management>Integrations.

m  VRealize Automation 8.x objects are discovered in vRealize Operations Manager .

m  VRealize Automation 8.x accounts and vRealize Operations vCenter Cloud Accounts are
synchronized.

All the Cloud Zone objects which are existing in vRealize Automation 8.x environment, are
discovered in vRealize Operations Manager . Cloud zones, whose dependent clusters are not
discovered in vRealize Operations Manager , are not represented in Capacity Overview, Reclaim,
and Workload Optimization pages.

Cloud Zones List

You can view the list of cloud zones that exist in your environment. In this view, you can click a
cloud zone to display all the resources and objects that are associated with the cloud account.
When you click the Cloud Zone, you are directed to the standard object summary page of the
cloud account.

Where You Find Cloud Zones
Select Environment in the menu and click Cloud Zones tab.

Cloud Zone Tab Options

Option Description

Name Displays the name of the selected cloud zone.

Cloud Account Displays the cloud accounts associated with the cloud zone.

Resources Displays the cloud account resources associated with the
cloud zone.

Note If the resource field is empty, it means vRealize
Operations Manager does not have a corresponding
vCenter Cloud Account for that associated Cloud Zone. Add
a new vCenter Cloud Account manually or use the Import
Cloud Account option from the Cloud Account page.

Capability Tags Displays the capability tags associated wit the cloud zone.
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vSAN

You can make vSAN operational in a production environment by using dashboards to evaluate,
manage, and optimize the performance of vSAN objects and vSAN-enabled objects in your
vCenter Server system.

VSAN extends the following features:
m  Discovers VSAN disk groups in a vVSAN datastore.

m |dentifies the vSAN-enabled cluster compute resource, host system, and datastore objects in a
vCenter Server system.

m  Automatically adds related vCenter Server components that are in the monitoring state.

m  Support for vSAN datastores in workload optimization with cross-cluster rebalance actions.
m  You can move VMs from one VSAN datastore to another vSAN datastore.
= You can optimize the container if all the vSAN clusters are not in resync state.

m  VMs with different storage policies for each disk or VMs with different types of storage for
each disk will not be moved.

m  You can generate a rebalance plan only if sufficient disk space is available at the
destination vSAN datastore (The vSAN datastore slack space will also be considered).

m  The storage policy assigned to the VM will be considered during the workload optimization
(Compatibility check is performed against the storage policy).

= VM migration from vSAN datastore to VSAN stretched clusters is not supported.

Configure a vVSAN Adapter Instance

When configuring an adapter instance for vSAN, you add credentials for a vCenter Server. In the
earlier versions of vRealize Operations Manager , the vVSAN solution was installed as part of the
vRealize Operations Manager installation. Now, in case of a new installation the vSAN solution

is pre-bundled as part of vRealize Operations Manager OVF, you must install the vSAN solution
separately.

Prerequisites

Only vCenter Server systems that are configured for both the vCenter adapter and the vSAN
adapter appear in the inventory tree under the vSAN and Storage Devices. Verify that the vCenter
Server that you use to configure the vSAN adapter instance is also configured as a vCenter
adapter instance for the VMwa