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What's New

Product Enhancements

vRealize Operations 8.4 delivers new and enhanced capabilities for self-driving operations to
help customers optimize, plan, and scale VMware Cloud, which includes on-premises private
cloud or VMware SDDC in multiple public clouds such as VMware Cloud on AWS, Azure
VMware Solution (AVS), and Google Cloud VMware Engine (GCVE), while at the same time
unifying multi-cloud monitoring, and supporting AWS, Azure Cloud, and Google Cloud platforms.
Powered by artificial intelligence (AI), this release will provide a unified operations platform,
deliver continuous performance optimization, efficient capacity and cost management, proactive
planning, app-aware intelligent remediation, and integrated compliance. 

Product Support Notices

​vRealize Application Remote Collector
vRealize Application Remote Collector virtual appliance is deprecated and is no longer
available for download from the vRealize Operations ​​ user interface when you upgrade to
vRealize Operations 8.4. VMware recommends that you use cloud proxy to monitor your
application services. You can migrate on-prem standalone ​vRealize Application Remote
Collector to on-prem cloud proxy ​. For information about migrating from vRealize
Application Remote Collector to cloud proxy, see KB 83059.

https://kb.vmware.com/s/article/83059


 
Support for Internet Explorer has been dropped from vRealize Operations 8.4 onwards.
See the list of supported browsers.
 
End Point Operations Management Solution
The End Point Operations Management Solution has been deprecated and will not be
supported. However, it will work in FIPS disabled mode and will not work in FIPS enabled
mode.
 
vRealize Automation 7.x
vRealize Automation 7.x integration with vRealize Operations 8.3 and onwards is dropped.
 
vCenter Server 6.0
Support for vCenter Server 6.0 has been dropped from vRealize Operations 8.3 onwards.

Key Features and Capabilities

Automate Key Operational Tasks for a Self-Driving Data Center 

Automation Central - See Configuring Automation Jobs.

Use Automation Central to create and schedule key actions.
​Reclamation Actions: 

Delete Powered Off VMs 
Power off idle VMs 
​Delete old snapshots 

Performance Optimization Actions: 
Downsize VMs 
Scale up VMs

​General Actions: 
Reboot VMs 

​Ability to filter and define dynamic scope.
​Ability to send notifications and visualize global schedules.
Ability to track and view automation savings.

Simplified Troubleshooting and Intelligent Remediation  

Alert Payload Templates - See Payload Templates.

Fully customized alert body with a payload template for the webhook outbound plugin.
Default out-of-the-box alert payload templates are available for various outbound plugins.
Ability to quickly create payload templates by cloning default templates.
​Ability to customize the alert notification payload to add additional metrics,
properties, parent objects, and ancestor objects using the payload template.
Ability to add custom input properties. Map payload fields using the built-in JSON editor for
new, updated, and cancelled alerts.

Simplified Alert Notifications ​ - See Notification Rule.

Ability to create alert notifications using a simple wizard-based workflow.  

https://docs.vmware.com/en/vRealize-Operations-Manager/8.4/com.vmware.vcom.core.doc/GUID-F6C22662-9152-4771-8DC5-7CC216E3FF46.html
https://docs.vmware.com/en/vRealize-Operations-Manager/8.4/com.vmware.vcom.core.doc/GUID-0ACB19B6-9548-4655-B39B-FB37B1D207AB.html
https://docs.vmware.com/en/vRealize-Operations-Manager/8.4/com.vmware.vcom.core.doc/GUID-86831697-53E3-4B55-8E91-2483583FD132.html


​Ability to select existing outbound plugins or create a new outbound plugin
instance in place. ​ 
​Ability to associate payload templates with alert notification rules.

Outbound Plugin Enhancements - See Create a Payload Template.

Simplified outbound plugin workflows.
​​Ability to create and configure an outbound plugin in context of notification rules ​.
New webhook outbound plugin that provides the ability to send an alert notification to any
destination that supports webhooks such as Microsoft Teams, Datadog, and so on. 

Ability to configure standard or custom input properties for REST-based end points. ​ 
Ability to select payload templates to fully customize the alert payload.
Ability to define different templates for new, updated, or cancelled alert notifications. 

Telegraf-based Application Monitoring Enhancements 

Support for Linux process monitoring. See Additional Operations from the Manage Agents
Tab, Monitor Linux Processes, and Linux Process Metrics.
​Support for Windows service monitoring. See Additional Operations from the Manage
Agents Tab, Monitor Windows Services, and Windows Service Metrics.
All Telegraf-based applications now provide an availability metric. See Activate an
Application Service.
Support for Physical OS monitoring. See Monitoring Physical Servers.

Note: Telegraf-based application monitoring enhancements that are new in this release, are
supported by the new on-premises cloud proxy only. See the Cloud Proxy section of the
Platform Enhancements section for details.

Efficient Capacity and Cost Management 

​Tool tips have been added in the Object Capacity tab to provide clarity about the columns.

VMware Cloud on AWS Costing - See VMware Cloud on AWS Cost Management in vRealize
Operations.

vRealize Operations now presents costing for VMware Cloud on AWS workloads using
actual VMware Cloud on AWS bills. 
​Expenses from the bills of your VMware Cloud on AWS is distributed using a fair allocation
algorithm to CPU, memory, and storage at the VM level. For accurate cost numbers, all the
SDDCs must be configured in the given Organization.
Ability to carry out workload planning with VMware Cloud on AWS as the destination cloud
using the new calculated base rates, based on your bills. 

APIs for Pricing Rate Cards (Public) 

​Availability of public APIs for Pricing Rate cards. You can view and edit the rate cards
without using the user interface.

Cost Optimization Dashboards - See Cost Dashboards.

Out-of-the box ability to provide a detailed analysis of your infrastructure ownership,

https://docs.vmware.com/en/vRealize-Operations-Manager/8.4/com.vmware.vcom.core.doc/GUID-9314313D-1DE6-4160-AEFD-76B23AB5DAD9.html
https://docs.vmware.com/en/vRealize-Operations-Manager/8.4/com.vmware.vcom.core.doc/GUID-9614C495-FAE0-4E95-8EE2-6FDA57355C0E.html
https://docs.vmware.com/en/vRealize-Operations-Manager/8.4/com.vmware.vcom.core.doc/GUID-B1176164-013D-4F13-954B-D3217BD46D8F.html
https://docs.vmware.com/en/vRealize-Operations-Manager/8.4/com.vmware.vcom.core.doc/GUID-00640DBD-49A6-4FD8-B857-A0722AEE6FDD.html
https://docs.vmware.com/en/vRealize-Operations-Manager/8.4/com.vmware.vcom.core.doc/GUID-9614C495-FAE0-4E95-8EE2-6FDA57355C0E.html
https://docs.vmware.com/en/vRealize-Operations-Manager/8.4/com.vmware.vcom.core.doc/GUID-1E9E9E4A-334C-4D41-851E-006275FE9B95.html
https://docs.vmware.com/en/vRealize-Operations-Manager/8.4/com.vmware.vcom.core.doc/GUID-86D94DCE-E619-46AB-BF83-5ED77B4BADD3.html
https://docs.vmware.com/en/vRealize-Operations-Manager/8.4/com.vmware.vcom.config.doc/GUID-B854138A-FBBA-4BF2-A51B-E9C7DE55B91D.html
https://docs.vmware.com/en/vRealize-Operations-Manager/8.4/com.vmware.vcom.core.doc/GUID-F6F28E11-A5C2-46AC-860D-4F0324E8ADC0.html
https://docs.vmware.com/en/vRealize-Operations-Manager/8.4/com.vmware.vcom.core.doc/GUID-60443B5D-6CED-48D2-913D-9BC382ADE610.html
https://docs.vmware.com/en/vRealize-Operations-Manager/8.4/com.vmware.vcom.core.doc/GUID-BBB147EC-D149-4B12-ADDD-4E090D697C4D.html


potential savings, corrective actions, and realized cost savings.  
High level summary of your Return on Investment (ROI) in one dashboard.
​Ability to view a flow of your ROI from total cost of ownership, to potential savings, to
corrective actions, to realized cost savings through the respective detailed dashboards. 
Ability to understand your infrastructure spend and how much you can save vs how much
you have saved in cost. 
​Optimize Cost includes the following dashboards:  

Return on Investment (overview) 
Total Cost of Ownership 
Potential Savings 
Reclaim  
​Realized Cost Savings 

New Cost and Price Dashboards 

New dashboards to assess cost and price details. See Consumer Layer and Provider
Layer.

Showback vSphere Pod Cost
Chargeback VM Price 
Server Hardware Depreciation 
Reclaimable Hosts
VM Cost vs Price 
VMC Cost Overview 

What If – Migration Planning for Azure VMware Solution (AVS) and Google Cloud VMware
Engine (GCVE)

Migration planning with AVS and GCVE as a destination cloud is available as a part of
Migration Planning: VMware Cloud. See What-If-Analysis - Migration Planning: VMware
Cloud and Migration Planning: VMware Cloud.

Tag-Based Price as Individual Metrics 

Availability of price borne out of tags on VMs as individual metrics, instead
of being displayed as a part of additional price metrics. See Virtual Machine Metrics.

Costing and Pricing of Short-Lived VMs 

vRealize Operations can now track VMs to a minimum granularity of five minutes lifetime
and charge for them. See Add or Remove VMs.

Continuous Improvements 

Availability of new properties to back cost driver data like Energy Consumed, OS
Categories, and Number of Rack Units. See Host System Properties.
​vSAN base rate is now calculated based on Usable Capacity published by the
vSAN adapter instead of disk space property for higher accuracy. See Datastore
Properties.

Dashboards, Widgets, Reports, and Views Enhancements 

https://docs.vmware.com/en/vRealize-Operations-Manager/8.4/com.vmware.vcom.core.doc/GUID-667D0E19-9CC9-48CC-A44A-0A0C1AB59500.html
https://docs.vmware.com/en/vRealize-Operations-Manager/8.4/com.vmware.vcom.core.doc/GUID-CA23F8DF-4C21-46F6-8F3C-103E09CAA20C.html
https://docs.vmware.com/en/vRealize-Operations-Manager/8.4/com.vmware.vcom.core.doc/GUID-EEA82908-E430-441D-BAE0-0522B83F4BE9.html
https://docs.vmware.com/en/vRealize-Operations-Manager/8.4/com.vmware.vcom.core.doc/GUID-4E3C5B1F-99EB-4A8A-B90B-48BC21BE6DA5.html
https://docs.vmware.com/en/vRealize-Operations-Manager/8.4/com.vmware.vcom.core.doc/GUID-1322F5A4-DA1D-481F-BBEA-99B228E96AF2.html
https://docs.vmware.com/en/vRealize-Operations-Manager/8.4/com.vmware.vcom.core.doc/GUID-A1D05906-F5FD-4730-B66C-753047DCAF63.html
https://docs.vmware.com/en/vRealize-Operations-Manager/8.4/com.vmware.vcom.core.doc/GUID-F00DC1C6-D6A9-4F8F-B1DB-B8EEC72A4219.html
https://docs.vmware.com/en/vRealize-Operations-Manager/8.4/com.vmware.vcom.core.doc/GUID-FEFE8EF3-9E94-48D3-BFEB-4666F5D8AFCA.html


Manage Views and Manage Reports are now featured prominently on the side menu of the
user interface. They also provide frequently used actions. 
​In the list of Views, the filter for Name can accept a regular expression. This allows you to
search for views that match certain patterns. 
Heat Map widget. When the content has an identical size, you can now group by a
value that results in a meaningful visualization. 
Availability of Business Hours as a setting in the View List. Setting Business Hours is
useful if you want to exclude certain hours of any given day (Monday – Sunday). See Data
Details.
Availability of four additional filters in Custom Group, View Filter, and Widget Filter: Not
Empty, Empty, Not Exist, and Exist.

​Platform Enhancements 

Cloud proxy support for on-prem vRealize Operations ​. See Installing Cloud Proxy.

Cloud proxy provides all the functionalities of a remote collector and vRealize Application
Remote Collector. You do not need two different appliances to manage remote data
centers. 
Support for migration of on-prem standalone ​vRealize Application Remote Collector to on-
prem cloud proxy ​.

For information about migrating from vRealize Application Remote Collector to cloud
proxy, see KB 83059.

Ability to decouple cluster upgrade from remote collector upgrade: ​ 
​Cloud proxies are automatically upgraded to the compatible cluster version ​. 
Manual upgrades are supported to handle failure scenarios. ​ 

FIPS mode is supported. The cluster must be in FIPS mode to leverage this functionality. 

Note: Cloud proxy IPv6 is not supported.

Global Settings and Content Management 

Ability to export all content using a single button for backup/restore, cloud migration, and
disaster recovery use cases. Report schedules have been added to Content
Management (bulk import/export) ​. See Creating a Backup.
​Generated report retention period can now be set in days. ​ 

Minimum 1 day and maximum 3600 days (on-prem) ​. See List of Global Settings.
90 days for vRealize Operations Cloud (default and non-editable). See List of Global
Settings.

Availability of a system access URL (vRealize Operations Cluster LB IP/FQDN). If the
system access URL is specified, it can be used for the registration of the vCenter Server
initiated from the Cloud Account configuration. This is ​applicable only to
vRealize Operations on-prem and not applicable to vRealize Operations Cloud. See List of
Global Settings.

Azure VMware Solution and Google Cloud VMware Engine

Ability to integrate vRealize Operations with Azure VMware Solution and Google Cloud
VMware Engine. For configuration details, see Azure VMware Solution and Google Cloud
VMware Engine. 

https://docs.vmware.com/en/vRealize-Operations-Manager/8.4/com.vmware.vcom.config.doc/GUID-FA44BAFA-0412-4D63-A889-BC606F9C1B59.html
https://docs.vmware.com/en/vRealize-Operations-Manager/8.4/com.vmware.vcom.core.doc/GUID-BAAA01F9-0DA8-433D-8375-B1E872FEF7D3.html
https://kb.vmware.com/s/article/83059
https://docs.vmware.com/en/vRealize-Operations-Manager/8.4/com.vmware.vcom.core.doc/GUID-D2361F38-48E6-4BF9-9D4A-1FA7500A9B8E.html
https://docs.vmware.com/en/vRealize-Operations-Manager/8.4/com.vmware.vcom.core.doc/GUID-682E8424-E215-46F9-80C3-66FEA4DE94FB.html
https://docs.vmware.com/en/VMware-vRealize-Operations-Cloud/services/config-guide/GUID-682E8424-E215-46F9-80C3-66FEA4DE94FB.html?hWord=N4IghgNiBcIDIEkDKAVABAeQGJoOJwwCEBBONJAURRQQDlckQBfIA
https://docs.vmware.com/en/vRealize-Operations-Manager/8.4/com.vmware.vcom.core.doc/GUID-682E8424-E215-46F9-80C3-66FEA4DE94FB.html
https://docs.vmware.com/en/vRealize-Operations-Manager/8.4/com.vmware.vcom.config.doc/GUID-AA1B8F14-5F1E-4F45-8AA0-CE0AD6835D4B.html
https://docs.vmware.com/en/vRealize-Operations-Manager/8.4/com.vmware.vcom.core.doc/GUID-4C2DD898-1DBC-4F28-8F7F-C0C90E9D05A4.html


VMware Cloud ​ on AWS Enhancements 

Availability of two new summary pages for VMware Cloud on AWS to provide summary
and information on Org and SDDC. 

VMware Cloud on AWS Org Summary Page: Provides org properties, inventory, total
purchases capacity, bill summary, and other details. See VMC Summary Tab.
VMC SDDC Summary Page: Provides SDDC, inventory, Total Purchased
Capacity, Health of SDDC (vCenter Server, NSX, and vSAN), SDDC Maximum,
alerts, and any breaches. See SDDC Summary Tab.

Availability of costing for VMware Cloud on AWS workloads using actual VMware Cloud
bills.

Native Management Packs

NSX-T 

Enhancement to enable the remote collector to leverage proxy settings in the
adapter configurations instead of allowing direct internet access.

AWS 

Integration with AWS CloudWatch for service discovery and enhanced metric collection. 
​Support for an additional 33 popular services across various categories. See Supported
AWS Services.
All the out-of-the-box and custom metrics for these services can be visualized in vRealize
Operations without the need to switch to AWS.

Note: The configured Identity and Access Management (IAM) user must have the
tag:GetResources permission added to their IAM policy to ensure AWS service tags are
available in vRealize Operations.

Microsoft Azure 

Integration with Azure Monitor for service discovery and enhanced metric collection.
​Support for an additional 32 popular services across various categories. See Supported
Azure Services.
All the out-of-the-box and custom metrics for these services can be visualized in vRealize
Operations.

Accessibility Compliance

Screen reader and keyboard support enables seamless user experience while using most
parts of the user interface.

Metrics and Properties Enhancements 

Improved name and tooltip for the 20-second peak metrics and other peak metrics. ​ 

Renaming of Management Packs 

https://docs.vmware.com/en/vRealize-Operations-Manager/8.4/com.vmware.vcom.core.doc/GUID-732A2DD7-E13C-40AF-BC6E-B97E11A241F2.html
https://docs.vmware.com/en/vRealize-Operations-Manager/8.4/com.vmware.vcom.core.doc/GUID-265AF897-2913-4978-8D7E-41D3D14E9DB0.html
https://docs.vmware.com/en/vRealize-Operations-Manager/8.4/com.vmware.vcom.core.doc/GUID-36F34683-B9A9-44DB-90EA-2C2EFD263436.html
https://docs.vmware.com/en/vRealize-Operations-Manager/8.4/com.vmware.vcom.core.doc/GUID-24AAEDF9-BD55-47B8-86D4-08FDA8DEF4D8.html


Native management packs have been renamed to follow a consistent naming convention.

Current Title New Title

VMware vSphere vSphere 

VMware vSAN vSAN 

VMware vRealize Ping Ping 

VMware vRealize Operations Management Pack for
VMware Cloud on AWS 

VMware Cloud on AWS 

VMware vRealize Network Insight vRealize Network Insight 

VMware vRealize Log Insight vRealize Log Insight 

VMware vRealize Compliance Pack for PCI PCI Compliance 

VMware vRealize Compliance Pack for ISO ISO Compliance 

VMware vRealize Compliance Pack for HIPAA HIPAA Compliance 

VMware vRealize Compliance Pack for FISMA FISMA Compliance 

VMware vRealize Compliance Pack for DISA DISA Compliance 

VMware vRealize Compliance Pack for CIS CIS Compliance 

VMware vRealize Automation 8.x vRealize Automation 8.x 

VMware vRealize Automation 7.x VMware vRealize Automation 7.x 

VMware vRealize Assessments Cloud Management Assessment 



VMware vRealize Application Management Pack OS and Application Monitoring 

VMware Service Discovery Management Pack Service Discovery 

VMware Microsoft Azure Management Pack Microsoft Azure 

VMware AWS Management Pack AWS 

Operating Systems / Remote Service Monitoring 
Operating Systems / Remote
Service Monitoring 

NSX-T Management Pack NSX-T 

​Metrics and Properties Modifications

The following KB article describes all the metrics and properties that have been modified in
vRealize Operations 8.4:

Metrics added in vRealize Operations 8.4 

Instanced Metrics

Instanced metrics are disabled by default after deploying or upgrading to vRealize Operations
8.2 or later, and after importing a policy from older versions. To re-enable instanced metrics in
vRealize Operations 8.2 or later, see KB 81119. 

Updated Management Packs 

VMware Management Packs that are updated for vRealize Operations 8.4 are:

vRealize Operations Management Pack for Horizon 1.1
Note: vRealize Operations Management Pack for Horizon is not supported in FIPS-
enabled mode.
​vRealize Operations Management Pack for VMware Integrated OpenStack 6.1
vRealize Operations Management Pack for Google Cloud Platform 1.2
vRealize Operations Management Pack for VMware Identity Manager 1.3
vRealize Operations Management Pack for Skyline 2.1
SDDC Health Monitoring Solution 8.4
vRealize Operations Management Pack for VMware Cloud Director 5.5
vRealize Operations Tenant App for VMware Cloud Director 2.6
vRealize Operations Management Pack for Storage Devices 8.4

System Requirements

Review this section before you install or update vRealize Operations.

https://kb.vmware.com/s/article/83268
https://kb.vmware.com/s/article/81119


Sizing and Scaling

The CPU, memory, and disk requirements that meet the needs of a particular environment
depend on the number and type of objects in your environment and data collected. This includes
the number and type of adapters installed, the use of HA (High Availability) and CA (Continuous
Availability), the duration of data retention, and the quantity of specific data points of interest.
VMware updates Knowledge Base article 2093783 with the most current information about sizing
and scaling. The Knowledge Base article includes overall maximums and spreadsheet
calculations that provide a recommendation based on the number of objects and metrics you
expect to monitor.

Deployment Formats

You can deploy vRealize Operations 8.4 with VMware virtual appliance.

If you are deploying a vRealize Operations virtual appliance, use a VMware vSphere Client to
connect to a VMware vCenter Server, and deploy the virtual appliance through the vCenter
Server instance. The vRealize Operations virtual appliance must be deployed on hosts that are:

ESX/ESXi 6.5 Update 1 or later and managed by VMware vCenter Server 6.5 or later.
If you have vRealize Operations virtual appliance deployed on ESXi 6.0 or older hosts, you
must first upgrade vCenter Server and ESXi to version 6.5 Update 1 or later, and then
upgrade to vRealize Operations 8.4.

Hardware Versions

The minimum hardware version required for vRealize Operations 8.x releases is version 11. If
your vRealize Operations virtual appliance had a hardware version earlier than 11, you must first
upgrade to hardware version 11 on vRealize Operations virtual appliance and then upgrade to
vRealize Operations 8.4.

Cipher Suites and Protocols

For information about cipher suite lists and relevant protocols, see Cipher Suites and Protocols.

VMware vRealize Operations Certificate Renewal PAK File

The VMware vRealize Operations Certificate Renewal PAK file must be applied on vRealize
Operations 8.4 if the internal certificate is going to expire soon. The internal certificate in
vRealize Operations 8.4 is generated during initial deployment. Currently, upgrading to later
versions of vRealize Operations does not upgrade the internal certificate. See KB 71018.

Basic Authentication

Basic authentication using the REST API is deprecated and disabled in vRealize Operations
8.4 fresh deployments by default. Instances that have been upgraded to vRealize Operations
8.4, will inherit the same properties before the upgrade. It is recommended that you use token-
based authentication instead. If you still need to enable or disable basic authentication, see KB
77271.

Applying License Keys

http://kb.vmware.com/s/article/2093783
https://docs.vmware.com/en/vRealize-Operations-Manager/8.4/com.vmware.vcom.scg.doc/GUID-171B7B96-4CF3-4803-94CE-2947AB646176.html
https://kb.vmware.com/s/article/71018
https://kb.vmware.com/s/article/77271


IMPORTANT: A new license key is required for upgrading vRealize Operations 7.0 and
later versions. All license keys except vRealize Operations for Horizon, vSOM Enterprise
Plus and its add-ons are invalidated. The product will work in evaluation mode until a new
valid license key, which can be obtained from the MyVMware portal, is installed. After you
log in to the user interface of vRealize Operations, if you see that you are using an
evaluation license, consider applying for a new license before the end of the 60-day
evaluation period. 

For more details on entitlements of vRealize Operations editions, see the edition comparison
table from the following link: https://www.vmware.com/products/vrealize-operations.html.

SDDC Compliance 

To ensure compliance of your vSphere, VMware Cloud on AWS, and vSAN 7.0, 6.7, and 6.5
objects, and also NSX-T 2.3, 2.4, and 2.5, and NSX-V 6.3.x and 6.4.x objects, vRealize
Operations 8.4 includes compliance alerts for VMware vSphere Security Configuration Guide
versions 6.7 Update 1 and 6.5. These security configuration guide alerts are based on the
corresponding object types. Some of the alerts and symptoms are available only for backward
compatibility with older versions of vSphere, even though the current release supports the latest
vSphere Security Configuration Guide 6.7 Update 1. 

Note: Compliance rules will work on vSphere 7.0 objects as well. However, those rules are
based on vSphere Security Configuration Guide 6.7 Update 1. 

Solutions Support

In addition to the VMware solutions (vSphere, Endpoint Operations Management, and vRealize
Log Insight), see the VMware Marketplace for many more solutions. These solutions work with
Virtual Appliance single or multiple nodes.

VMware Product Compatibility

Note: The VMware Product Interoperability Matrix provides details about the compatibility of
vRealize Operations with VMware products.

Note: For FIPS mode compatibility details, see the footnotes in the interoperability matrix. The
product will not work in FIPS mode if there are footnotes that state that it will not work in FIPS
mode.

Browser Support

This vRealize Operations release supports all current Web browsers, although only the following
browsers were tested with this release:

Google Chrome: Versions 87 and 89
Mozilla Firefox: Version 86 and 87
Microsoft Edge: Versions 88 and 89
Safari: Versions 13 and 14

https://www.vmware.com/products/vrealize-operations.html
http://www.vmware.com/security/hardening-guides.html
https://marketplace.vmware.com/vsx/
https://www.vmware.com/resources/compatibility/sim/interop_matrix.php


Installing and Upgrading vRealize Operations 

Upgrading to vRealize Operations 8.4, resets out-of-the-box content as part of the
software upgrade process even if the Reset Default Content button is unchecked during
the upgrade. This implies that the user modifications made to default content such as
alert definitions, symptom definitions, recommendations, policies, views, dashboards,
widgets, and reports are overwritten. You need to clone or backup the content before you
upgrade to vRealize Operations 8.4.

Note: There are two different upgrade .pak files to upgrade to vRealize Operations 8.4:

To upgrade from vRealize Operations 7.5 to vRealize Operations 8.4, you must download
and apply the vRealize Operations Manager - Virtual Appliance upgrade for 7.5 .pak
file.
To upgrade from vRealize Operations 8.0, 8.0.1, 8.1, 8.1.1, 8.2, or 8.3 to 8.4 you must
download and apply the vRealize Operations Manager - Virtual Appliance upgrade for
8.x .pak file.

Note: While upgrading to vRealize Operations 8.4, the expected size of the root partition for
Photon OS is 20 GB. For information about this requirement, see KB 75298.

It is always recommended to run the Pre-Upgrade Assessment tool before an upgrade. A pre-
upgrade assessment report that is generated will provide you with the recommended
replacements. This tool provides you with an impact analysis following the reduction of metrics in
various versions of the product. For more details on using the Pre-Upgrade Assessment Tool,
see KB 83266. 

Refer to the vRealize Operations Upgrade Center that has information about upgrading vRealize
Operations. Refer to the VMware Lifecycle Product Matrix for information about supported
versions of vRealize Operations.

The vRealize Operations Information Center has detailed information about installation and
software updates.

Refer to the vRealize Operations vApp Deployment and Configuration Guide that provides
guidance for a vRealize Operations virtual appliance, before you install or update vRealize
Operations.

Deploy vSphere with Operations Management (any edition) and vRealize Operations Standard
together in one deployment.

Deploy vCloud Suite/vRealize Suite Standard, Advanced, or Enterprise and vRealize Operations
Advanced or Enterprise edition together in one deployment.

Note: You can also install vRealize Operations by using vRealize Suite Lifecycle Manager. For
more information, see Creating an Environment. To automate installation, configuration,
upgrade, patch, configuration management, drift remediation and health from within a single
pane of glass, you can use vRealize Suite Lifecycle Manager. If you are a new user, click here to
install vRealize Suite Lifecycle Manager. This provides IT managers or cloud admin resources to
focus on business-critical initiatives, while improving time to value (TTV), reliability, and

https://kb.vmware.com/s/article/75298
https://kb.vmware.com/s/article/83266
https://www.vmware.com/products/vrealize-operations/upgrade-center.html
https://www.vmware.com/content/dam/digitalmarketing/vmware/en/pdf/support/product-lifecycle-matrix.pdf
https://docs.vmware.com/en/vRealize-Operations-Manager/index.html
https://docs.vmware.com/en/vRealize-Operations-Manager/8.4/com.vmware.vcom.core.doc/GUID-A601D15B-80CD-43D2-B7A2-42973F732B8A.html
https://docs.vmware.com/en/vRealize-Operations-Manager/8.4/com.vmware.vcom.core.doc/GUID-59DE83EC-0265-4822-9C9A-A26C40E600C5.html
https://docs.vmware.com/en/vRealize-Operations-Manager/8.4/vrealize-operations-manager-84-vapp-deploy-guide.pdf
https://docs.vmware.com/en/VMware-vRealize-Suite-Lifecycle-Manager/8.4/com.vmware.vrsuite.lcm.8.4.doc/GUID-7E2CE69B-2CE2-49EA-8FC4-C7816F5FC837.html
https://docs.vmware.com/en/VMware-vRealize-Suite-Lifecycle-Manager/index.html


consistency.

See the Installation and Upgrade Issues section for issues related to installing vRealize
Operations or updating the software.

Upgrading End Point Operations Management Agents

After upgrading from vRealize Operations 8.1.1 or older versions to vRealize Operations 8.4, it is
necessary to upgrade End Point Operations Management agents using the 8.2 agents.

As End Point Operations Management agent builds for 8.4 are the same as 8.2, you can
download the End Point Operations Management agents from the vRealize Operations 8.2
Download page. To upgrade End Point Operations Management agents from the vRealize
Operations administration user interface, see Upgrade the End Point Operations Management
Agent. To upgrade individual agents, see KB 2137709.

If you are upgrading from vRealize Operations 8.2 or 8.3 to 8.4, you do not need to upgrade the
End Point Operations Management agents.

Active Directory Authentication Sources

Logging in to vRealize Operations with a short name will be successful only if the user name's
domain suffix matches the domain name specified in the Base DN option. Otherwise, the full
user name with the domain suffix is required during login. For more information, see KB 68131.

Resolved Issues

Cost computation is not supported for a VMware Cloud vCenter Server end point in
vRealize Operations 8.4
In vRealize Operations 8.4, cost is not computed for the VMware Cloud vCenter Server
end point, in which the cloud type is VMware Cloud on AWS, because the cost model is
different from on-premises vCenter Servers.

 

System VMs are not automatically excluded from license usage
vSphere Cluster services and Workload Management features, as well as the vSAN File
Share feature, introduces system VMs which vRealize Operations does not exclude from
license usage. As a result, if the usage of VM licenses is exceeded, system VMs might
consume licenses while customer VMs may appear unlicensed.

vSphere Cluster Services was introduced in vSphere 7.0 Update 1.
vSphere Workload Management was introduced in vSphere 7.0.
vSAN File Share was introduced in vSphere 7.0/ESXi 7.0.

Known Issues

The known issues are grouped as follows.

Installation and Upgrade Issues

https://my.vmware.com/en/web/vmware/downloads/info/slug/infrastructure_operations_management/vmware_vrealize_operations/8_2_0
https://docs.vmware.com/en/vRealize-Operations-Manager/8.3/com.vmware.vcom.core.doc/GUID-5B0867B1-9908-4C13-AB00-1655DD252F90.html
https://kb.vmware.com/s/article/2137709
https://kb.vmware.com/s/article/68131


General Issues
User Interface Issues

Installation and Upgrade Issues

An error occurs if you modify flags while deploying cloud proxy in vCloud Director  
An error occurs if you modify the ‘Remote Collector’ and ‘IPv6’ flags that may appear while
deploying cloud proxy in vCloud Director.

Workaround: Do not modify the ‘Remote Collector’ and ‘IPv6’ flags that may appear when
you deploy cloud proxy.

The Take Node(s) Offline wizard appears when you try to bring an offline RC node
online
When you try to bring an RC node back online after having just taken it offline, the Take
Node(s) Offline wizard appears when you click the Take Node Offline/Online button,
instead of the Take Node(s) Online wizard as expected.

Workaround: If the node state still displays as Running or the status is still Online after
having taken it offline, wait a few moments and then manually refresh the data in the view
from the top menu to get the latest state of the node. After the correct state is displayed
which is Not Running, the Take Node Offline/Online button will work as expected.

Installation of a management pack fails on a newly added node
After you upgrade to vRealize Operations 8.4, installation of a management pack fails on a
newly added node.

Workaround: Upgrade management packs to their latest version and then add a new
node.

Upgrade to vRealize Operations 8.4 fails for instances with Wavefront configuration
If you use vRealize Operations 7.5 and earlier versions with Wavefront configured, you
cannot upgrade to vRealize Operations 8.4 as upgrade fails.

Workaround: None

Upgrade might fail if any of the nodes are running on VMs with US/Pacific-New
timezone
PostgreSQL database systems no longer support the US/Pacific-New timezone, which was
just an alias for America/Los_Angeles timezone. If any of the vRealize Operations nodes
are running on VMs with US/Pacific-New timezone, upgrade might fail.

Workaround: Change VM timezones from US/Pacific-New to America/Los_Angeles, and
then upgrade.

General Issues

When an SDDC instance on VMware Cloud on AWS has both i3 and i3en hosts ​,
component expenses are biased towards i3en hosts
When an SDDC instance on VMware Cloud on AWS has both i3 and i3en hosts,
component expenses for i3 hosts are considered for per hour rate calculation at the region



level. This results in clusters with i3en hosts costing slightly higher and clusters with i3
hosts costing slightly lesser.

Workaround: None           

Reset does not work for VMware Cloud Foundation clouds
Reset does not work for VMware Cloud Foundation clouds from the Administration >
Configuration > Cost Settings > Cloud Providers page.

Workaround: See KB 83274.

Incorrect summary value of the Server Hardware HCI cost driver
After you save the cost from the HCI page, the summary for HCI in the Summary page
does not match the summary in the HCI page and is incorrect.

Workaround: Run the cost calculation to update the correct summary in the Summary
page.

GET/PUT call on Server Hardware HCI results in an incorrect summary (total cost)
The GET/PUT call on the Server Hardware HCI using the new internal suite-apis /suite-
api/internal/costdrivers/servergroups, results in an incorrect summary (total cost).

Workaround: None

If you change the vRealize Operations web certificate, some adapter instances may
stop collection
Some adapter instances might stop collection after an update of the web certificate via API
or from the vRealize Operations admin user interface.

Workaround: Stop and start the impacted adapters.

Data is not collected for all the Azure objects
Data is not collected for regions that do not have any objects. However sometimes, objects
such as Virtual Machine(s), Storage Accounts, virtual NICs, and so on, will not receive data
for a while, but will come back to a collecting state automatically. 

Workaround: None

Sorting by name in a view, results in unexpected behavior
When you edit a view and sort by name, the number of virtual machines displayed is more
than what is configured.

Workaround: None

Concurrent activation or deactivation of plugins during application monitoring using
suite-api does not work
During application monitoring using suite-api, when you activate or deactivate plugins
concurrently, plugin activation or deactivation does not work. An exception is logged in the
ucpapi.log file.

Workaround: Provide a gap of one second between each thread during activation or
deactivation of the plugins using suite-api.

https://kb.vmware.com/s/article/83274


When you get an application instance's configuration status using a Rest-API call, a
wrong status is returned when the same configuration was installed or uninstalled
previously
If you installed or uninstalled an application instance and then uninstalled or installed it
respectively, the API returns "SUBMITTING" when you try to get the application instance
install or uninstall configuration status using "GET
/api/applications/agents/services/{taskId}/status".

Workaround: While getting the application instance configuration status using the "GET
/api/applications/agents/services/{taskId}/status" API, ensure that you use the latest
performed task ID. The result of calls with older IDs is undefined.

Previewing a view works incorrectly
When you try to preview a view that was not opened recently, the preview is not displayed.

Workaround: Click on Sample Data and then anywhere on the screen to view the
preview. Refresh your browser tab afterwards, so that the workaround is applicable to
other views from the left pane, which do not have a specified preview source.

When you upgrade from vRealize Operations 8.1 to 8.4, the Cassandra application
service is displayed as Java Application in the Services Discovered/Configured
column of the Manage Agents tab
During application monitoring, after you upgrade from vRealize Operations 8.1 to 8.4, the
Cassandra application service is displayed as Java Application in the Services
Discovered/Configured column of the Manage Agents tab. This happens if the Cassandra
application service is configured for monitoring in vRealize Operations 8.1, using the
vRealize Application Remote Collector generic Java plugin.

Workaround: Deactivate the Java plugin before you upgrade the vRealize Application
Remote Collector agent on the VM. After upgrading the vRealize Application Remote
Collector agent, the Cassandra plugin will be discovered and can then be activated.

System language settings affects service discovery
Service discovery might not work if the system language is different from English. For
languages different from English, network connection state values might be different from
constants defined in standard RFCs.

Workaround: None

Reconfigure the Project Price widget if the vRealize Automation 8.x integration is
deactivated and then reactivated
There is data missing in the Project Price widget of the Cloud Automation Project Price
Overview dashboard when you deactivate
and then reactivate an existing vRealize Automation 8.x integration.

Workaround: Reconfigure the Project Price widget by completing the following steps:

1. After you deactivate and then reactivate the vRealize Automation 8.x integration,
navigate to Dashboards > vRealize Automation 8.x > Cloud Automation Project
Price Overview dashboard.

2. Edit the Project Price widget.



3. Navigate to the Input data section.
4. Select the '+' (Add Object) button and select the CAS World object from vRealize

Automation Adapter 8.x > CAS World.
5. Click OK.
6. Navigate to the Output data in the same widget configuration mode. Search for and

select the CAS Project Price View object from the list.
7. Save the widget.

HTTP Post Adapter is deprecated in vRealize Operations 7.0 and above
Re-enabling the HTTP Post Adapter can open vRealize Operations to security flaws.

Workaround: Complete the steps in KB 60328.

While monitoring applications, you cannot activate a plugin with the same fields till
the plugin configuration is deleted
An error message is displayed in the user interface of vRealize Operations that states the
following: 'Failed to update resource: Resource with same key already exists'.

Workaround: Manually delete the existing plugin configuration and then continue with the
activation of the plugin. If the problem persists, delete the corresponding resource from the
inventory.

Upgrade from vRealize Operations 7.5 to 8.4 results in a change in the license cost
driver
When you upgrade from vRealize Operations 7.5 to 8.4, there is a change in the license
cost driver between the Summary page and the License Cost Driver page.

Workaround: You can set the cost with the old value, which is $365, in the License Cost
Driver page.  

The compliance score for a user with limited object visibility is the same as for a
user with complete object visibility
The compliance score is calculated for objects that are not visible (not assigned) to the
current user.

Workaround: Complete the following steps:

1. Create a custom group with objects visible (assigned) to the user.
2. For that group, apply a policy in which the needed set of compliance alert definitions

is enabled.
If that set is enabled only in one active policy (the one that is applied to the custom
group), the compliance benchmark based on those alert definitions will display the
correct score.

 

Collection for the Management Pack for Microsoft Azure fails when the network
connection times out
When the Management Pack for Microsoft Azure sends a request to the Azure portal and
the portal takes a longer time to read the request than the Azure SDK timeout value,
collection for the adapter instance fails. Collection resumes when the network timeout
issue is resolved, or the Azure portal can read the request.

https://kb.vmware.com/s/article/60328


Workaround: None

Objects such as images and icons related to the Management Pack for SDDC
Health, Management Pack for OpenStack, and Management Pack for SRM are not
displayed 
After you upgrade vRealize Operations, if you scale a vRealize Operations cluster with the
Management Pack for OpenStack 5.0, or Management Pack for SRM 8.1, or Management
Pack for SDDC Health 5.0 installed and add another vRealize Operations node, some
objects such as images and icons related to the management packs are missing.

Workaround: Users with an instance of the Management Pack for OpenStack, or
Management Pack for SRM, or Management Pack for SDDC Health must uninstall the
management packs, before upgrading vRealize Operations.

Alerts from the vSAN adapter that correspond to vSAN health check tests are not
canceled if the test is removed from the vSAN Health Service.
vRealize Operations cannot detect and cancel deleted alerts.

Workaround: Manually cancel the alert from the user interface of vRealize Operations.

When using Internet Explorer 11 to access the Log Insight tab pages and
dashboards, the data is blocked
When using Internet Explorer 11 to access the Log Insight tab pages and dashboards,
data is blocked, and the page remains blank.

Workaround: Use the Firefox or Chrome browser.

Generated reports may be blank
If you log in to vRealize Operations with vCenter Server credentials and generate a report,
the generated report is always blank.

Workaround: None

Despite deleting ucp-adapter instance certificates, users can run actions
If users delete ucp-adapter instance certificates, they can still run actions such as, start
and stop an agent, configure remote checks, and so on.

Workaround: None

User Interface Issues

The Last Year option in the date picker is not intuitive
The Last Year option in the date picker indicates that the time range starts from the end of
the previous month and goes back a year. It does not indicate a time range that spans one
year from the current date or the whole previous year.

Workaround: None

A PDF report file might not include all data from a widget that has a scrollbar
When you generate a report that contains a custom dashboard with a widget that has a
scrollbar, the downloaded PDF file might not include all the data in the widget.



Workaround: Increase the height of the widget in the dashboard to fit all the data.
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